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#### Abstract

As the volume of image data and the need of using it in various applications is growing significantly in the last days it brings a necessity of retrieval efficiency and effectiveness. Unfortunately, existing indexing methods are not applicable to a wide range of problem-oriented fields due to their operating time limitations and strong dependency on the traditional descriptors extracted from the image. To meet higher requirements, a novel distance-based indexing method for region-based image retrieval has been proposed and investigated. The method creates premises for considering embedded partitions of images to carry out the search with different refinement or roughening level and so to seek the image meaningful content.
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## Introduction

For the image retrieval from large scale database traditionally queries 'ad exemplum' are used. There are many approaches developed considering similarities of the query and images in database based on the distance between feature vectors which contain image content descriptors, such as color, texture, shape, etc [Greenspan et al., 2004; Yokoyama, Watanabe, 2007]. The most effort at present is put on the problem of putting the image retrieval on a higher semantic level to perform the search based on the image meaningful content, and not just on image own properties.
There are many metrics developed and widely used in image processing applications: Minkowski-type metric (including Euclidean and Manhattan distances), Mahalanobis metric, EMD, histogram metric, metric for probability density functions, sets of entropy metrics, pseudo metrics for semantic image classification [Rubner et al., 2000; Cheng et al., 2005; Wang et al., 2005]. Yet, by virtue of their limitations these metrics cannot give the desirable results, so a new metric was introduced and extended for considering the embedded partitions and so it was effectively used for the content image retrieval [Kinoshenko et al., 2007]. Due to the embedded structure it will become possible to perform the search with different level of refinement or roughening.
As volume of multimedia databases grows exponentially a great need of means of fast search arises. Many of multidimensional indexing methods used in the field of text retrieval were modified and improved in order to index high-dimensional image content descriptors. Among them X-trees, VA-file and I-Distance approaches are the most promising [Bohm et al., 2001]. However, in case of comparing images as embedded partitions we do not have the features to describe complex objects and only information about distances between them is available, and so-called 'distance-based' indexing methods come to the aid [Chavez et al., 2001; Hjaltason, Samet, 2003]. In this work existing 'distance-based' indexing methods are analyzed and improved and their possible application for the region-based image retrieval is considered.

## Theoretical background of distance matrix based content image retrieval

Let $\mathrm{X}=\left\{x_{1}, x_{2}, \ldots, x_{n}\right\}$ be a set characterizing images in the database. Each element of this set can represent as an image $\mathrm{B}(z), z \in \mathrm{D} \subset \mathrm{R}^{2}$ ( D is a sensor field of view); as feature vector $p \in \mathrm{R}^{k}\left(\mathrm{Z}^{k}\right)$; as some combination of image processing results and features (e.g. segmentation, detected edges, shape features).
Further, keeping the generality of consideration, $\mathrm{X} \subseteq \mathrm{U}$ where U is some universum ensuring introducing of
similarity functional (specifically metric), we shall understand as an image database putting aside the indexing. The task consists in the search for correspondence of elements $x_{i} \in \mathrm{X}$ in the best way to the query $y \in \mathrm{U}$. Under 'the best way' we shall understand the minimum of distance $\rho(y, x), y \in \mathrm{U}, x \in \mathrm{X}$. Using metric as a similarity criterion provides adequacy of the search result to the query and the triangular inequality makes premises for excluding from the consideration whole sets of images without calculating distances to them.
We shall note, that there are 2 ways to perform the search with limited matches number: either by using preliminary clustering in image or feature spaces, or based on methods analyzing values of pre-calculated distance matrix for all images collection elements. Ex altera parte, all search algorithms can be classified as follows: search of $k$ most similar images ordered according to their similarity; search of the images which differ from the query on not more than given $\delta$ (range queries), and combination of these two approaches.

Definition 1. The result of ( $\delta$ )- search on query $y \in \mathrm{U}$ is any element (all the elements) $x_{i} \in \mathrm{X}$, if $\rho\left(y, x_{i}\right) \leq \delta$ for given $\delta \geq 0$, called as the search radius.
It is clear that choice of range $\delta$ is a non-trivial task. Moreover, choice of rational value $\delta$ much depends on the database objects configuration (mutual location regarding the chosen metric). However often the choice of this value is dictated by the practical application, i.e. required extent of image similarity.
Definition 2. The result of $(k)$-search on query $y \in \mathrm{U}$ are elements of set $\mathrm{X}^{k}=\left\{x_{i_{1}}, x_{i_{2}}, \ldots, x_{i_{k}}\right\} \subseteq \mathrm{X}$, for which $\forall x_{i j} \in \mathrm{X}^{k}, \forall x \in \mathrm{X} \backslash \mathrm{X}^{k}, \forall y \in \mathrm{U} \rho\left(y, x_{i j}\right) \leq \rho(y, x), \rho\left(y, x_{i j}\right) \leq \rho\left(y, x_{i j+1}\right), j=\overline{1, k-1}$.
It is necessary to indicate a rather important special case: $y \in \mathrm{X}, k=1$. It means that it is needed to find exact coincidence of query with a database element, i.e. practically identify query and detect image characteristics connected to it, e.g. to identify a person according to his fingerprints.
Definition 3. The result of ( $\delta, k$ )-search on query $y \in \mathrm{U}$ are elements of set $\mathrm{X}^{m}=\left\{x_{i_{1}}, x_{i_{2}}, \ldots, x_{i_{m}}\right\} \subseteq \mathrm{X}, m \leq n$, for which $\forall x_{i j} \in \mathrm{X}^{m}, \forall x \in \mathrm{X} \backslash \mathrm{X}^{m}, \forall y \in \mathrm{U}, \rho\left(y, x_{i j}\right) \leq \delta \Rightarrow \rho\left(y, x_{i j}\right) \leq \rho(y, x), \rho\left(y, x_{i j}\right) \leq \rho\left(y, x_{i_{j+1}}\right), j=\overline{1, m-1}$.

We shall call a search successful if there are elements satisfying definitions 1,2 and 3 . Otherwise, the feedback coupling is needed i.e. query object or search parameters (for instance radius $\delta$ ) refinement what is closely connected to the image presentation by feature descriptions and their matching. We shall emphasize that formally $(k)$-search is always successful as query refinement decision should always being made on the base of obtained distances analysis and solving task requirements. Notice that each successive search type is more complicated to solve than the previous one. Thus procedures of handling the ( $\delta$ )- search are to be used as preprocessing during $(k)$-search, $(\delta, k)$ - search should exploit $(\delta)$ - search and $(k)$ - search results.
We shall analyze the possibility of reducing the number $N$ of calculative values $\rho\left(y, x_{i}\right)$ which can be rather computationally expensive especially in the image space. With that purpose a symmetrical matrix of all pairwise distances of all database elements

$$
d(\mathrm{X})=\left(\begin{array}{cccccc}
0 & \rho\left(x_{1}, x_{2}\right) & \rho\left(x_{1}, x_{3}\right) & \ldots & \ldots & \rho\left(x_{1}, x_{n}\right)  \tag{1}\\
& 0 & \rho\left(x_{2}, x_{3}\right) & \ldots & \ldots & \rho\left(x_{2}, x_{n}\right) \\
& & 0 & \ldots & \ldots & \ldots \\
& & & \ldots & \ldots & \ldots \\
& & & & 0 & \rho\left(x_{n-1}, x_{n}\right) \\
& & & & & 0
\end{array}\right) .
$$

is created. Let $y \in \mathrm{U}$ be a query image. We shall fix some image $x^{*} \in \mathrm{X}$ called pivot object or vantage point or simply pivot and consider the triangular inequality involving one more image $x_{i} \in \mathrm{X}, i \in\{1,2, \ldots, n\}$ (remind that the distance $\rho\left(x^{*}, x_{i}\right)$ is known)

$$
\begin{align*}
& \rho\left(y, x_{i}\right) \leq \rho\left(y, x^{*}\right)+\rho\left(x^{*}, x_{i}\right),  \tag{2}\\
& \rho\left(x_{i}, x^{*}\right) \leq \rho\left(y, x^{*}\right)+\rho\left(y, x_{i}\right),  \tag{3}\\
& \rho\left(y, x^{*}\right) \leq \rho\left(y, x_{i}\right)+\rho\left(x_{i}, x^{*}\right) . \tag{4}
\end{align*}
$$

From inequalities (1)-(3) it follows that knowing two distances, notably $\rho\left(y, x^{*}\right)$ and $\rho\left(x^{*}, x_{i}\right)$, it is not hard to obtain low and upper distance bounds

$$
\begin{equation*}
\rho\left(x_{i}, x^{*}\right)-\rho\left(y, x^{*}\right) \mid \leq \rho\left(y, x_{i}\right) \leq \rho\left(y, x^{*}\right)+\rho\left(x_{i}, x^{*}\right) . \tag{5}
\end{equation*}
$$

Thus the implication $\forall y \in \mathrm{U}, \forall x_{i}, x^{*} \in \mathrm{X}: \rho\left(x_{i}, x^{*}\right) \geq 2 \rho\left(y, x^{*}\right) \Rightarrow \rho\left(y, x_{i}\right) \geq \rho\left(y, x^{*}\right)$ is true what can be used in the $(k)$ - search. Let exact value of distance $\rho\left(x^{*}, x_{i}\right)$ be unknown and it can be evaluated as

$$
\begin{equation*}
\varepsilon_{\min } \leq \rho\left(x^{*}, x_{i}\right) \leq \varepsilon_{\max } \tag{6}
\end{equation*}
$$

Then if for objects $x^{*}, x_{i}$ the inequality (6) is fulfilled the evaluation of low and upper distance bounds

$$
\begin{equation*}
\max \left\{\rho\left(y, x^{*}\right)-\varepsilon_{\max }, \varepsilon_{\min }-\rho\left(y, x^{*}\right), 0\right\} \leq \rho\left(y, x_{i}\right) \leq \rho\left(y, x^{*}\right)+\varepsilon_{\max } \tag{7}
\end{equation*}
$$

is true. Indeed, according to the triangular inequality rule and taking into consideration (6) we have

$$
\rho\left(y, x^{*}\right) \leq \rho\left(y, x_{i}\right)+\rho\left(x_{i}, x^{*}\right) \leq \rho\left(y, x_{i}\right)+\varepsilon_{\max }
$$

then

$$
\begin{equation*}
\rho\left(y, x^{*}\right)-\varepsilon_{\max } \leq \rho\left(y, x_{i}\right) \tag{8}
\end{equation*}
$$

On the other hand, for object $s x_{i}$ and $x^{*}$ it is true that $\varepsilon_{\text {min }} \leq \rho\left(x_{i}, x^{*}\right) \leq \rho\left(y, x^{*}\right)+\rho\left(y, x_{i}\right)$ from where

$$
\begin{equation*}
\varepsilon_{\min }-\rho\left(y, x^{*}\right) \leq \rho\left(y, x_{i}\right) \tag{9}
\end{equation*}
$$

Inequalities (8) and (9) are the low bounds evaluations $\rho\left(x, x_{i}\right)$, and for narrowing the inequality conditions we chose the maximal value. It also should be considered that both evaluations can simultaneously become negative what is reflected in formula (7). Finally, evaluation of the upper bound $\rho\left(y, x_{i}\right)$ directly follows from the triangular inequality (2) and condition $\rho\left(x^{*}, x_{i}\right) \leq \varepsilon_{\text {max }}$.

Let an object $x_{i}$ be situated 'closer' to the pivot $x_{1}^{*}$ than to $x_{2}^{*}$, i.e.

$$
\begin{equation*}
\rho\left(x_{i}, x_{1}^{*}\right) \leq \rho\left(x_{i}, x_{2}^{*}\right) \tag{10}
\end{equation*}
$$

Then the following inequality takes place

$$
\begin{equation*}
\max \left\{\left(\rho\left(y, x_{1}^{*}\right)-\rho\left(y, x_{2}^{*}\right)\right) / 2,0\right\} \leq \rho\left(y, x_{i}\right) . \tag{11}
\end{equation*}
$$

Indeed, from the triangular inequality we have $\rho\left(y, x_{1}^{*}\right) \leq \rho\left(y, x_{i}\right)+\rho\left(x_{i}, x_{1}^{*}\right)$, hence $\rho\left(y, x_{1}^{*}\right)-\rho\left(y, x_{i}\right) \leq$ $\leq \rho\left(x_{i}, x_{1}^{*}\right)$. Then $\rho\left(x_{i}, x_{2}^{*}\right) \leq \rho\left(y, x_{2}^{*}\right)+\rho\left(y, x_{i}\right)$ is hold. Using condition (10), from the inequalities above we get $\rho\left(y, x_{1}^{*}\right)-\rho\left(y, x_{i}\right) \leq \rho\left(y, x_{2}^{*}\right)+\rho\left(y, x_{i}\right)$ what with account of the expression $\rho\left(y, x_{1}^{*}\right)-\rho\left(y, x_{2}^{*}\right) / 2$ possible negativity gives relationship (11).

## Metric search models

Let us consider some approaches for ( $\delta$ )- search support, which make premises for creating effective indexing system for reducing calculation operations on the search stage.
Suppose the distance matrix $d(\mathrm{X})$ is calculated on the pre-processing stage. We shall denote set X as $\mathrm{X}_{0}$ and its cardinality $\operatorname{card}\left(\mathrm{X}_{0}\right)=n_{0}$. On the initial search stage we calculate the distance $\rho\left(y, x^{(0)}\right)$ between the searched object $y$ and some object $x^{(0)} \in \mathrm{X}_{0}$ which is chosen arbitrary or using some criterion. If $\rho\left(y, x^{(0)}\right) \leq \delta$ we add object $x^{(0)}$ to a resulting set Y . From inequality (5) it directly follows that the distance $\rho\left(y, x_{j}^{(0)}\right), j=\overline{1, n_{0}}, x_{j}^{(0)} \neq x^{(0)}$ does not satisfy the search criterion $\delta$ if $\left|\rho\left(x_{j}^{(0)}, x^{(0)}\right)-\rho\left(y, x^{(0)}\right)\right|>\delta$. Applying this criterion to all elements $\mathrm{X}_{0}$ we get a set $\mathrm{X}_{1}=\left\{x_{j}^{(0)} \in \mathrm{X}_{0}:\left|\rho\left(x_{j}^{(0)}, x^{(0)}\right)-\rho\left(y, x_{j}^{(0)}\right)\right| \leq \delta\right\} \subseteq \mathrm{X}_{0}$. If $n_{0}>\operatorname{card}\left(\mathrm{X}_{1}\right)=n_{1}$ we shall chose by analogy element $x^{(1)} \in \mathrm{X}_{1}$ and repeat the procedure of evaluating $\rho\left(y, x_{j}^{(1)}\right) \leq \delta$ and distance filtration for all $x_{j}^{(1)} \in \mathrm{X}_{1}, x_{j}^{(1)} \neq x^{(1)}$ getting in result $\mathrm{X}_{2} \subseteq \mathrm{X}_{1}, \operatorname{card}\left(\mathrm{X}_{2}\right)=n_{2}$. The procedure is carried out recursively till step $l$ when $n_{l-1}-1=\operatorname{card}\left(X_{l}\right), X_{l} \subseteq X_{l-1}$. In this case distances $\rho\left(x_{j}^{(l)}, y\right), j=\overline{1, n_{l}}$ are calculated and evaluated directly. Thus the matches number will be equal to $N(\delta)=l+n_{l}$ where $n_{l}=\operatorname{card}\left(\mathrm{X}_{l}\right)$.
In practice storing distance matrix $d(\mathrm{X})$ 'in whole' is insufficient due to considerable preprocessing time and especially quadratic memory space requirements. One of the ways to solve this problem is to use its 'sparse' form where for some limited set of paired indices $\{k, l\}, 0 \leq k, l \leq n, k \neq l$ value $\rho\left(x_{k}, x_{l}\right)$ is calculated on the preprocessing stage. The natural demand of the methods choosing a set of given combinations is a compromise between storage expenses and number of distance calculating operations on the search stage, which should tend to $N(\delta)=l+n_{l}$. At the same time one should note that value $N(\delta)$ is a random one in a sense of being dependent on objects space configuration, pivots $x^{(1)}, x^{(2)}, \ldots, x^{(l)}$ choice order and location of the query object $y$. For instance $N(\delta)$ can be decreased if at first the point $x^{(2)}$ and then the point $x^{(1)}$ are chosen. Thus, indexing methods using the sparse form $d(\mathrm{X})$ (and, therefore operating is limited by information volume), theoretically can perform less matching operations than methods on 'complete' distance matrix $d(\mathrm{X})$.

We shall introduce a set of pivots $\mathrm{X}^{*}=\left\{x_{1}^{*}, x_{2}^{*}, \ldots, x_{k}^{*}\right\}$. From (5) it follows that low distance value is $\rho\left(y, x_{i}\right) \geq \rho_{\mathrm{x}^{*}}\left(y, x_{i}\right)$ where $\rho_{\mathrm{x}^{*}}\left(y, x_{i}\right)=\max _{x^{*} \in \mathrm{X}^{*}}\left|\rho\left(y, x^{*}\right)-\rho\left(x^{*}, x_{i}\right)\right|$. This is the simplest filtering method for the sparse distance matrix, where $d(\mathrm{X})$ after corresponding index rearrangement of indexes takes form

$$
d(\mathrm{X})_{\mathrm{k}}^{*}=\left(\begin{array}{ccccccc}
0 & 0 & 0 & \ldots & \rho\left(x_{1}, x_{k+1}\right) & \ldots & \rho\left(x_{1}, x_{n}\right)  \tag{12}\\
& 0 & 0 & \ldots & \rho\left(x_{2}, x_{k+1}\right) & \ldots & \rho\left(x_{2}, x_{n}\right) \\
& & 0 & \ldots & \ldots & \ldots & \ldots \\
& & & 0 & \rho\left(x_{k}, x_{k+1}\right) & \ldots & \rho\left(x_{k}, x_{n}\right)
\end{array}\right)=\left(\begin{array}{cccc}
\rho\left(x_{1}, x_{k+1}\right) & \ldots & \rho\left(x_{1}, x_{n}\right) \\
\rho\left(x_{2}, x_{k+1}\right) & \ldots & \rho\left(x_{2}, x_{n}\right) \\
\ldots & \ldots & \ldots \\
\rho\left(x_{k}, x_{k+1}\right) & \ldots & \rho\left(x_{k}, x_{n}\right)
\end{array}\right) .
$$

We will emphasize that we do not store distances between pivots in $d(\mathrm{X})_{\mathrm{k}}^{*}$ since $\rho\left(y, x_{j}^{*}\right), j=\overline{1, k}$ are calculated directly during the search. It also should be noted that the introduced approach can be interpreted as a mapping ( $\mathrm{X}, \mathrm{\rho}$ ) $\rightarrow\left(\mathrm{R}^{k}, L_{\infty}\right)$ and search in $k$-dimensional space.
Another way of creating index structure without calculating and storing $d(\mathrm{X})$ 'in whole' is to analyze the structure of the data set on the base of distances between objects and then create a partition (possibly nested) of
$\mathrm{X}=\left\{\mathrm{X}^{(j)}\right\}, j=\overline{1, m}$, where

$$
\left.\begin{array}{rl}
\forall j, j^{\prime} \in\{1, \ldots, m\}: j \neq j^{\prime} \Rightarrow & X^{(j)} \bigcap X^{\left(j^{\prime}\right)}=\varnothing  \tag{13}\\
& X^{(1)} \cup \ldots \cup X^{(m)}=X
\end{array}\right\}
$$

is fulfilled. Here the equivalence relation built on the base of function $\rho$ can be exploited on the search stage: we do not consider those sets $\mathrm{X}^{(j)}$ which element $x_{i}^{(j)} \in \mathrm{X}^{(j)}$ is not equivalent to the query object $y$. Here important role plays determination of low and upper bounds (7), (12) $\rho\left(y, x_{i}\right)$ which allow to estimate the distance from $y$ to the elements of $\mathrm{X}^{(j)}, \quad j=\overline{1, m}$, separately or using distances to other sets $\mathrm{X}^{\left(j^{\prime}\right)}$, $j^{\prime}=\overline{1, k}, j^{\prime} \neq j$.
Let us consider another way of partitioning X . We shall choose pivot $x_{j}^{*}$ which has index $j$ in matrix $d(\mathrm{X})$, and determine the distance to all the rest of the objects $d(\mathrm{X})_{j, 1}, d(\mathrm{X})_{j, 2}, \ldots, d(\mathrm{X})_{j, n}$. We shall sort values of raw $j$ in ascending order reassign indices $d^{*}(\mathrm{X})_{j, 1}, d^{*}(\mathrm{X})_{j, 2}, \ldots, d^{*}(\mathrm{X})_{j, n}$ and define the distance to the median object $\rho\left(x_{j}^{*}, d^{*}(\mathrm{X})_{j, k}\right)=\mathrm{M}, k=\lceil n / 2\rceil$. We shall introduce partition of X into two equivalence classes $\mathrm{X}_{\leq}$and $\mathrm{X}_{>}$where $\mathrm{X}_{\leq}=\left\{x_{i} \in \mathrm{X}: \rho\left(x_{j}^{*}, x_{i}\right) \leq \mathrm{M}\right\}, \mathrm{X}_{>}=\left\{x_{i} \in \mathrm{X}: \rho\left(x_{j}^{*}, x_{i}\right)>\mathrm{M}\right\}$. In this case on the search stage under $\rho\left(x_{j}^{*}, y\right) \leq M-\delta$ it is necessary to search only class $X_{\leq}$and under $\rho\left(x_{j}^{*}, y\right)>M+\delta$ only class $X_{>}$. Thus producing such a partition can allow us excluding from the consideration half of the set elements. But in the worse case when $\mathrm{M}-\delta<\rho\left(x_{j}^{*}, y\right) \leq \mathrm{M}+\delta$ is true, search algorithm has to consider both branches $X_{\leq}$and $X_{>}$. It should be emphasized that this method is to be used recursively.
We shall introduce into consideration equivalence relation based on the closeness to the pivot. As before let us chose set $\mathrm{X}^{*}=\left\{x_{1}^{*}, x_{2}^{*}, \ldots, x_{k}^{*}\right\}$. Then elements $x_{j}^{*}$ produce partition $\mathrm{X}=\left\{\mathrm{X}_{s}^{*}\right\}, s=\overline{1, k}$ such that

$$
\begin{equation*}
\mathrm{X}_{s}^{*}=\left\{x_{i} \in \mathrm{X}: \forall t=\overline{1, k}, t \neq s \rho\left(x_{i}, x_{S}^{*}\right)<\rho\left(x_{i}, x_{t}^{*}\right)\right\} \tag{14}
\end{equation*}
$$

Such criteria coincide with definition of Voronoi cell in Euclidean space. Partition introduced this way allows to use evaluation (11) of the low distance bound. Indeed, the criterion $\rho\left(x_{i}, x_{s}^{*}\right) \leq \rho\left(x_{i}, x_{t}^{*}\right)$ for $x_{i} \in X_{s}^{*}, t \neq s$ is fulfilled by (14). Then from (11) for $k$ pivots it follows that the low bound of $\rho\left(y, x_{i}\right)$ for $x_{i} \in \mathrm{X}_{s}^{*}$ will be

$$
\begin{equation*}
\rho_{\text {min }}^{(1)}(s)=\max \left\{\max _{t=1, k(t \neq s)}\left\{\left(\rho\left(y, x_{s}^{*}\right)-\rho\left(y, x_{t}^{*}\right) / 2\right)\right\}, 0\right\} . \tag{15}
\end{equation*}
$$

Let $\varepsilon_{\max }(s)=\max _{x_{i} \in \mathrm{X}_{t}^{*}} \rho\left(x_{s}^{*}, x_{i}\right)$ be a cover radius for the partition $\mathrm{X}_{s}^{*}$. Then according to (7) the evaluation low distance bound $\rho_{\text {min }}^{(2)}(s)=\rho\left(y, x_{S}^{*}\right)-\varepsilon_{\max }(s)$ is true. Let minimal and maximal distance evaluations between partitions be calculated on the preprocessing stage for $s, t=\overline{1, k}$.

$$
\varepsilon_{\min }(s, t)=\min _{x_{i} \in \mathrm{X}_{t}^{*}} \rho\left(x_{s}^{*}, x_{i}\right), \varepsilon_{\max }(s, t)=\max _{x_{i} \in \mathrm{X}_{t}^{*}} \rho\left(x_{s}^{*}, x_{i}\right)
$$

Then $\varepsilon_{\text {min }}(s, t)$ and $\varepsilon_{\text {max }}(s, t)$ under $s \neq t$ are evaluations of $\varepsilon_{\text {min }}$ and $\varepsilon_{\text {max }}$ distance $\rho\left(x_{s}^{*}, x_{t}^{*}\right)$ in (7). For $s=t \quad \varepsilon_{\max }(s, s)=\max _{x_{i} \in \mathrm{X}_{s}^{*}} \rho\left(x_{s}^{*}, x_{i}\right)=\varepsilon_{\max }(s)$. Hence it is legitimate to claim that evaluation $\rho_{\min }^{(2)}(s)$ is a special case of evaluation $\rho_{\text {min }}^{(3)}(s)=\max \left\{\underset{t=1, k}{\max }\left\{\rho_{\min }^{(3)}(s, t)\right\}, 0\right\}$ where

$$
\begin{equation*}
\rho_{\min }^{(3)}(s, t)=\max \left\{\rho\left(y, x_{s}^{*}\right)-\varepsilon_{\max }(s, t), \varepsilon_{\min }(s, t)-\rho\left(y, x_{s}^{*}\right)\right\} . \tag{16}
\end{equation*}
$$

The final maximal low bound of distance $\rho\left(y, x_{i}\right), x_{i} \in X_{s}^{*}$ is defined as $\rho_{\min }(s)=\max \left\{\rho_{\min }^{(1)}(s), \rho_{\min }^{(3)}(s)\right\}$.
To make search algorithm on partition index structure more optimal, we propose to carry out the following steps during the search. Let E be a set of not processed pivots $x_{S}^{*}$ which form corresponding regions $\mathrm{X}_{s}^{*}, s=\overline{1, n}$, and T be a set of regions $\mathrm{X}_{s}^{*}$ which cannot be dropped by partition index structure. Then iteratively get the first pivot $x_{s}^{*} \in \mathrm{E}$, calculate $\rho\left(x_{s}^{*}, y\right)$, estimate the low bound of all $\rho\left(x_{t}^{*}, y\right), x_{t}^{*} \in \mathrm{E}$ using (16) and remove from E those $x_{t}^{*}: \rho_{\text {min }}^{3}(s, t)>\delta$ or put corresponding to $x_{t}^{*}$ set $X_{t}^{*}$ to T . Also after each iteration remove considered pivot $x_{S}^{*}$ from E , thus iterative procedure stops when some pivots $x_{S}^{*}, s=\overline{1, t}$ are eliminated by (16) and distance to the rest of pivots is calculated. After it we argue to apply (15) criteria for all pairs $x_{s}^{*}, x_{t}^{*} \in \mathrm{E}$, $s \neq t$ since a range $\left(\varepsilon_{\min }(s, t), \varepsilon_{\max }(s, t)\right)$ could be large and therefore could produce large low bound of $\rho\left(y, x_{i}\right), x_{i} \in X_{t}^{*}$ or $x_{i} \in X_{s}^{*}$.

## Results of experiments and conclusion

A number of tests have been performed on set of points in $\mathrm{R}^{2}$ space with $L_{2}$ metric. We used two configurations of data distribution: uniform and with formed clusters. We implemented the following index structures to preprocess the initial data set: i) indexation on full matrix (1); ii) indexation on sparse matrix (12); iii) indexation via binary tree with branches $\mathrm{X}_{\leq}$and $\mathrm{X}_{>}$; iv) indexation via compact partition using criteria (14) and iterative procedure which exploits (15) and (10) low bounds.
The purpose was to calculate the matches number during the search on uniform and clusters distribution of objects and its dependency on the query object position and data set configuration.
Below the results of the tests with the following experiment parameters are presented. The data for uniform distribution consisted of 1024 points, for the clusters one there were 16 clusters, with cluster cardinality mean equal to 64 and variance equal to 10 of (1024 elements in total). Both sets of points coordinated were within the range [0;256] (data square here and after). Variance of single cluster points location was set to 6 for both coordinates. It was allowed that clusters could overlap. We used $k=\sqrt{n}$ parameters for indexation ii), and created one-level partition with $k=\sqrt{n}$ number of pivots in indexation iv).
First experiment examined dependency of the index structure on the position of the query object. We generated uniform and cluster data structures, created all index structures and randomly chose query object from the data square 500 times, tracking the number of matches of each data structures for all queries. We then calculated the mean and variance of matches count for each index structure (Table 1).

Table 1. Dependency of the matches number on different data configurations

| Data <br> configuration | Full matrix |  | Sparse matrix |  | Partition search |  | Binary search |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\mu$ | $\sigma$ | $\mu$ | $\sigma$ | $\mu$ | $\sigma$ | $\mu$ | $\sigma$ |
| uniform | 23.56 | 4.82 | 50.98 | 4.58 | 107.78 | 36.18 | 90.08 | 23.7 |
| clusters | 30.63 | 29.73 | 55.19 | 26.27 | 71.2 | 71.39 | 74.362 | 48.49 |

As it was expected indexation which exploits a full distance matrix i) outperforms the other ones while indexation on sparse matrix ii) keeps the second place. Indexations iii) and iv) have approximately equal efficiency. We can claim that when objects of database tend to form clusters the number of matches does not vary dramatically for all indexing methods, they only differ notably on variance and therefore in some cases performance of methods
iii) and iv) can take much more time than it was expected. On the other hand, when distribution of objects is uniform then indexation i) perform 4 times better results than iii) and iv) while indexation ii) performs 2 times better results.


Figure 1. Results of matches count dependency on change of cluster data configuration


Figure 2. Results of matches count dependency on change of uniform data configuration

In the second experiment we tried to track dependency of index structures efficiency on different data configurations. We created 50 random configurations of uniform and cluster data distributions and ran routines of the first experiment changing query object position 20 times. We found out that statistics of the indexations efficiency was almost the same compared to first experiment results, only variance grew a bit. On Figures 1, 2 an average number of distance computations on 50 iterations for indexation algorithms i) - iv) is given for uniform and cluster data configuration. From here we can conclude that only index structures i) and ii) can guarantee almost/rather constant low bound of matches count on uniformly distributed data set solely.
We have proposed a novel indexing structure using sparse distance matrices for the image search with queries 'ad exemplum' which considering embedded partitions of the images. The experimental exploration of the method has proved it to be fast and efficient. The future work will be directed for investigation of the pivots choice method and possibility to use clustering methods for distance matrices analysis which would provide effective using of the partition metric for content image retrieval.
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