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DIFFERENTIAL BALANCED TREES AND (0,1) MATRICES1 
H. Sahakyan, L. Aslanyan 

 
Abstract: Links and similarities between the combinatorial optimization problems and the hierarchical search 
algorithms are discussed. One is the combinatorial greedy algorithm of step-by-step construction of the 
column-constraint (0,1) matrices with the different rows. The second is the base search construction of 
databases, - the class of the well known weight-balanced binary trees. Noted, that in some approximation 
each of the above problems might be interpreted in terms of the second problem. The constraints in matrices 
imply the novel concept of a differential balance in hierarchical trees. The obtained results extend the 
knowledge for balanced trees and prove that the known greedy algorithm for matrices is applicable in the 
world of balanced trees providing optimization on trees in layers. 
Keywords: search, balanced trees, (0,1)-matrices, greedy algorithm. 

1. Introduction 
In this paper a new class of weight-balanced trees [K, 1973] is introduced and investigated. In some sense 
these are extensions of the concept of the bounded balanced trees. Bounded balanced trees were analysed 
in various publications, e.g. [R, 1977], being the main data structure of search in dynamic databases. In 
Section 2 below the height estimate for bounded-balanced trees is considered and an estimate for the weight-
balanced trees with the newly introduced differential balances and constraints is obtained. 
The theory of weight-balanced trees is very rich. Practically this is also the base model of hierarchical search 
and decision support. In search, several restrictions in terms of balances are applied in a dynamic 
environment with insertion of new and deletion of obsolete search elements. The balances in nodes are under 
the change during this process. In a dis-balanced node rotations are used to correct the situation. Several 
queries, related to these models are traditional. Which is the tree height in a given balance and in a given set 
of search elements? Which is the average path length in a search tree? A particular new postulation is the 
following. Is it possible to construct a tree or to construct all the trees that may appear in a search model with 
the given constraints? This is a particular interest of the current paper. 
The stated problem will be studied in several extensions, which are also a typical element of search models. 
E.g. - some specific classes of balanced trees, called trees of bounded heights, introduced in [A, 1989], [A, 
1999].  
The concept of bounded-balance is extended in Section 3, defining layer-constraint balanced trees. The idea 
of layer-constraints is then developed in Section 4, considering a practical extension of the concept of weight-
balanced trees - defining summary balances for tree layers. This structure is related to mentioned 
combinatorial problem – constructing the constraint based (0,1)-matrices with different rows. In [S, 1986], [S, 
1995] a greedy algorithm is constructed for solving the mentioned combinatorial problem and it is proven 
optimal in local steps. The algorithm for solving this problem is reducible to the constructing of weight-
balanced trees by the given summary differential balances in layers. Similarly, in the world of balanced trees 
this proves a heuristic optimization on trees in layers. 

2. Bounded-balanced Trees 

Let mT  be a non-empty extended binary tree [R, 1977] with m  leaves, and lT  and rT  are the left and right 
root-subtrees of mT . We denote by l  and r  the numbers of leaves of lT  and rT  (called weights) and 
assume that 0>l  and 0>r . Then rlm += .  
Definition [R, 1977]. The fraction ml /  is called the balance (left, fractional) of mT  in root vertex, being 
denoted by )( mTβ . )( mTβ  expresses the ratio weight of the left root-subtree and it obeys the condition 

1)(0 << mTβ . 
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Definition [R, 1977]. For a given α , 2/10 ≤≤α , mT  is called an α -balanced tree (or a tree from 
][αWB ) if 
1) αβα −≤≤ 1)( mT , 
2) left and right subtrees of mT  belong to ][αWB . 

We assume by definition that the empty binary tree belongs to ][αWB . 
 

]0[WB  is the set of all binary trees and ]2/1[WB  is the set of all  perfectly balanced (with the equal left 
and right subtrees weights in each node) binary trees, and this is possible, when the number of leaves has the 
form k2 )1( ≥k . 
 
The maximum possible height )(mhα  of trees from ][αWB  is estimated in [R, 1977] – by the 
consideration of the most asymmetric trees of ][αWB :  

     
))1/(1log(

log)(
αα −

≤
mmh             

(1) 
  
It is also important to treat the question: given the binary trees with m  leaves and with heights, restricted by 
a given number n , then - how “unbalanced” may be the trees, - which is the allowable minimum value for 
α ? The answer (in a form of a sufficiency condition) is given by the lemma below, using the monotony of (1). 

Lemma 1. If n m
11−≥α , then nmh ≤)(α . 

The n m
11−≥α  implies n

mlog

2
1

1
≥

−α
, and then 

n
mlog))1/(1log( ≥−α , and 

nm
≤

− ))1/(1log(
log

α
. For those α , nmmh ≤

−
≤

))1/(1log(
log)(

αα  by (1). 

 
Now let us turn to the concept of balances in terms of differences of weights between subtrees. 
Definition. The difference lr −  is called the differential balance (right) of mT  in the root vertex, denoted by 

)( mTδ . It obeys the following condition: 1)(1 −<<− mTm mδ . 
 
Definition. For a given d , 10 −<≤ md , mT  is called differential-balanced tree with balance d  (or a 
tree from ][dWDB ) if 

1) dTd m ≤≤− )(δ , 
2) left and right subtrees of mT  belong to ][dWDB . 

 
The two balance schemes are tightly related. Let us formulate the base relations between the fractional and 
differential balances. 
Let mT  be an extended binary tree with m  leaves, and iv  is a vertex (not leaf) of mT . We denote by im  
the weight of subtree rooted at iv , and by il  and ir  - the weights of its left and right subtrees, 
correspondingly. Starting at this point we will assume also, that  il -s are not greater than ir -s. 
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If mT  is an α -balanced tree then for each vertex iv  we have α≥
i

i

m
l

 by the definition. Let’s estimate the 

weight differences between right and left subtrees for each iv : 

 )21(2
i

i
iiiii m

lmlmlr −=−=− )21( α−≤ im . Hence 

)21()21(max αα −=−≤− mmlr iiii . 

Conclusion is that an α -balanced tree mT  is a differential balanced tree with )21( α−= md . 
  
Now let mT  is a differential balanced tree with balance d . For each vertex iv , dlr ii ≤−  by the 

definition. Let’s estimate the fraction 
i

i

m
l
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Thus, a differential balanced tree mT  with balance d , is an α -balanced tree, with )1(
2
1

m
d

−=α . A 

more correct estimate is: 

)}2,min{max1(
2
1

i

i
i m

md −
−=α . 

 
Next we consider the estimate of height of trees from ][dWDB , constructing the most asymmetric trees in 
this class. On each layer the subtrees with greatest weights have been partitioned into the subtrees with 
maximization of weights differences. Then the height estimate is the length of these “maximum weighted” 
branches.  

On the first layer we get subtrees of weights 
2

dm +
 and 

2
dm −

. We will follow only the branch of weight 

2
dm +

. On the next layer we will get a subtree of weight 
4

3
2

2 dmddm
+

=
+

+

. In continuation, let k  

is the minimal index, where the maximal subtree weight becomes less than d . At that point the maximum 

weight doesn’t exceed k

k dm
2

)12( −+
.  

ddmdm
kk

k

+
−

=
−+

22
)12(

, therefore 1
2

<
−
k
dm

, and )log( dmk −> . 

Resuming, we receive, that after at most 1)log( +− dm  steps the weight of maximal subtree is less than 
d . If 1≤d , then the tree construction is complete, and we get a tree with the height estimate 

1)log( +− dm . Otherwise we continue the process, with the arbitrary partition of subtrees. At most 1−d  
steps will be required. We receive the following final estimation – the heights of trees from ][dWDB  are 
restricted by ddm +− )log( . 
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Now we treat the question about the constraints on balances when given that the heights are restricted. Let us 
consider the binary trees with m  leaves, and heights, restricted by the given number n . The counterpart of 
Lemma 1 is the following proposition: 
 
Lemma 2. If the differential balance d  obeys: nddm ≤+− )log( , then the height of tree with m  
leaves is restricted by n . 
 
A practical note. The concept of differential balancing is reasonable to apply on trees as far as the weights of 
subtrees are greater than d , therefore  - on layers of at most 1)log( +− dm  far from the root. 
 

3. Layer-constrained Weight-balanced Trees 

At this point the concept of differential balances is introduced and the general comparison with the base 
scheme – the weight-balanced trees is outlined. The particular properties of differential balances are that 
these are flexible on tree layers. The balance constraints may vary from layer to layer and/or the constraints 
might be given in terms of summary balances. In some cases it is important to apply these structures in the 
traditional case of the weight-balanced trees. These issues are considered below.  
 
Definition. For a given iα , 2/10 ≤≤ iα , we say that mT  is iα -balanced on layer i , if for each subtree 

jiT  - rooted at layer i , iii j
T αβα −≤≤ 1)( . 

 
Definition. Given numbers kαα ,,0 , where 2/10 ≤≤ iα , ki ,,0= . We say that mT  is a tree 
from class ],,[ 0 kWB αα , if  mT  is iα -balanced on layer i . 
 
The leaves may be composite in ],,[ 0 kWB αα  (when k -sequences are not enough to differentiate the 
nodes, the composite nodes may remain consisting of sets of virtual leaves). On the other hand, part of the 
balance values (a last portion) may be redundant. Consideration of the most asymmetric trees and paths in 

],,[ 0 kWB αα  gives the following estimation: the weights of subtrees (virtual at this point) of k -th layer 
are restricted in size by mk )1()1)(1( 10 ααα −−− . If there exists h , kh ≤ , such that 

2)1()1)(1( 10 ≤−−− mhααα , then the height of the tree is restricted by h . 
 
Now we consider layer constrained weight-balanced trees in sense of differential balances. 
 
Definition. For a given id , 10 −<≤ mdi , we say that mT  has id  differential balance on layer i , if for 
each subtree 

jiT  - rooted at layer i ,  iii dTd
j
≤≤− )(δ . 

 
Definition. Given numbers kdd ,,0 , where 10 −<≤ mdi , ki ,,0= . We say that mT  is a tree 
from class ],,[ 0 kddWDB , if  mT  has differential balances id  on layers i . 
 
Similarly with the class ],,[ 0 kWB αα , the leaves may be composite, or some last balance values may 
be redundant for trees of ],,[ 0 kddWDB . Consider the most asymmetric trees of the class 

],,[ 0 kddWDB . Using reasoning, similar to the used above, we get that the weights of subtrees on the 

k -th layer of trees are restricted by 1
10

2
22

+

++++
k

k
k dddm

. 
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If there exists h , kh ≤ , such that 1
2

22
1

10 ≤
++++

+h
h

h dddm
, then the overall height of tree is 

restricted by h . It is easy to see that kdd ,,0  must obey in this case very specific restrictions, which 
limits the selection and the meaning of differential balances. 
 

4. Summary Differential Balanced Tress and (0,1)-matrices 

Definition. Given numbers nDD ,,0  where nimDi ,,0,10 =−<≤ . We say that mT  has iD  
summary differential balance on i -th layer, if iii DLR ≤− , where iR  is the sum of weights of the all right 
subtrees rooted at the layer i  and iL  is the same sum for the left subtrees. 
  
Definition. mT  is called },,{ 0 nDD  summary differential balanced tree if the summary balance on i -th 
layer equals to iD , ni ,,0= .  
 
Let 

pii TT ,,
1

 are subtrees rooted at i -th layer having the weights 
pii mm ,,

1
 correspondingly, and let 

jil  and 
jir  are the weights of left and right subtrees of 

jiT . Then ∑
=

=
p

j
ii j

rR
1

 and  ∑
=

=
p

j
ii j
lL

1
. 

mT

1iT
piT ijiT

1il pil2il 2ir1ir pir

 
 
Usually the balance criterion restricts the weights of subtrees, making it possible to optimize the height of the 
tree. The summary balance allows any weights for subtrees, requiring only satisfying the given summary 
constraints on layers. This is a week form constraints for constructing an optimized decision tree. The most 
asymmetric trees are very diverse in this case. In next point the combinatorial origin of these differential 
schemes will be described. In classes of summary balanced trees the problem is in existence of a binary tree 
with the given characteristics nDD ,,0 , and in case of existence – the algorithmic construction of such 
trees. In special cases the issue of construction of trees might be the interest, when an additional functional 
for optimization is given. In particular, optimality might be required as for subtree weights on layers, for 
number of subtrees on layers, a special functional optimization, etc.     
 
Here is the combinatorial counterpart of the scheme of the summary differential balances. Given an integer 
vector ),,( 1 nssS = , where msi ≤≤0 , ni ,,1= . The interest is in (0,1) -matrices of size nm×   
( m  is the number of rows) with is  1’s  in i -th column and with different rows. This is the existence problem. 
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The corresponding optimization problem is in minimization of the number of the possible repeated rows. The 
problem might be solved, in particular, by algorithms, constructing the matrices in a column-by-column 
fashion, by partitioning the sets of similar (equal) rows received in a previous step. The first column has been 
constructed substituting 1s  1’s and 1sm −  0’s. Without loss of generality we assume that the 1’s are 
substituted on the first 1s  rows. The second column has been constructed by partitioning the intervals (sets of 
similar rows) of the first column (of lengths 1s  and 1sm − ) - substituting 1’s and 0’s on these intervals such 
that the summary length of  one-intervals (where all 1’s are substituted), is equal to 2s , and the summary 
length of zero-intervals (where 0’s are substituted), is equal to 2sm − . The partitioning of intervals for 
current k -th column is arbitrary, providing only that the summary length of all one-intervals is equal to ks . 
Such construction provides the following property: for each pair of  rows, ),( ji , where rows i  and  j  
belong to different intervals, we have that the i -th and j -th rows are different. Within each interval we have 
sets of equal rows. The intervals with 1 length in each column don’t participate in further partitioning, but they 
are used (substituting 1 or 0) to provide the summary values ks  and ksm −  on the current k -th column. 
When in some column there are all 1 length intervals, then all rows are different, and the required matrix is 
constructed. The remainder columns might be constructed arbitrarily. The graphical scheme is the following: 
 

1

0

1
1s

1sm−

0
1
0

1 2 n
1
0
1
0
1
0
1

i

is}
 

 
This is the existence problem as was mentioned. In the similar optimization problem the row repetitions is to 
be minimized. Let, in a current state of construction we have intervals of lenghts 

pnn mm ,,
1

 (greater than 

1) on the n -th column. Each of the 
pnn mm ,,

1
 intervals consists of the same rows repetitions. The 

number of pairs of rows - ),( ji , where rows i  and  j  are the same, equals 

∑∑
==

−=
p

j
nn

p

j
m jjjn

mmC
11

2 )1(
2
1

, so this is the subject for optimization. 

 
The construction of (0,1)-matrices might be represented by binary trees. We construct a tree mT  with m  
leaves. The matrix with m  rows corresponds to the root vertex. The submatrix with the first 1s  rows from the 
first step corresponds to the right subtree, and the submatrix with 1sm −  rows corresponds to the left 
subtree, etc. When the current submatrix consists of a single row, we get a leaf. When for any k ,  nk ≤ ,  
the k -th layer contains leaves only, then the construction is completed. Otherwise as a result of construction 
on n -th layer we receive a set of subtrees of weights 

pnn mm ,,
1

. The constructed trees belong to the 

class of summary differential balanced trees with summary balances nDD ,,1 , for the given balances 
nismsD iii ,,1),( =−−= . 
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[S, 1986], [S, 1995] provide an approximation greedy algorithm, which constructs the target (0,1)-matrices in 
the above described column-by-column fashion of partitioning. The algorithm provides the optimal 
construction of each column – i.e. the construction, which provides the maximal number of new ),( ji  pairs 
of different rows in each step. It is proven that the optimal construction of each column is provided by 
partitioning, which distributes the difference )( kk sms −−  “homogeneously” on all current non atomic 
intervals. Returning to the trees terminology, the matrix constructed by the greedy algorithm implies subtrees 
on each layer of tree, partitioned such that the difference iii DLR =−  is distributed “equally” on all current 
subtrees.  
 
So this describes the construction of trees in class of summary differential balanced trees providing the local 
optimum for the functional from the related combinatorial problem of (0,1)-matrices. 
 
A last note. Let the subtrees of i -th layer with weights 

pii mm ,,
1

 are partitioned into the subtrees with 

weights 
pp iiii rlrl ,,,,

11
 correspondingly. We denote 

ppp iiiiii lrdlrd −=−= ,,
111

. Then the 

differential balance on i -th layer is equal to 
jipj

d
≤≤1

max . Since iD  is distributed “equally” by the greedy 

partition, 
jipj

d
≤≤1

max  will have the minimum value among all possible partitions. This is the following property: 

an algorithm, which is locally optimal by means of (0,1)-matrices, is locally optimal also by means of 
construction of trees of minimal height in class of summary differential balanced trees. 

Conclusion 
Resuming, - in problem of constructing the summary balanced binary trees with given differential balances of 
layers, and with height minimization, it is possible to apply the given above combinatorial greedy algorithm, 
and then the resulting tree has a property that the maximal value of the differential balances on tree layers are 
optimal - minimal. In terms of search trees this is an extension of perfect balanced trees on layers, when 
additional constraints are applied. 
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