-

View metadata, citation and similar papers at core.ac.uk brought to you byj‘: CORE

provided by Bulgarian Digital Mathematics Library at IMI-BAS

Provided for non-commercial research and educational use.
Not for reproduction, distribution or commercial use.

Serdica
Mathematical Journal

Cepauka

MareMaTnuyeCcKo CIIMCAHUE

The attached copy is furnished for non-commercial research and education use only.
Authors are permitted to post this version of the article to their personal websites or
institutional repositories and to share with other researchers in the form of electronic reprints.
Other uses, including reproduction and distribution, or selling or
licensing copies, or posting to third party websites are prohibited.

For further information on

Serdica Mathematical Journal
which is the new series of

Serdica Bulgaricae Mathematicae Publicationes
visit the website of the journal http://www.math.bas.bg/~serdica

or contact: Editorial Office

Serdica Mathematical Journal

Institute of Mathematics and Informatics
Bulgarian Academy of Sciences
Telephone: (+359-2)9792818, FAX:(+359-2)971-36-49
e-mail: serdica@math.bas.bg


https://core.ac.uk/display/62658153?utm_source=pdf&utm_medium=banner&utm_campaign=pdf-decoration-v1

Serdica Math. J. 25 (1999), 19-40 Serdica

Mathematical Journal

Institute of Mathematics
and Informatics, Bulgarian
Academy of Sciences

LIMIT THEOREMS FOR REGENERATIVE
EXCURSION PROCESSES

Kosto V. Mitov"

Communicated by N. M. Yanev

ABSTRACT. The regenerative excursion process Z(t), t = 0,1,2,... is
constructed by two independent sequences X = {X;,i > 1} and Z =
{Ti, (Zl(t),O <t< Ti),i > ].}

For the embedded alternating renewal process, with interarrival times X;
— the time for the installation and 7T; — the time for the work, are proved
some limit theorems for the spent worktime and the residual worktime, when
at least one of the means of X; and T} is infinite.

Limit theorems for the process Z(t) are proved, too.

Finally, some applications to the branching processes with state-dependent
immigration are given.

1. Introduction. Let on the probability space (2,.A, P) be given:
i) The set X = {X;,i = 1,2,...} of independent, identically distributed,
positive, integer valued random variables with distribution function (d.f.)

o
A) =) ap=P(X; <), >0, Y a=1.
t=1
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ii) Independent of X set Z = {(T;,(Zi(t) # 0, t = 0,1,...,T;_1,
Z;i(T;) =0)),i =1,2,...} of independent, identically distributed random processes
with discrete-time parameter and common state space (R, BY"), where R} =
[0,00) and BY" is the Borel o-algebra. We assume that in the life-period [0,7;)
the process Z;(t) is not zero and Z;(t) = 0 for t > T;. So, Z;(t) are excursion
processes which generalize in some sense the branching processes with continuous
or discrete state space.

The life-periods T; are independent, positive, integer valued random vari-
ables with d.f.

B(z)=Y by=P(Ti<z), 2>0, > b=1

k<z t=1

Denote Y; = X; +T;, ¢ =1,2,... and
t—1
a=PY;=t)=Y apby, t=1,2,...,C(x) =P(Y; < x) = (AxB)(x), > 0.
k=1

Define the ordinary renewal process

(1.1) Sp=0,41=5+Ynt1, n >0, v(t)=max(n:S, <t < Spt+1)
The sequence (Sp, S;,,1)n> Where

(1.2) L=+ Xpy1, n=0,1,2,...

is called an alternating renewal process.
Define the processes

(L3)  o(t)=t=S,)11=t=(Suiy+ Xu(y41), 7(O)=min(S, 41—t Tyy11)-

We call o(t) the spent worktime and 7(¢) the residual worktime. In terms
of reliability theory we can interpret X; as the time for installation of the ¢-th
element in some system and T; as the worktime of this element. Then o(t) and
7(t) are the spent worktime and the residual worktime of the element working at
time £.

Using X and Z we define the regenerative excursion process Z(t),t > 0,
as follows

0 for o(t) <0,
(14) 2() = { Zywai(o(t)) for a(t) > 0.

In terms of reliability theory one can interpret the process Z;(t) as mea-
suring some characteristic of the i-th element at time ¢. Then Z(t) is the same
characteristic of the element working at time t.
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Denote
e¢]
up = P(S, =t for some n=0,1,2,...) :ZP(Sn =1), U(x) :Zut, x>0,
n=0 t<x
v =P(S], =t for some n =1,2,...) = ZP(S; =t), V(z)= th, x> 0.
n=1 t<z

It is well-known that the sequence u; satisfies the discrete renewal equa-
tion (see [4, Vol.1, Sec.13.3])
t—1
(1.5) uog=1, w =Y upcp, t=0,1,2,....
k=0
By the definition of v; and (1.2), one can see that

¢
(1.6) ve=Y apup, t=0,1,2,...,

k=1
i.e. vy is the renewal sequence for the discrete time renewal process with delay
XoLX;.

Initial motivation for this work is to prove limit theorems for branching
processes with state-dependent immigration when the conditional limit behavior
of such processes without immigration is known, using direct probabilistic meth-
ods. We want to point out that the branching processes with state-dependent
immigration were investigated by many authors using the methods of probability
generating functions. (See e.g. [3, 10, 15, 7, 8, 9]).

The regenerative excursion processes considered in the paper include all
models of branching processes with state-dependent immigration.

Some applications in this direction are given in Section 6.

Naturally, the limit theorems proved here will be applicable to other mod-
els of regenerative processes.

Moreover, it seems that the asymptotic results about alternating renewal
processes with infinite means are not published earlier and they are interesting in
themselves. One can compare the results of Section 4 with the well-known results
for ordinary renewal processes with infinite mean. (See [4, Sec.14.3] and [2]).

We will consider the aperiodic discrete-time processes but all results ob-
tained here can be easily transferred to the continuous time case with slight
modifications.

In the sequel we assume some of the following basic conditions:

(1.7) ged(t:ar >0)=1, ged(t:b>0)=1.
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(1.8) EX; < o0,
(1.9) EX; =00, 1—A(x)~z “La(z), ©— 00, ac (1/2,1],
(1.10) ET; < oo,
(1.11) ET; =00, 1—B(x) ~z PLg(z), 2 — o0, B€(1/2,1],

where L4(.), Lp(.) are functions slowly varying at infinity.
The lower bound 1/2 for a and (3 arises because we will use the results of
Garsia and Lamperti [5] for the asymptotic behavior of w;.

In the case when both means are finite the behavior of the processes
defined above is well-known. (See e.g. [4, Vol.2, Sec.11.8]). For this reason, we
assume that at least one of the means is infinite.

Two different relations between £X; and £T; will be considered separately.
(C.1) One of the conditions (1.10) or (1.11), together with (1.9), holds and

1—B(t)=0(1— A(t)), t— oo.
(C.2) One of the conditions (1.8) or (1.9), together with (1.11), holds and
1—A(t)

tlglol—B(t) c, 0<c< @

In other words, the condition (C.1) describes the situation when the in-
stallation time is ‘longer’ than the work time, but the condition (C.2) describes
the opposite situation.

Further, we will use the following notations

ma(t) = /Ot(l — A(x))dz, mp(t) = /0 (1 — B(z))dz,
mc(t) = /0 (1-C(z))dx
maloc) = [ (1= Ala))ds = £, < .

ms(00) = /000(1 ~ B(x))dz = £T} < 0.

2. Preliminary results. Now, we will state some results which are
needed in the following sections.

Lemma 2.1. Let (1.7) and one of (C.1) or (C.2) hold. Then
(2.1) ged(t:e >0) =1
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and
(2.2) 1-Cx) ~2Le(x), = — oo,
where 8 = « and Lo(t) = La(t) when (C.1) holds, and 6 = 3 and Lo(t) =
(1+¢)Lp(t) when (C.2) holds.

Proof. (2.1) follows immediately from (1.7), (2.2) follows from the rela-
tion [4, Vol.2, Sec.8.8] 1 — C(x) ~ (1 — A(x)) + (1 — B(z)), x — o0. O

The results in the next lemma are due to Garsia and Lamperti [5], and
Erickson [2]. (See e.g. [2, (2.3) and (2.4)]).

Lemma 2.2. Suppose the conditions of Lemma 2.1.
i) If 1/2 < 6 < 1, then

sinmh -1
2. ~N— .
( 3) Ut . Lc(t)’ — 00
it) If 0 = 1, then
2.4 ~— ¢
( ) Ut mc(t)’ — 00,

and in this case mc(t) is a monotone increasing function which varies slowly at
infinity, and mg(t) 1 oo, t— oo.

Lemma 2.3. Under the conditions of Lemma 2.1

(2.5) ve ~ g, T — o0.

The proof is easy but long and is omitted.
From the definition of o(t), it is evident that o(t) < t a.s.

Lemma 2.4. Fork=0,1,2,...t

(2:6) Plo(t) = k) = vr_i(1 — B(E)).
For k>0
t
(2.7) Po(t) = —k) =Y ujajk.
j=0

Proof. Let k € {0,1,...,t} be fixed. From the definition of o(¢), it
is clear that the events {o(t) = k} and {S),; = t — k,T,41 > k for some
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n=20,1,2,...} are equivalent. Thus,
o
Plo(t) =k) =Y P(Shi1 =tk Tni1 > k).
n=0
By the independence of S, | and T,41 for every n > 0, we obtain
o0
Plo(t) =k) =D P(Sp1 =t = k)P(Tns1 > k)
n=0

= (1= B(k)Y_P(Sp =t—k) = (1 - B(k))vrr,
n=0

which proves (2.6). The proof of (2.7) is similar. [

Corollary 2.1. Under the conditions of Lemma 2.4

t
(2.8) Po(t) <0) =D ur(l— Ak)),
k=0
If 0 <x1 <29 <1, then
(2.9) Pltzy < o(t) <twg)= Y wvep(l— B(k)).
try <k<txo

Lemma 2.5. Let k€ {0,1,...,t} and 1> 0. Then
(2.10) P(o(t) = b, 7(t) = 1) = byt

The proof is similar to the proof of Lemma 2.4.

Corollary 2.2. For0<z<tandy >0

(2.11) PO<ot) <z 7(t)>y)= Y vi(l—Bk+y)),
0<k<z
(2.12) P(0<o(t)<z, 7()<y)=) _ ver(1 = B(k))=> _ v_x(1-B(k+y)).
0<k<z 0<k<z

From the definition of Z(t) is clear that
(2.13) P(Z(t) =0) =P(a(t) <0), P(Z(t)#0)="P(c(t) >0).

Lemma 2.6. For the distributions of Z(t) the following equations hold:
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P(Z(t) <z)=P(c(t) <0)+

(2.14) t
P(o(t) > 0) Y P(Zi(k) < 2T > k)P(o(t) = klo(t) > 0),
k=0

P(Z(t) < 2|Z(t) #0) =
(2.15) t

> P(Zi(k) < 2|Ty > k)P (o(t) = klo(t) > 0).
k=0

Proof. First of all we see that (2.15) follows immediately from (2.14)

when P(c(t) > 0) > 0, using also (2.13).
So, we have to prove (2.14). Note that

PZE) < 2) =P(Z(t) < 2, X > 1)

(2.16)
+P(Z(t) <zX;<t,5 > t) +P(Z(t) <z,Xi<t,5=X1+T71 < t).
For the right-hand side we have
(2.17) P(Z(t) < 2, X1 >t) =P(X; >t) =1— A(t),
t
P(Z(t) <2 X1 <t,8 >t) =Y PZH) <zTi>kXi=t—k)
k=0
t
(2.18) => P(Zi(k) <2, Ty > k)P(X1 =t — k)
k=0
t
=) _P(Zi(t) < 2|Th > k)(1 — B(k))as—,
k=0
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From (2.16)—(2.19) one obtains

t
ZP k) < z)ei g
k:0

i )+ Z’P (Z1(k) < 2|Th > k)(1 — B(k))as—g,

(2.20)

which is a discrete-time equation of renewal type and has the solution (see [4,
Vol.1, Sec.13.5])

k

(2.21) Zut o1 — A
k
—i—Zut k[ZP (Z1(j) < 2|1 > )1 _B(j))ak,j]

Changing the order of summation in the second sum in (2.21), and, using
(2.6), (2.8) and (2.9) with 27 = 0 and x5 = 1, we complete the proof. [

Let
E={&;&; &}

be a sequence of random vectors taking values in R’!'. Let

H= {77077717”’ 777t7"°}
be a sequence of non-negative, integer-valued random variables, independent of =.

The next lemma is a version of a result of Dobrushin [1], (see also [13,
Th.1, Sec.2.5]).

Lemma 2.7. Assume h(xz) > 0 and is reqularly varying with exponent
~v >0, & is a random vector with a proper m-dimensional distribution P(§ < z) =
P(z2) and

&t
h(t)

Assume N(x) — oo as x — oo and that it is a non-decreasing, positive
function, n is an almost surely positive random variable with a proper distribution

(2.22) =& t— .
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P(n<x)=Q(x), and

Mt
(2.23) N (D) =17, t— o0,
Then
bn -
(2.24) hN (D) =£&n’, t— oo,

where £ and n are independent.

The proof can be found in [1], in the case when & are random variables,
or, in [13], in the case when ; are random vectors.

The next lemma is a generalization of the result of Dobrushin in the case
of non-linear normalization of the indexing sequence H.

Lemma 2.8 Assume h(x) > 0 and is reqularly varying with exponent ~y >
0 and (2.22) holds. Assume N(x) — oo as x — oo and that it is non-decreasing
function, slowly varying at infinity, n is an almost surely positive random variable
with a proper distribution P(n < x) = Q(x), and

N(nt)
(2.25) N(tt) =1, t— o0
Then
N(h~' (&)
(2.26) Tt)n =1n, t— oo,

where 1 = (1,...,1) € R and h™'(.) is the inverse function of h(.).

We omit the proof because it is similar to the proof of Lemma 2.7 and
it is based on the principle of embedding established by Skorohod [12], (see also
13, Sec.1.1, Th.1]).

In the same manner one can prove the following lemma.
Lemma 2.9. Assume that
ne =1, i — 00,

where n is a non-negative, integer valued random wvariable, independent of =.
Then

(2.27) b = &y 00,

Let us note that because of the independence of = and H

(2.28) P&y, < 2) ZP & < 2)P(n, = k).
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3. Asymptotic behavior of P(o(t) > 0). In this section we establish
the asymptotic behavior of P(o(t) > 0) under the conditions (C.1) or (C.2).

Theorem 3.1. Assume (1.7) and (C.1). Then

(3.1) lim P(o(t) > 0) = 0.
i) If (1.11) with 1/2 < B < 1 holds, then

(3.2) P(o(t) >0) ~B(a,1 — Blugmp(t), t — oc.
i1) If (1.11) with B =1 holds, then

(3.3) P(o(t) > 0) ~ vymp(t), t— oo.

In this case mp(t) T oo, t — 0o and mp(t) varies slowly at infinity.
ii1) If (1.10) holds, then
(3.4) P(o(t) > 0) ~ vymp(c0), t— oo.

Theorem 3.2. Assume (1.7) and (C.2). Then
1
1+¢

(3.5) lim P(o(t) > 0) =

Proof of Theorem 3.1. Under the conditions of the theorem, (2.2)
is fulfilled with 6 = o and Lo (t) = La(t).

i) Let (1.11) with 1/2 < 8 < 1 holds. It follows from (C.1) that 1/2 <
a< <l

Let € € (0,4) and § > 0 be fixed. From (2.3), (2.5) and (1.11) we have
for every t large enough

t*~ 1 sin o t*~ 1 sin rov
(3.6) (1-9) MO <wv < (1+0) MO
and
(3.7) (1 -0t PLp(t) <1—B(t) < (1+6)Lpt)t>.

Setting 1 = 0 and z3 = 1 in (2.9), we can write

(38) Ple®)=0)= Y + Y+ > =85+5%5+S5s

0<k<[te] [te]<k<[t(1—c)] [t(1—e)]<k<t
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We estimate Sy using (3.6) and (3.7)

osinTa (t — K)ot -3
(1-9) o Z mk Lp(k)
[te] <k<[t(1—e)]

: _k)a—l a
< g < o sin T (t 3
<s<+ptt Y sk L)
[te] <k<[t(1—e)]

Using the theorem for uniform convergence of slowly varying functions
[11, Th. 1.1], we obtain

(t=k)*™" 5 Lp(t) a-1;-8
(310) > ok lebvr DL RTR o
[te]<k<[t(1—e)] [te] <k<[t(1—¢)]

It is easy to be seen that

l1—¢
(3.11) Yoo =k~ ta—ﬂ/ (1 —w)* " Pdu, t— oco.
[te] <k<[t(1—¢)] c
Thus, from (3.9)—(3.11) we obtain

L t 3 1—e
(3.12) Sy ~ taﬁLB—Et;Smﬂ/ (1 —w)* 'uPdu, t— oo,
A 7T 5

because § was arbitrary.
For S; using (3.6) and (3.7) we have

sinra (t — [te]) !

S1<(1+9 - e
1 ( ) T lnft,[tg]§x<t LA(.T) 0<kz<:[t5}( ( ))
(3.13) 7
1 1p.a_pgLB(t)
N _ ya—1_1-B,a—8LEB\Y)
Cil+o)(1—e)* el ATt - oo,
Similarly,
sin T !
5o (1 - B(k))
T SUDy[te]<k<t La(k) 0<kz<[t5}
(3.14) 7
~ o1 - o)t Yy

La(t)’
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In the same manner we obtain for Sj

Sy < (I+8)1—e)]°( sup  Lp(x) Y w

[t(1—e)]<z<t 0<k<t—[t(1—¢)]
(3.15)
L)
N ) 1- B apa—pZB\Y)
Coll+9)(1 = o) Pertr P TEas, b= o0
and
Syz (1= P( inf Le(@) >, w
[t(1—e)]<z<t 0<k<t—[t(1—¢)]
(3.16)
_sLB(t)
N B aya—3LHB
Cy(1 = 6)e™t Ta(t)’ t — 0.

In these estimations we use Theorem 5 from [4, Vol.2, Sec.13.5] and the
theorem for uniform convergence of slowly varying functions [11, Th. 1.1]. The
constants C; are positive and different in the different cases.

Finally, from (3.12)—(3.16) we obtain

sLp(t) sinwa)
Lgt) =

1—¢
< / (1 —u)* Yu™Pdu+ Const.(1+ 8) (1 —e)* el P 4+ %1 —e)77),
€

lim sup ((Sl + Sy + 53) /1

t—o0

s Lp(t) sinma
Lg(t) =
1—¢
> / (1 —w)* tu=Pdu + Const.(1 — ) (e17F + &9).
3

litm inf<(51 + Sy + Sg)/tai

The last estimations prove (3.2), because € and § were arbitrary.

ii) Let (1.11) with § = 1 holds. It follows from (C.1) that 1/2 < a < 1.
On the other hand, mp(x) is a monotone increasing, slowly varying function (see
[4, Vol.2, Sec.8.9, Lemma]), and mp(t) T oo as t — oo.

Let € € (0,1). Then

(3.17) Plot)=0)= > + > =S+5%.
0<j<[te] [te]<j<t

Using the properties of regularly varying functions [11], we obtain for S;
that

1 > inf 1—B(j)) ~
3.18) Sz (t[tls?<k<tvk)o<;td( (1)) ~vmp(t), t— oo,
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(3.19) S1<( sup wp) > (1=B(j) ~ump(t), t— oo
trlielsest o< <fie)

Using (3.6) and the monotonicity of 1 — B(z), we have for Sy

0<S< Y (L=B(u <A-B(te))) D v

(3.20) [te]<j<t 0<j<t—|te]

~ Cst(1 — B(t))vg, t — o0.

In the last relation we apply Theorem 5 from [4, Vol.2, Sec.13.5] to v.
Moreover, in this case we have (see [4, Vol.2, Sec.8.9, Lemmal) t(1 — B(t)) =
o(mp(t)) as t — oo, which together with (3.17)—(3.20) and the fact that ¢ € (0,1)
was arbitrary, complete the proof of the theorem.

i11) The proof is quite similar to the previous case and so it is omitted.
Finally, (3.1) follows from (3.2)—(3.4).

Proof of Theorem 3.2. The proof is quite similar to that of the
cases i) and i) of Theorem 3.1 and so it is omitted.

Comment. It is evident, that under the condition (C.1), we can obtain
only proper conditional limit distributions for o(t), 7(¢) and Z(t). If (C.2) holds,
then we can obtain both conditional and unconditional limit distributions with
atom c¢/(1 + ¢) at zero.

4. Limit theorems for o(t) and 7(t). In this section we prove the
limit theorems for common and marginal distributions of o(¢) and 7(¢). The main
results are in the following theorems.

Theorem 4.1. Assume (1.7) and (C.1).
i) If (1.11) with 1/2 < B < 1, holds then for 0 < x <1 andy >0
t—oo

(@) Jim P <, "o 020)=( [ (10 () Pdu/Blas 1)

it) If (1.11) with B =1, then for 0 < x <1 and y > 0
mp(o(t) _  mp(T(t))

(4.2) tlirglo P( mpl) = x, s <wylo(t) > 0) = min(z,y),
(4.3) im PP o) > 0) = o,

tmoo” © mp(t)
(4.4) tim P(METD) o) > 0) = min(y, 1),

t=oo” t mp(t)
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ii1) If (1.10) holds, then

(45) Jim P((t) < .7(0) < ylo(t) 2 0) = ——— 3~ (B +9) ~ BU)):
0<j<z
(4.6) lim P(o(t) < .lo(t) = 0) = —— 3 (1- B()),
e mp(0) (&2,
(4.7) lim P(r(t) < ylo(t) > 0) = —— 3 (1- B(j)),
e mp(>0) (52,
and for every fixred k =0,1,2,...
(4.8) lim Plo(t) = ko) > 0) = — (1~ B(K)

Theorem 4.2. Assume (1.7) and (C.2).
i) If1/2 < <1, then for 0 <x <1 andy >0

t t i z

it) If 6=1, then for0 <z <1 andy >0

o pMEE) _mp(r(t) _ | ctmin(a,y)
WO WP ST Tme SV T T 1we
. mp(o(t)) _ctx
(41) T A s
o pmE(®) et min(y,1)
(4.12) AP SY T T

Proof of Theorem 4.1. From (2.11) we have
>, (1= B(j +1y))

0<j<tz

(4.13) P(Jit) <z, 0 > y)|o(t) > 0) =

t P(o(t) > 0)

i) Similarly to the proof of the case i) of Theorem 3.1, we obtain for the
numerator in the right-hand side of (4.13) that as t — oo

(414) > vtj(l—B(j+ty))Nv(t)mB(t)/x(l—u)o‘1(u+y)ﬁdu.
0<j<tx 0
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Now (3.2), (4.13) and (4.14) imply (4.1).

i) Denote by mp'(.) the inverse function of mp(.). Since mp(t) 1 oo as
t — oo and mp(.) is continuous monotone increasing, so is mz'(.). Further, (see
[2, Lemma 10]) for every 0 < x < y

(4.15) mg' (xmp(t)) = o(myz' (ymp(t)), t— occ.

Partiqularly, for 0 <z < 1
(4.16) mg'(xmp(t)) = o(t), t— oco.

Denote q(t,z) = mz'(xzmp(t)) and consider the representation
(

mp(o(t)) mp(7(t))
P( s <, ) <ylo(t) = 0)
(4.17) [a(t,2) o lato) .
ZO ve—j(1 = B(j)) — ZO vi—j(1 = B(j +q(t,v)))
Jj= Jj=
a P(o(t) = 0) ’

where, as usual, [.| denotes the greatest integer function.

For the first sum in the numerator of the right hand side of (4.17), we
have

lq(t,2)] lq(t,z)]
Yoou(1=BG)<( sup ) Y (1-B())
j=0 t—[q(t,2)]<j<t j=0

<mp(glt,2)])(  sup o))
t—[q(t,x)]<j<t

Similarly,

la(t,2)]
> vji(=B() 2 mp(la(t.2)))( inf_ ).

=0 [t—a(t,z)|<j<t

Since v; is regularly varying and (4.16) holds, we have

inf Vi) ~ sup vi) ~ v, t— 00,
t—[q(t,2)]<j<t ) (t—[q(t,;n)]gjgt i) '

On the other hand, mp(z) is slowly varying at infinity and mp'(.) is
monotone increasing. Thus,

mp(q(t,z) = 1) <mp(lg(t, )]) <mp(q(t, x)) = 2mp(t),
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which implies
mp([g(t,x)]) ~ xmp(t), t— oco.
Hence,
la(t,2)]
(4.18) > v (1= B(j) ~ omp(t)z, t— o
j=0
Similarly, we estimate the second sum
lq(t,2)]
> v (1= B +q(t,y))) ~ v (mB(CJ(t, x) +q(t,y)) —mp(q(t, y))>, t — o0.
§=0
Now using (4.15), one can see that
mp(q(t,x) + q(t,y)) ~ max(xz,y)mp(t), t— oc.
Thus,
lq(t,2)]
(419) Y v (1= B( + q(t,))) ~ vemp(t)(max(z,y) —y), t— oc.
j=0

Finally, (4.17), (4.18), (4.19) and (3.3) prove (4.2). To prove (4.3) and
(4.4), we let x — 1 or y — o0, respectively.

i11) From (2.12), we have

P(o(t) <z, 7(t) <ylo(t) >0)

= ( Y u(1=B() = Y w1 -B( +y))> /P(a(t) = 0).

0<j<z 0<j<z

(4.20)

Since z is fixed and v; is regularly varying at infinity, then v;—; ~ v; when
t — oo, uniformly on 0 < j < z. Hence,

ST w0 -BG+y)) ~ue Y. (1-B(j+y), t— oo,

0<j<z 0<j<z
and
S owj(1-BG) ~v Y. (1-B()), t— oo
0<j<z 0<j<z
Now (3.4), (4.20) and the last two relations yield
Jim P(o(tmT<t>§y|a<t>zo>=m;(oo)< S (1-BG)- S (1-B(j+y),

0<j<z 0<j<az
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which is equivalent to (4.5).
Letting y — oo in (4.5), we obtain (4.6).
To prove (4.7) one can write the right-hand side of (4.5), as follows

1 . .

p—r OSJZ;(B(J +y) — B()))

= { Z (1-DB(j)) + Z (1-B(j)) — Z (1-B@)}
mp(00) 52, 0<j<y 0<j<aty

Letting  — oo in the last relation and remembering that >322,(1 —
B(j)) = mp(o0) < oo, we prove (4.7).

The proof of (4.8) is evident by (2.6) and (3.4).

The theorem is proved. O

5. Limit distributions for the process Z(t). Let us remember that
Zi(t) and Z(t) are m-dimensional vectors with non-negative components. We
denote the components by an upper index. So,

Z(t) = (Z't),...,Z2™1)), Zi(t)=(Z}@1),....Z2"(t), i=1,2,....
The relations Z(t) < z, Z(t) < z will be understood as
(ZYt) < 2L, ..., Z2™() < 2™, (ZY ) < 2.0 27 () < 2.
For some function G : R — R we denote

1 m
Zﬁii N (Zéft)) Zc:(S)> G(Z(6) = (G(Z' (1), G(Z"(1))).

For a real number ¢ and a vector z = (z!,...,2™), we denote z.c =

(zle, ..., 2™c).

In this section, additionally to (1.7), (C.1) and (C.2), we suppose the
following condition
(C.3) There exists a proper m-dimensional distribution function P(z), z € R?,
such that

Jim P(Z(t)/M(t) < 2|T; > ) = P(2),

where M(.) is a monotone increasing, reqularly varying function with exponent
v =>0.
After this introduction, we can formulate the main results of the section.

Theorem 5.1. Let (1.7), (C.1) and (C.3) hold.
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i) If (1.11) with 1/2 < 3 < 1 holds, then for z = (2%,...,2™) >0

1
(5.1) Jim P <1200 £0) = gz [ Plea 1= 0 Py

i) If (1.11) with B = 1 holds and the exponent of M(.), v > 0, then for
0<z=(z}...2") <1
- mp(M~H(Z(1))) L
. < =
(5.2) im (P2 O < 20) £.0) = i 5

where M~Y(.) denote the inverse function of M(.).
i) If (1.10) holds, then for z = (2',...2™) >0

(5.3) lim P(Z(t) < 2|2(t) #0) = ﬁm) N P(Zu(k) < 2Ty > k)(1 - B(k)).
k=0

Theorem 5.2. Assume (1.7), (C.2) and (C.3).
i) If 1/2 < B < 1, then for z = (2,...,2™) >0

) Z(t) o sintf ! _ 6-1 -8
(4) Jim P < 2) = T+ St [Py -y,
it) If B =1, then
o meMMZM) e 1
(5:5) tlgglop( mp(t) s#)= 1+c * 1+ c(lglgnmz )

Proof of Theorem 5.1. Construct independent sequences = and H
(cf. Lemma 2.7), such that

P&k < 2) = P(Z1(k) < 2|Th > k),

and
[ Plo(t)=kEklo(t)>0) 0<Ek<t,
P(m_k)_{o k>t
Now, for the sum in the right-hand sides of (2.14) and (2.15), we get (cf. (2.28))
t
> P(Zi(k) < 2T > k)P(o(t) = klo(t) > 0)
(5.6) k=0

M

P&k < 2)P(m = k) = P&y, < 2).

Bl
Il
o
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The rest of the proof is a simple application of the lemmas 2.7, 2.8 and 2.9, taking
into account (C.3) and Theorem 4.1 i), %) and ), for the cases i), i) and ii),
respectively. O

The proof of Theorem 5.2 is similar.

6. Branching processes with state-dependent immigration. In
this section we consider some applications of the results obtained above to the
multitype Galton-Watson (MGW) branching processes with state-dependent im-
migration.

Let Zi(t) = (Z}(t),...,Z™(t)), i = 1,2,..., be independent, identically
distributed MGW branching processes with m type of particles, starting with
random number of ancestors at time ¢t = 0, Z;(0) # 0, a.s.

Define the life-period 7; by the event {Z;(t) # 0, t = 0,1,2,...T; —
1, Z;(T;) = 0} and let X; be as in the previous sections.

Now, the process Z(t) defined by (1.4) is a MGW branching process with
m type of particles and immigration only in the state zero.

Denote,

s=(s',s%...,8™) €[0,1]*™ e = (3],...,0m),
gls) = E(s7O) = £((s)A O L (5O,

fi(s) =N ZiE = 1) = @), f(s) = (1 (5),--00 7 (5)).

Assume,
9g(s) . Ofl(s)
gp = asp |S:1 007 ap - asp ‘Sil < 007 l7p: 1’2’.."m7

and denote g = (g',...,g™).

Let the matrix A = ||aé\| be irreducible and has the Perron root p = 1 with
corresponding right and left eigenvectors u = (u!,...,u™) and v = (v!,...,0™),
such that u > 0, v > 0, (u,1) =1, (u,v) = 1, where (.,.) is a scalar product, (i.e.
MGW process is critical.)

For the second moments, we consider separately the cases when they are
finite or infinite.

6.1. Finite second moments. Assume,

B df'(s)

P 9gpdsd

|5:1<OO, L,p,g=1,2,...m,
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and
Zv b’ JuPu? € (0,00).
L.

It is well-known, that under these conditions, for critical MGW processes
the following results are true (see e.g. [6]):

6.1 B =P >~
bt M )
and for z = (z',...,2™) >0
Z;(t
(6.2) tlirgloP( t()gz\Ti>t):P(z),
where

P(z)=1- e:cp(—min([%.])).

So, M (t) =t and from (6.1), it follows that

¢
mp(t) = /0 P(T; > y)dy ~ (c,bu) logt, t— oo.

If we suppose that
(1 —A(t))t — 00, t— o0,
then the conditions of Theorem 5.1 i) hold, and, we obtain for 0 < z <1

m(% z|Z(t) # 0) = min(z!,...,2™).

t—o0

On the other hand, if we assume £X; < oo, then the conditions of The-
orem 5.2 i) are fulfilled, and, the limit distribution is an unconditional one |,
ie.

log Z(t)

A (= < 2) =min(z},...,2™).

6.2. Infinite second moments. Assume for z > 0
(0,1 — f(1—zw)) =z — 2L (2),

where £ € (0,1] and Ly(.) is a function slowly varying at zero.
In this case, (see [14])

(6.3) 1 - B(t) = P(T; > t) ~ (g u)t €Lp(t), t— oo,

where Lp(.) is a function slowly varying at infinity.
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Further on, if we denote M (t) = t%/LB(t), then for z = (2,...,2™) >0

(6:4) tlif& Pl 8

< z|T; > t) = P(z),
where P(z) is a proper distribution on R’ with L.-S. transform
/ e MdP(z) = 1 — (0, (L + (0, V)€, A=L,...,A™) > 0.

If¢ <lor&=1but £T; = mp(co) < 0o, then from Theorem 5.1 iiz), we

obtain
[o¢]

ZP ) < 2Ty > k)YP(Ty > k).
k 0

lim P(Z(t) < 2| Z(t) #0)

t—o0

If ¢ =1 and £T; = oo then
t
milt) = [ P>y o, t— o,
0

and mp(t) is slowly varying at infinity.
If we denote by M~1(.) the inverse function of M(.), from Theorem 5.1
i) or from Theorem 5.2 73) it follows that for 0 < z <1

s me(MTHZ(1) _
A P

< 2|Z(t) #0) = min(z',...,2™),

independently of a.

If, additionally, we assume £X; < oo, then Theorem 5.2 ii) is valid with
¢ = 0. Hence, the limit distribution is unconditional.

These results are new for the MGW branching processes with state-
dependent immigration.

The analogical results in the single-type case are obtained by Kurbanov
[7] using the methods of probability generating functions.

It is clear, that other limit theorems known for the critical MGW branch-
ing processes without immigration, can be transferred to the processes with state-
dependent immigration in similar way.

REFERENCES

[1] R. L. DOBRUSHIN. A lemma for limit of compound random function. Us-
pekhi Mat. Nauk 10, 2 (1955), 157-159 (in Russian).



40

2]

Kosto V. Mitov

K. B. ERICKSON. Strong renewal theorems with infinite mean. Trans.
Amer. Math. Soc. 151 (1970) 263-291.

J. FOSTER. A limit theorem for a branching process with state-dependent
immigration. Ann. Math. Statist. 42 (1971) 1773-1776.

W. FELLER. An Introduction to Probability Theory and its Applications
vol. 1, 2, 2-nd edition. Mir, Moscow, 1984 (in Russian)

A. GARsIA, J. LAMPERTI. A discrete renewal theorem with infinite mean.
Comment. Math. Helv. 37 (1962) 221-234.

P. JAGERS. Branching Processes with Biological Application. Wiley, Lon-
don, 1975.

S. KurBaNOV. Critical Foster-Pakes processes with infinite variance. In:
Asymptotic Problems in Probability Theory, Fan, Tashkent, 1990, 30-34
(in Russian).

K. V. Mitov, N. M. YANEV. Bellman-Harris branching processes with
state-dependent immigration. J. Appl. Probab. 22 (1985) 757-765.

K. V. Mitov, N. M. YANEV. Bellman-Harris branching processes with
a special type of state-dependent immigration. Adv. in Appl. Probab. 21
(1989) 270-283.

A. G. PAKES. A branching processes with a state-dependent immigration
component. Adv. in Appl. Probab. 3 (1971) 301-314.

E. SENETA. Regularly Varying Functions. Lecture Notes in Math. vol. 508,
Springer, Berlin, 1976.

A. V. SKOROHOD. Limit theorem for random stochastic processes. Theory
Probab. Appl. 1 (1956) 289-319 (in Russian).

D. S. SiLvesTrROV. Limit theorems for compound random functions.
Vishcha shkola, Kiev, 1974 (in Russian).

V. A. VATUTIN. Limit theorems for critical multitype Markov branching
processes with infinite second moments. Mat. Sb. 103 (1977) 253-264 (in
Russian).

M. YAMAZATO. Some results on continuous time branching processes with
state-dependent immigration. J. Math. Soc. Japan 27 (1975) 479-496.

Department of Mathematics and Phisics

Airforce Academy “Georgi Benkovski”

5800 Pleven, Bulgaria

e-mail: kmitov@af-acad.bg Received February 27, 1998



