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Abstract. Legal information retrieval systems, such question answering, use legal
ontologies to represent semantic objects, to associate them with legal documents
and to make inferences about them. The ontology mapping process can help users to
reuse and compare information from different ontologies. In this paper we present
a review on legal ontologies and present an approach to ontology mapping based
on argumentation. Individual mappings are computed by specialized agents using
different mapping approaches. Next, these agents use argumentation to exchange
their local results, in order to agree on the obtained mappings. To each argument
is associated a strength, representing how confident an agent is in the similarity of
two ontology terms. Based on their preferences and confidence of the arguments,
the agents compute their preferred mapping sets. The arguments in such preferred
sets are viewed as the set of globally acceptable arguments. This work is part of a
question answering system for the legal domain.
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Introduction

Legal ontologies provide a formal description of the objects and their relations in the
legal domain. Legal information retrieval systems, such as question answering systems,
use this knowledge to represent semantic objects, to associate them with legal documents
and to make inferences about them. Core legal ontologies covering different aspects of
the legal domain have been proposed in the literature. The mapping process, takes two
ontologies as input and determines as output correspondences between the semantically
related entities of those ontologies, can help users to reuse and compare information
one from the other. It is specially interesting when extending a core ontology (see [8]).
In the legal domain core ontologies are often considered as a start point for ontology
engineering (see, for example [5]).

In this paper we present a review on legal ontologies and present an approach based
on argumentation to combine different techniques to ontology mapping. Different ontol-
ogy mapping approaches are combined, as terms may be mapped by a measure of lex-
ical similarity ([23][18]), or they can be evaluated semantically, usually on the basis of
semantic oriented linguistic resources, or considering the term positions in the ontology
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hierarchy ([13]). It is assumed that the approaches are complementary to each other and
combining different ones reflect better solutions when compared to the solutions of the
individual approaches.

First, individual mappings are computed by specialized agents using different map-
ping approaches (lexical, semantic and structural). Next, these agents use argumentation
to exchange their local results, in order to agree on the obtained mappings. An Extended
Value-based Argumentation Framework (E-VAF) is used to represent arguments with
strength [24]. The E-VAF allows to determine which arguments are acceptable, with re-
spect to the different audiences represented by different agents. To each argument is as-
sociated a strength, representing how confident an agent is in the similarity of two on-
tology terms. Based on their preferences and confidence of the arguments, the agents
compute their preferred mapping sets. The arguments in such preferred sets are viewed
as the set of globally acceptable arguments.

This paper is structured as follows. Section 2 present a review on legal ontologies.
Section 3 presents our argumentation model. Section 4 contextualize our work in a ques-
tion answering system for the legal domain. Section 5 presents a walk through example.
Finally, section 6 presents the final remarks and the future work.

1. Legal Ontologies

In this section, we first comment on ontologies in general. Next, a review on ontologies
for legal domain is presented. First of all, we classify ontologies according to the cate-
gories presented by [11]: lightweight ontologies, which consists of a set of hierarchically
organized terms; upper or top ontologies, which attempts to describe fundamental cate-
gories applicable to all domains; core or domain ontologies, which attempts to articulate
the concepts fundamental to some particular domain. and application ontologies, which
contains the very detailed and specific concepts required to perform a particular task on
a particular piece of law.

Four proposal of legal ontologies can be considered the first attempts to formalize
the entities of the legal domain: Language for Legal Discourse (LLD) developed by [19]
that addressed the problem of representing modalities, specially those related to time,
events, actions and deontic notions of permission and obligation; the ontology basis de-
scribed in [22], a formalism to be used to model social systems, such as law; the Frame
Based Ontology of [1][27] that developed a generic ontology used by [27], who devel-
oped a specific ontology describing Dutch Unemployment Benefit Law; and Functional
Ontology of Law (FOLaw) proposed by [26] which intended to be a top ontology to
classify the various elements that are required to make up a functioning legal system.

More recent ontologies are LRI-Core (Real Core Ontology for Law) [6], which is
intended to be a core ontology for legal domains, that identifies the main concepts that
are typical, and preferably exclusive for law. The Law in the Net [12] is an example of
a lightweight ontology which aims to define and promote a controlled language for leg-
islation. Following the same idea of automated acquisition of ontologies, [20] propose a
methodology for applying Natural Language Processing (NLP) techniques to automati-
cally create a legal ontology from legal documents. [8] describes the construction of an
application ontology around the concept of EMPLOYEE in a European community leg-
islation text. An example of application domain ontology is the IPROnto [7], an ontology



of the Digital Rights Management (DRM) domain. In a similar domain, more recently,
[2] describes a conversion of an expert system on the law governing the sale of goods,
Article II of the Uniform Commercial Code (UCC), into a ontology.knowledge- based
system using the Web Ontology Language OWL. Other recent proposal is the E-POWER
project [4], a project undertaken for the Dutch Income Tax organization. The Core Legal
Ontology (CLO) is used to support the construction of legal domain ontologies [10]. A
current approach is LKIF (Legal Knowledge Interchange Format) [14], a legal core on-
tology that is part of a generic architecture for legal knowledge systems. [15] describe an
ontology used as a common sense between the terminology that laymen use to describe
their case and the terminology found in legal documents. Finally, [21] present a natural
language biased top-level ontology extended with respect to the legal domain. NM-L is
an extension of an NM core ontology which has no legal bias.

2. An Extended Value-Based Argumentation Framework

Our argumentation model is based on the Value-based Argumentation Framework
(VAF)[3], a development of the classical argument system of Dung [9]. In Dung’s frame-
works, attacks always succeed. However, in many domains, including the one under con-
sideration, arguments lack this coercive force: they provide reasons which may be more
or less persuasive [16]. Moreover, their persuasiveness may vary according to their audi-
ence. The VAF is able to distinguish attacks from successful attacks, those which defeat
the attacked argument, with respect to an ordering on the values that are associated with
the arguments. It allows accommodating different audiences with different interests and
preferences. We extend the VAF in order to represent arguments with strength, which
represents the confidence that an individual agent has in some argument. Two elements
have been added to the VAF: a set with strength and a function which maps from ar-
guments to strength. We assumed that the strength is a relevant criteria to represent the
ontology mapping domain.

In previous work [24] we had used only two discrete classes to express the confi-
dence degree of an agent had in the mappings (certainty and uncertainty). In this paper,
we propose a strength ∈ [0,1] for the arguments, considering the similarity between the
tokens of the terms, considering the length of the terms and the number of tokens that
match to each other, as detailed in Section 5.

Definition 3.1 An Extended Value-based Argumentation Framework (E-VAF) is a 7-
tuple E-VAF = (AR, attacks,V,val,P,C,valC) where (AR,attacks,V,val, P) is a value-
based argumentation framework, C is a nonempty set of values representing the
strength, valC is a function which maps from elements of AR to elements of C.
valC ⊆ C × C and valprefC(c1,c2) means c1 is preferred to c2.

Definition 3.2 An argument x ∈ AR defeatsa (or successful attacks) an argument y ∈
AR for audience a if and only if attacks(x,y) ∧ (valprefC(valC(x), valC(y)) ∨ (¬
valpref(val(y),val(x)) ∧ ¬ valprefC(valC(y), valC(x)))).

An attack succeeds if (a) the strength of the attacking argument is greater than the
strength of the argument being attacked; or if (b) the argument being attacked does not
have greater preference value than attacking argument (or if both arguments relate to the



same preference values) and the strength of the argument being attacked is not greater
than the attacking argument.

Definition 3.3 A set S of arguments is conflict-free for audience a if (∀x)(∀y) ((x ∈ S & y
∈ S) −→ (¬attacks(x, y) ∨ (¬valprefC(valC(x),valC(y)) ∧ (valpref(val(y), val(x))
∨ valprefC(valC(y),valC(x))))).

3. E-VAF for DL Ontology Mapping

In our model, dedicated agents encapsulate different mapping approaches. Each approach
represents a different audience in an E-VAF, i.e, the agents’ preferences are based on
specific approach used by the agent. In this paper we consider three audiences: lexical
(L), semantic (S), and structural (E) (i.e. P = {L, S, E}, where P ∈ E-VAF). We point out
that our model is extensible to other audiences.

3.1. Argumentation generation

First, the agents work in an independent manner, applying the mapping approaches and
generating mapping sets. The mapping result will consist of a set of all possible cor-
respondences between terms of two Description Logic ontologies (OWL-DL, as com-
mented in Section 5). A mapping m can be described as a 3-tuple m = (t1,t2,h), where t1
corresponds to a term in the ontology 1, t2 corresponds to a term in the ontology 2, and h
is one of {+,-} depending on whether the argument is that m does or does not hold. Now,
we can define arguments as follows:

Definition 4.1 An argument ∈ AR is a 4-tuple x = (m,a,s), where m is a mapping; a ∈
P is the agent’s audience generating that argument (agent’s preference, i.e, lexi-
cal, semantic or structural); s ∈ S is the strength of the argument. The strength
is defined by the agent when applying the specific mapping approach. Here, we
assumed S ∈ [0,1], where S ∈ E-VAF, as commented below.

3.1.1. Lexical agent

The lexical agent adopts a metric to compare string similarity. We used the lexical simi-
larity proposed by [18]. This metric is based on the Levenshtein distance (edit distance)
[17], which is given by the minimum number of operations (insertion, deletion, or sub-
stitution of a single character) needed to transform one string into another. The length of
the compared terms is considered to compute the lexical similarity. This metric returns a
value from the interval [0,1], where 1 indicates high similarity between two terms.

The first step in the mapping process is the tokenization. Terms are parsed into to-
kens by a tokenizer which removes stop words (“and”, “of”, etc). strength of an argument
is computed according to the lexical similarity between each token of the two compared
terms. The s corresponds to a value from the interval [0,1], which is computed according
to the number of lexically similar tokens in the compared terms.

When the agent has certainty in the mapping (for instance, all terms are lexically
similar to each other), the strength of the argument is 1. If some token of the terms are
similar to each other, the strength is computed according to the number of similar tokens,



considering the length of these terms, as detailed below. Otherwise, if there is no similar
tokens between the terms, the agent is not sure that the terms mapping (i.e., strength
equals to 0), because this agent knows that other agent can be certainty in that mapping,
with strength equals to 1. In the specific case of the lexical agent, the mapping can be
resolved by the semantic agent, which can have an argument with strength equal to 1.

This way, if the lexical similarity is greater than a threshold and all tokens of the
compared terms are lexically similar, the lexical agent generates an argument x = (m,L,1),
where m = (t1,t2,+). Otherwise, if the lexical similarity is greater than a threshold and
some tokens of the compared terms are lexically similar, the lexical agent generates an
argument x = (m,L,s), where m = (t1,t2,+), where s is a value from the interval [0,1],
computed using the following formula, where TS is the term from the source ontology,
TT is the term from the target ontology, and nM is the number of tokens that matches
between tS and tT :

s := max

(
0,

max(| TS |, | TT |) − (max(| TS |, | TS |) − nM)
max(| TS |, | TS |)

)

Intuitively, this formula indicates that the greater the number of similar tokens t
between TS and TT is the greater is the value of s. Finally, if there is no lexically similar
tokens between the TS and TT , the agent generates an argument x = (m,L,1), where m =
(t1,t2,-).

3.1.2. Semantic agent

The semantic agent consider the semantic (i.e., synonym, hyponym, and hypernym) rela-
tions between concepts to measure the similarity between them, on the basis of WordNet2

database, a large repository of English semantically related items.
When the agent has certainty in the mapping (for instance, all terms have some

semantic relation – synonymous, hypernym or hyponym – with each other), the strength
of the argument is 1. If some tokens of the terms are similar to each other, the strength is
computed according to the number of semantically related tokens, considering the length
of these terms. Otherwise, if there is no similar tokens between the terms, the agent is
not sure that the terms mapping (i.e., strength equals to 0), because this agent knows that
other agent can be certainty in that mapping, with strength equal to 1. In the specific
case of the semantic agent, when the searched terms is not available in the WordNet, the
lexical agent can decide the mapping. It is common because there is no complete lexical
database for every domain (i.e., the WordNet is incomplete for some domains).

This way, if the all tokens from the terms are synonymous, the value of s is 1, else
it is computed according to the number of synonymous tokens. The direct semantic re-
lation occurs when the Wordnet has some entry for the composed term, then s is 0 (the
compared terms are related but not by synonymous relation). So, when the terms being
mapped are synonymous, the agent generates an argument x = (m,S,1), where m= (t1,t2,
+). The terms related by hyponym or hypernym are considered related and an argument
x = (m,S,s), where s can have value 1.0 (direct semantic relation) or a value according to
the number of tokens semantically related from tS and tT .

2http://www.wordnet.princeton.edu



3.1.3. Structural agent

The structural agent considers the positions of the terms in the ontology hierarchy to ver-
ify if the terms can be mapped. First, it is verified if the super-classes of the compared
terms are lexically similar. If not, the semantic similarity between they is used. If the
super-classes of the terms are lexically or semantically similar, the terms can be matched.
The argument is generated according to the lexical or semantic comparison. For instance,
if the super-classes of the terms are not lexically similar, but they are synonymous (se-
mantic similarity), an argument x = (m,E,s), where m = (t1,t2,+), is generated, where s
varies according to the lexical or semantic analyze.

However, there are two main differences among the strengths returned by the struc-
tural, lexical and semantic agents. When the agents have not certainty in that mapping the
strength is 0. However, if the structural agent does not find similarity (lexical or seman-
tic) between the super-classes of the compared terms, it is because the terms can be not
mapped (terms occurs in different contexts). Then, the strength for no mapping is 1. Oth-
erwise, if the structural finds similarity between the super-classes of the compared terms,
it is because they can be mapped, but it does not mean that the terms are synonymous,
then the strength for the mapping is 0. For instance, for terms “Publication/Topic” and
“Publication/Proceedings”, the structural agent indicates that the terms can be mapped
because they have the same super-class, but not with certainty because it is no able to in-
dicate that term are similar (mapping with strength equals to 0). Otherwise, for the terms
“Digital-Camera/Accessories” and “Computer/Accessories”, the agent can indicate that
the terms can not be mapped because they occur in different contexts (no-mapping with
strength equal to 1).

3.2. Preferred extension generation

After generating their set of arguments, the agents exchange with each other their ar-
guments. Following a specific protocol, an agent asks (ask sign) the others about their
arguments. The other agents then, send their arguments to the first agent. An ack sign is
then sent to requesting agents, in order to indicate that the arguments have been correctly
received. Otherwise, an error sign is sent.

When all agents have received the set of arguments of each other, they generate
their attacks set. An attack (or counter-argument) will arise when we have arguments for
the mapping between the same terms, but with conflicting values of h. For instance, an
argument x = (m1,L,+) have as an attack an argument y = (m2,E,-), where m1 and m2

refer to the same terms in the ontologies. The argument y also represents an attack to the
argument x.

As an example, consider the mapping between the terms “Subject” and “Topic”, and
the lexical and semantic agents. The lexical agent generates an argument x = (m,L,0),
where m = (subjectS ,topicS ,-); and the semantic agent generates an argument y = (m,E,1),
where m = (subjectS ,topicS ,+). For both lexical and semantic audiences, the set of ar-
guments is AR= {x,y} and the attacks = {(x,y),(y,x)}. However, the relations of success-
ful attacks will be defined according to specific audience (see Definition 2.3.2), as it is
commented below.

When the set of arguments and attacks have been produced, the agents need to de-
fine which of them must be accepted. To do this, the agents compute their preferred ex-
tension, according to the audiences and strength. A set of arguments is globally subjec-



Figure 1. Architecture of a question answering system.

tively acceptable if each element appears in the preferred extension for some agent. A set
of arguments is globally objectively acceptable if each element appears in the preferred
extension for every agent. The arguments which are neither objectively nor subjectively
acceptable are considered indefensible.

In the example above, considering the lexical(L) and semantic(S) audiences, where
LÂ S and SÂ L, respectively. For the lexical audience, the argument y successful attacks
the argument x, while the argument x does not successful attack the argument y for the
semantic audience. Then, the preferred extension of both lexical and semantic agents is
composed by the argument y, which can be seen as globally objectively acceptable. The
mapping between the terms subjectS and topicS indicated by y is correct.

4. Ontology Mapping in a Question Answering System

A QA system should be able to answer queries in natural language, based on information
conveyed by a collection of documents. The answer to a specific question is a set of words
and the identification of the document and sentence, which was used as the source of
information. In order to answer user queries from heterogeneous data sources described
by their own domain specific ontologies, mapping between the ontologies is required.

Figure 1 shows the generic architecture of a web question answering system. We
assume that in the context of this question answering system the dynamic nature of the
data sources does not make possible to create the mapping a-priory, but mappings need
to be created on the fly. Initially, the answer agent processes the question sent by the
user. In order to answer the question, the mapper agent is asked about the mappings be-
tween the available data sources. The mappings are obtained from argumentation among
specialized agents (lexical, semantic, and structural). The final mappings are then used
for the answer agent to search the answer in the data sources.



Figure 2. LKIF ontology (partial view). Figure 3. CLO ontology (partial view).

5. A Walk thought Example

Let us consider that two knowledge bases are described using the LRI-Core (Figure 2)
and CLO ontologies (Figure 3), respectively. Three agents need to obtain a consensus
about mappings that link corresponding class names in these ontologies. We considered
lexical (L), semantic (S), and structural (E) agents in order to verify the behavior of our
argumentation model. These agents were implemented in Java 5.0, and the experiments
ran on Pentium(R) 4, UCP 3.20GHz, 512MB. Table 1 shows the arguments and counter-
arguments (attacks), for the mappings returned by our model.

Table 1. Arguments and attacks.

ID Argument At.

1 (Agent,Agent,+,L,1.0) -
2 (Agent,Agent,+,S,1.0) -
3 (Agent,Agent,-,E,0.0) 1,2

4 (Agent,Collective-Agent,+,L,0.5) -
5 (Agent,Collective-Agent,+,S,0.5) -
6 (Agent,Collective-Agent,-,E,0.0) 4,5

7 (Agent,Social-Agent,+,L,0.5) -
8 (Agent,Social-Agent,+,S,0.5) -
9 (Agent,Social-Agent,-,E,0.0) 7,8

10 (Organization,Organization,+,L,1.0) -
11 (Organization,Organization,+,S,1.0) -
12 (Organization,Organization,+,E,0.0) -

13 (Person,Person,+,L,1.0) -
14 (Person,Person,+,S,1.0) -
15 (Person,Person,+,E,0.0) -

As shown in Table 1, the preferred extensions of the agents are composed by the ar-
guments generated by the corresponding audience. The preferred extension of the lexical
agents (for all mapped terms) is {1, 4, 7, 10, 13}; the preferred extension of the semantic
agent is {1, 4, 7, 10, 13}; and the preferred extension of the structural agent is {1, 4, 7,
10, 13}). We can observe that the arguments 1 and 2; 4 and 5; 7 and 8; 10 and 11; and
13, 14 and 15 refers to the same mapping (the agents agree on the same mapping). When
take into account the “objectively acceptable” arguments, the arguments 1, 4, 7, 10, and
13 can be considered as consensus. Considering the strength of the arguments, the map-
pings 1,10 and 13 can be observed that the agents have “certainty” in these mappings. For
the mappings 4 and 7, the mapped terms could be related through the hyponym relation:
“Agent” as super-class of “Social-Agent” and “Collective-Agent”.



6. Final Remarks and Future Work

Finding corresponding points between legal ontologies may be of great help in many ap-
plications. This paper presented a composite mapping approach based on the argumenta-
tion formalism to map legal core ontologies. A review on ontology for legal domain was
presented. It shows the diversity of ontologies for this same domain, which illustrates the
importance of mapping approaches.

We use an extended argumentation framework (VAF) which associates to each ar-
gument a strength, representing the confidence that a specific agent has in that argument.
We assumed that the confidence degrees is a criteria which is necessary to represent
the ontology mapping domain. We have used different agents’ output which use distinct
mapping algorithms in order to verify the behavior of our model. Partial views of two
legal core ontologies, LKIF and CLO were used. We point out that our approach is not
restrict to legal domain. The proposed argumentation model seems to be useful for gen-
eral ontology mapping (see, for example [24][25], where we applied our model for other
domains).

In the future, we intend to develop further tests considering also agents using
constraint-based mapping approaches (i.e., the similarity between two terms can be based
on the equivalence of data types and domains, of key characteristics, or relationship car-
dinality); use the ontology’s application context in our mapping approach (i.e, how the
ontology entities are used in some external context, which is especially interesting, for
instance, to identify WordNet senses that must be considered to specific terms); and test
our approach for less high-level ontologies. Moreover, we plan to extend our model to
multilingual ontology mapping. Next, we will use the mapping result as input to an on-
tology merge process in a question answering system for the law domain.
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