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A B S T R A C T   

Background: Intracranial electrodes are typically localized from post-implantation CT artifacts. Automatic algo
rithms localizing low signal-to-noise ratio artifacts and high-density electrode arrays are missing. Additionally, 
implantation of grids/strips introduces brain deformations, resulting in registration errors when fusing post- 
implantation CT and pre-implantation MR images. Brain-shift compensation methods project electrode co
ordinates to cortex, but either fail to produce smooth solutions or do not account for brain deformations. 
New methods: We first introduce GridFit, a model-based fitting approach that simultaneously localizes all elec
trodes’ CT artifacts in grids, strips, or depth arrays. Second, we present CEPA, a brain-shift compensation al
gorithm combining orthogonal-based projections, spring-mesh models, and spatial regularization constraints. 
Results: We tested GridFit on ~6000 simulated scenarios. The localization of CT artifacts showed robust per
formance under difficult scenarios, such as noise, overlaps, and high-density implants (<1 mm errors). Validation 
with data from 20 challenging patients showed 99% accurate localization of the electrodes (3160/3192). We 
tested CEPA brain-shift compensation with data from 15 patients. Projections accounted for simple mechanical 
deformation principles with < 0.4 mm errors. The inter-electrode distances smoothly changed across neighbor 
electrodes, while changes in inter-electrode distances linearly increased with projection distance. 
Comparison with existing methods: GridFit succeeded in difficult scenarios that challenged available methods and 
outperformed visual localization by preserving the inter-electrode distance. CEPA registration errors were 
smaller than those obtained for well-established alternatives. Additionally, modeling resting-state high-frequency 
activity in five patients further supported CEPA. 

List of abbreviations: BIC, Bayesian Information Criteria; BF, Bayes Factor; CEPA, Combined Electrode Projection Algorithm; ECoG, Electrocorticography; EEG, 
Electroencephalography; MRI, Magnetic resonance imaging; fMRI, functional MRI; HFA, High-Frequency Activity; HD, High-Density; IED, Inter-Electrode Distance; 
iEEG, Intracranial EEG; LME, Linear Mixed-Effects; LRT, Likelihood Ratio Tests; MAD, Mean Absolute Deviation; PCA, Principal Component Analysis; SEEG, Stereo 
EEG; SCE, Smooth Cortical Envelope; SNR, Signal-to-Noise Ratio. 
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o Depth electrodes: by connecting the first and second neighbor points, 
and consisting of structural points m at each electrode location e 
(NElec = NMod and e = m).  

• 3D models for grids and strips are built by positioning two 2D 
structural grid models on top of each other, separated by the array 
thickness. Each model point m is connected to all 1st and diagonal 
neighbors in the 3D grid (no second neighbor connections). The 
electrode coordinates e are assigned to only the subset of m co
ordinates on the bottom layer (i.e., e = m for the bottom layer), while 
the top is used for structural reasons (i.e., only m points). 

2.6. GridFit algorithm: Automatic localization of CT artifacts 

GridFit is a model-based algorithm that uses the information from all 
voxels to reconstruct the coordinates of an electrode array (either depth, 
grid, or strip). Briefly, the approach is implemented by fitting a flexible 

array model to the set of selected CT artifacts (NVox voxels at v with 
intensities w) in a two-step cost-minimization approach. The central 
idea of the method is to penalize model deformations during the fitting 
processes while rewarding the proximity of candidate coordinates to 
clusters of voxels representing electrodes. 

The first cost-minimization step is constrained to a surface or line 
describing the main location of voxels and provides a coarse approxi
mation to the final electrode location. The second cost-minimization 
step is not constrained to any surface or line and uses more sophisti
cated models, providing better control of the final localization. The di
agram in Fig. 1 shows the main steps of the algorithm, which are 
described in more detail in the following subsections. 

2.6.1. PCA rotation and smooth surface (line) approximation of the CT 
artifacts 

To simplify coordinate handling in the subsequent steps, we first 
rotated the coordinate system of the selected CT voxels using principal 

���������
���� Array models and GridFit cost function sub-components. A. Variety of 2D and 3D models used in the GridFit algorithm. Note that the electrode coordinates 
(magenta) are a subset of the model node coordinates (green). B. Diagram showing the neighboring connections for the 2D and 3D models. C, D, and E���
Diagrams 
representing the different components of the cost function minimized in the GridFit algorithm. The final model coordinates (green) are depicted on top of the initial 
model coordinates (magenta). For illustrative purposes, only 2D models are shown. C. The translation of model points from the initial to the final location increases 
ETrans proportionally to the square of the distance. D. The model deformation, either by contraction, expansion, shearing, or bending, affects the distance between 
model nodes and increases the deformation cost EDef. E���
An electrode coordinate in the vicinity of voxels corresponding to an electrode artifact increases the cor
relation cost ECorr. Color-coded ellipsoids depict how the Gaussian function decreases with the electrode coordinates’ distance. For illustrative purposes, only first 
neighbor connections are shown in A, C, D, and E. For a description of the formulas, we refer the reader to subsection 2.6.3. 
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component analysis (PCA). The new x-, y-, and z-axes represent PC1, 
PC2, and PC3, respectively, accounting for high to low data variance. At 
the end of the GridFit algorithm, the localized coordinates are rotated 
back to the original space. 

The procedures described below require an approximation function 
of the voxels, which is computed as follows. For grids, a surface function 
z = fsurf (x, y) is constructed by fitting a smooth surface to the set of 
voxel coordinates v (Fig. 1B & 1C; Locally Weighted Scatterplot 
Smoothing algorithm; Cleveland, 1979). 

For depth electrodes and strips, instead, a unidimensional function 
y = flin (x) is built by fitting the first two dimensions of the voxel co
ordinates v with a 3rd-order polynomial function. Due to its small 
variance, the last dimension is ignored. 

2.6.2. Initial coordinate estimation 
An initial set of electrode coordinates e0 (e.g., Fig. 1B) is needed as an 

input for the first cost-minimization procedure. These coordinates are 
obtained following a procedure described in Blenkmann et al. (2017). 
For grid arrays, voxels v are projected onto the first two components of 
the PCA space defined in the previous section. Subsequently, a convex 
hull is iteratively trimmed until the four corners of the grid are isolated. 
These corners are then back-projected to the 3D space using fsurf. Finally, 
the non-corner coordinates are linearly interpolated. For depth electrode 
arrays, the initial coordinates e0 are estimated by uniformly distributing 
the electrodes between the extremes of the first PCA component of the 
voxel coordinates v and back-projecting them to the 3D space using flin. 

2.6.3. GridFit cost function 
GridFit was conceived as a model-based approach to localize CT ar

tifacts in cases where the information is noisy or missing. In this way, the 
algorithm does not localize individual electrodes but simultaneously 
localizes all NElec electrodes within an array. We formulated the locali
zation as an optimization problem to achieve our objective, i.e., finding 
an optimal set of coordinates m that minimizes a cost function. In our 
algorithm, the optimal solution minimizes the displacement and defor
mation of the array while maximizing the correlation between electrode 
locations (e) and thresholded voxels (v, w). GridFit uses a two-step 
optimization, i.e., the same cost function is minimized two times 
under different sets of constraints for each step (see details in Sections 
2.6.4 and 2.6.5). The first minimization gives a coarse and fast set of 
coordinates that serve as starting points for the second minimization, 
where more precise coordinates are obtained. The respective cost 
function to be minimized is 

EFit = kTransETrans + kDef EDef − kCorrECorr , (1) 

where ETrans, EDef, and ECorr are the translation, deformation, and co- 
registration cost functions, accompanied by kTrans, kDef, and kCorr, the 
translation, deformation, and co-registration constants, respectively (the 
procedure to obtain optimal parameter values is discussed in Section 
2.11). 

The translation cost function ETrans is defined as 

ETrans =
1

NMod

∑NMod

j=1

⃒
⃒
⃒
⃒m0 j − mj

⃒
⃒
⃒
⃒2

. (2) 

This function penalizes the translation of the structural points to the 
actual location m from their initial location m0, and therefore an 
appropriate initial location m0 (including e0) is needed (Fig. 2C). 

EDef, the deformation cost function, is defined as 

EDef =
1

NConn

∑NMod

j=1

∑NMod

k=j+1
αjk

(
d0jk − djk

d0jk

)2

, (3) 

where NConn is the total number of neighbor connections in the 
model, αjkis a parameter which equals 0 for non-neighboring points and 
a weight value (in the 0–1 range) for neighboring points, djk is the 
Euclidean distance between structural points j and k defined as djk =

⃒
⃒
⃒
⃒mj − mk

⃒
⃒
⃒
⃒, and d0 jk is the distance between points j and k in the 2D or 

3D initial model d0jk =
⃒
⃒
⃒
⃒m0 j − m0k

⃒
⃒
⃒
⃒. The deformation cost function EDef 

considers the total network deformation, where the network is built with 
the equivalent of “springs” connecting neighboring points (Fig. 2D). 
When the grid is deformed (compressed, stretched, sheared, or bent), the 
deformation cost added is proportional to the square difference between 
the initial and actual distances in each spring connecting pairs of 
structural points. 

Finally, the co-registration cost function ECorr considers the complete 
array of NElec electrodes in relationship with the NVox thresholded voxels 
and increases its value as their location matches. Note that the minus 
sign preceding the co-registration term in Eq. 1 imposes that the opti
mization algorithm will attempt to maximize ECorr. The co-registration 
cost function ECorr is defined as 

ECorr =
1

NModWσ
̅̅̅̅̅
2π

√
∑NVox

n=1

∑NElec

j=1
wnuje−

||vn − ej||
2

2σ2 , (4) 

where σ is a regularization parameter of the spatial dispersion, W =
∑NElec

j=1 wn, and uj is the ratio of connections associated with electrode j. 
The co-registration cost function ECorr is composed of Gaussian functions 
that depend on the distance between voxels and electrodes, i.e., ||vn - 
ej||, weighted by the voxel intensity wn. Voxels with a high-intensity 
value will contribute more, as they may contain more reliable infor
mation about the electrode locations than those with lower values. σ 
defines the spatial dispersion (standard deviation) of the Gaussian 
function, i.e., the spatial sharpness with which voxels around an elec
trode are considered. Consequently, when an electrode location reaches 
a cluster of voxels representing an electrode, the value of the function 
ECorr increases (Fig. 2E). The variable uj reduces the co-registration effect 
on the edge electrodes and increases the effect on the inner electrodes. 
This correction is to counterbalance the EDef’s larger effect on inner 
electrodes compared to bordering ones, given their presence in more 
connections. 

Altogether, the minimization of the EFit function will fit an array of 
electrodes to a selection of voxels, minimizing the displacement and 
deformation of the array, and maximizing the correlation between 
electrode locations and thresholded voxels. 

2.6.4. First minimization step 
In the first cost-minimization procedure, 2D models are used to 

provide a rough estimate of the electrode locations. The cost function EFit 
(Eq.1) is minimized, while the electrode locations are constrained to be 
located on the smooth approximation function of the CT artifacts (fsurf or 
flin, Fig. 1C). For grids and strips, the minimization is constrained to.  

∀ j, zj – fsurf (xj, yj) < ε ,                                                                   (5) 

where ej = [xj, yj, zj] is the location of electrode j, and ε is an arbi
trarily small distance. For depth electrodes, it is constrained to.  

∀ j, yj – flin (xj) < ε ⋅                                                                        (6) 

Matlab’s Interior Point algorithm (implemented in Matlab’s “fmin
con” function, Waltz et al., 2005) is used to solve the cost-minimization 
problem, where e0 coordinates are used as initial conditions, and a set of 
coordinates eFirst Fit is obtained. σ = D and ε = 1 mm were used. 

Optimizations were terminated when the change in EFit (Eq. 1) was 
less than D 1E-2. 

2.6.5. Second minimization step 
The second cost-minimization procedure results in the final estima

tion of the electrode coordinates. eFirst Fit coordinates, the result of the 
first fitting step, are used as initial conditions. 

3D models are created from the previously used 2D models for grids 
and strips. The initial coordinates m0 are extrapolated from the 2D so
lutions eFirst Fit. A new 2D model layer is created on top of the previous 
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