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Abstract: The Lidar Ocean Color (LiOC) Monte Carlo code has been developed to simulate the
in-water propagation of the lidar beam emitted by the ALADIN ADM-Aeolus instrument in the
ultraviolet (UV) spectral region (∼ 355 nm). To this end, LiOC accounts for reflection/transmission
processes at the sea surface, absorption and multiple scattering in the water volume, and reflection
from the sea bottom. The water volume components included in the model are pure seawater,
Chlorophyll-a concentration (Chl-a), Colored Dissolved Organic Matter (CDOM), and/or a
generic absorbing species. By considering the transmission/reception measurement geometry of
ALADIN ADM-Aeolus, the study documents the variability of the normalized backscattered
signal in different bio-optical conditions. The potential for data product retrieval based on
information at 355 nm is considered by developing a demonstrative lookup table to estimate the
absorption budget exceeding that explained by Chl-a. Results acknowledge the interest of space
programs in exploiting UV bands for ocean color remote sensing, as, for instance, addressed by
the PACE mission of NASA.

© 2024 Optica Publishing Group under the terms of the Optica Open Access Publishing Agreement

1. Introduction and background

In the last decades, Ocean Color (OC) space programs have delivered time-series and global
distributions of seawater constituents for environmental investigations and climate studies, such as
Chlorophyll-a concentration (Chl-a), absorption of Colored Dissolved Organic Matter (CDOM),
and Total Suspended Matter (TSM). Since passive remote sensing with sunlight as a radiation
source cannot retrieve depth-resolved quantities, these products, computed with bio-optical
algorithms using water reflectance as input, are averaged values in the surface water layer.
Additional information on the biochemical structure of seawater constituents as a function of
depth would be relevant for estimating primary production and analyzing the Oceanic Mixed
Layer.

The possibility of retrieving the vertical distribution of seawater constituents from the water
reflectance spectrum has been investigated with a Neural Network (NN) trained with in-situ
measurement profiles [1]. The validity of NN results is, however, only ensured in water types
equivalent to those of the training dataset [2,3]. Unlike standard OC products, lidar systems
allow, in principle, the direct retrieval of profiles of seawater optical constituents. Evaluating the
lidar technology to determine seawater optical properties as a complement to passive remote
sensing is of growing interest to space agencies, and it is the motivation behind the present work.

The lidar viewing geometry, the system emission and acquisition characteristics, and the
signal-to-noise ratio (SNR) are core aspects to address OC remote sensing applications and
the accuracy of related data products. To this end, lidar OC results were investigated with
shipborne/airborne [4] and orbiting systems designed for atmospheric applications [5–12]. The
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present study progresses this research line by considering as a specific case study the Atmospheric
Laser Doppler Instrument (ALADIN) launched in 2018 onboard the Aeolus orbiting platform
within ESA’s Atmospheric Dynamics Mission (ADM) and recently decommissioned (March
2023) [13].

ALADIN features unique characteristics as a case study for OC data retrieval since it is the first
spaceborne system based on the emission of the 3rd Nd-YAG harmonic (≈ 355 nm) with additional
High Spectral Resolution Lidar (HSRL) capabilities. The HSRL relevance in determining seawater
optical properties has been analyzed in various studies [14–16]. Nevertheless, after the pioneering
mission LIdar Technology Experiment (LITE) launched onboard the Discovery Space Shuttle
in September 1994, ALADIN has been the sole spaceborne lidar operating in the ultraviolet
(UV). In this spectral domain, Chl-a is not the dominant absorption component, which allows
retrieving other properties of interest, such as CDOM absorption [17]. Precisely, the water leaving
reflectances in the ∼350 to 400 nm interval can provide relevant information (and currently
operationally not implemented) to accurately separate phytoplankton pigment absorption from
CDOM absorption and to verify the CDOM absorption spectral slope, which can then be related
to its terrestrial and aquatic sources [18,19].

Exploiting the UV range for OC purposes is of specific interest to the Plankton, Aerosol, Cloud,
Ocean Ecosystem (PACE) program of NASA [20,21]. Studies investigating OC product retrieval
of currently available instruments covering the UV region but not designed explicitly for OC
applications have also been performed. For instance, Oelker et al. [22] exploited the UV and
visible wavelengths of the TROPOMI sensor onboard Sentinel-5P to infer the in-water diffuse
attenuation coefficient. Exploring ALADIN capabilities for applications other than its primary
wind retrieval was also prioritized by the CDOM-Proxy Retrieval From Aeolus Observations
(COLOR) project of the European Space Agency. This project aims to understand the potential to
determine ocean optical properties at 355 nm by analyzing the ocean sub-surface backscattered
component of the signal acquired by ALADIN. Within this framework, the present study focuses
on identifying conditions where the sea surface, the water volume, and the sea bottom can
affect the acquired signal and, on this basis, verify the dynamics of ALADIN measurements
in different bio-optical regimes. A companion paper will present results about the corrections
for the atmospheric contribution and the actual data product retrieval from lidar spaceborne
measurements [23]. The present study focuses instead on detailing the Lidar Ocean Color (LiOC)
Monte Carlo (MC) simulator developed to model lidar propagation in the water column.

LiOC solves the radiative transfer using general-purpose ray-tracing functions for ocean optics
investigations [24–27]. Various Radiative Transfer Models (RTMs) have considered the lidar
beam propagation in the atmosphere and the ocean [17,28,29,29–36]. The new code has been
implemented to overcome any limitation of other simulation schemes by fully accounting for
ALADIN observation geometry and using bio-optical algorithms to accurately model seawater
optical properties at the 355 nm measurement wavelength. The validity and applicability of the
simulation code developed in this work are also of interest to other missions with a higher oceanic
focus, and in particular to the bilateral ASI-NASA space lidar mission CALIGOLA (Cloud and
Aerosol Lidar for Global-Scale Observations of the Ocean-Land-Atmosphere System), which
recently entered phase B1 [37,38]. Relevant CALIGOLA characteristics are a planned higher
ocean penetration and the laser emission at 355 and 532 nm.

The work organization is as follows. Section 2 describes the simulation framework. ALADIN
simulation results are presented and discussed in Section 3. In particular, a lookup table (LUT) is
addressed in Section 3.4 as a demonstrative study case for retrieving seawater optical properties
from ALADIN measurements. LiOC results are also compared to an analytical model in Section
3.5 for a consistency analysis. The summary of findings and remarks of Section 4 completes the
work.
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2. Data and methods

This section describes the developed RTM. Radiometric quantities to simulate the lidar backscat-
tered signal are introduced in Sec. 2.1. Sections 2.2 to 2.4 present the modeling of radiative
processes and optical properties at the sea surface, seawater volume, and sea bottom. Details
on the implementations of the MC simulation code are reported in Sec. 2.5. Finally, the
specific measurement and viewing geometry settings needed to simulate ALADIN observations
of the water volume are detailed in Sec. 2.6. It is noted that the analysis of the contribution
of the atmosphere to the backscattered signal, and demonstrations based on actual ALADIN
measurements are out of the study scope.

2.1. Quantities for analyzing the lidar beam in seawater

Given a P amount of photons incident at the sea surface, the RTM simulates the number of
photons backscattered (PT ) towards the receiving system. Note that the explicit dependence from
wavelength is not reported unless necessary. This quantity includes the contributions from the
sea surface (Ps), the sensed water volume (Pw), and the sea bottom (Pb):

PT = Ps + Pw + Pb. (1)

Depending on environmental and measurement conditions, some contributions to the total
retrieved signal might become negligible, and understanding the relevance of the different terms
in the case of ALADIN measurements is a core part of the present work.

In order to compare the simulation results with measurements, whose absolute value depends
on the instantaneous laser emission power, the ratio of the above quantities and the sea surface
incident photons P (i.e., Px

n = Px/P, where x = T , s, w, b) is used in the rest of the study.

2.2. Sea-surface radiative properties

The developed model accounts for the interaction of the radiation with the atmosphere/ocean
interface (i.e., the sea surface), which is assumed to be a non-absorbing layer. Consequently,
radiatively speaking, it is sufficient modeling the reflectance to know the transmittance. Sea
surface reflectance depends on seawater’s refraction index and surface waves. The Cox and
Munk slope distribution is adopted for modeling wind-driven roughness [39]. Let x-y-z denote a
Cartesian system with x-y in a horizontal plane. The slope at a point of the wind-roughed sea
surface with an inclination angle θx along the x-axis is defined as ζx = tan(θx) = ∆z/∆x, and the
Probability Density Function (PDF) of the wave slope p(ζx) is expressed as:

p(ζx) =
1√︂

2πσ2
ζx
(vw)

e
−

ζ2
x

2σ2
ζx

(vw) , (2)

where σζx (vw) is the standard deviation of ζx as a function of the wind intensity speed vw [m s−1].
Analogous definitions apply for the PDF of the wave slope p(ζy) along the y-axis.

The following simplifying assumptions are made as in Mobley et al. [40,41]: 1) the slope
variance does not depend on wind direction, and 2) the sea surface is still in the absence of wind.
The resulting parameterization of the slope variance is then:

σ2
ζx
(vw) = σ

2
ζy
(vw) = σ

2
ζ (vw) = 0.00254 · vw. (3)

The probability that, the slope θ and the orientation ϕ at the sea surface are within the respective
∆θ and ∆ϕ ranges that allow for back-reflection is denoted as P(θ ∈ ∆θ, ϕ ∈ ∆ϕ). Based on
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the ergodic-cap model [42], the probability that the geometrical back-reflection conditions are
satisfied is

P(θ ∈ ∆θ, ϕ ∈ ∆ϕ) =
∆ϕ

2π

⎡⎢⎢⎢⎢⎢⎣− exp
⎛⎜⎜⎝−
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2
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2

)︂
2σ2

ζ (vw)

⎞⎟⎟⎠
⎤⎥⎥⎥⎥⎥⎦ ·

1
cos(θg)

(4)

where θg is the observation zenith angle. The back-reflected photon fraction is then computed as

Ps
n(vw) = P(θ ∈ ∆θ, ϕ ∈ ∆ϕ) · RF, (5)

with RF denoting the Fresnel unpolarized spectral back-reflection. The reflected photon fraction
can be finally expressed as a function of the solid angle of observation Ωa

r assuming for simplicity
∆θ ≅ ∆ϕ and determining the angle increment by solving sinθ∆θ∆ϕ=Ωa

r as ∆θ = ∆ϕ =√︁
Ωa

r/sin θ.
The foam presence starts when the wind speed rises above 5–10 m/s [43–45], and a threshold

value of 8 m/s is assumed here. It is anticipated that this limit corresponds to conditions where the
signal back-reflected by the sea surface reflectance starts contributing to the detected signal (see
Sec. 3.1). Moreover, accounting for sea foam contribution needs the knowledge of its spectral
properties [46] that are poorly documented in this spectral range. For this reason, observations in
high wind conditions are flagged when developing the algorithm for retrieving seawater optical
properties [23], which justifies the omission of sea foam contribution in the presented model.

2.3. Seawater optical properties

2.3.1. Inherent optical properties

Seawater Inherent Optical Properties (IOPs) are expressed in terms of 1) absorption coefficient
a [m−1], 2) attenuation coefficient c [m−1] or scattering coefficient b [m−1] depending on the
modeled seawater component and reference publications, and 3) scattering Phase Function (PF)
β̃ [sr−1]. In addition to the pure seawater, the IOPs account for the contribution of 1) Chl-a
[mg m−3] in typical Case-1 waters and 2) independent CDOM sources of varying relevance.
The present study assumes that the contribution of suspended particles that do not covary with
Chl-a is negligible and verifies the feasibility of using ALADIN data for retrieving the CDOM
absorption fraction that Chl-a cannot explain [20,22].

The rationale for this hypothesis is to verify the variability of the 355 nm lidar pulse
backscattered by the ocean Pn and its potential application for CDOM retrieval. Moreover, within
the frame of Aeolus observation inversion, backscattering of particulate matter is assumed to be
negligible compared to backscattering from pure seawater. Accounting for additional optical
properties of particulate matter would be relatively straightforward once the IOPs of the mixture
are accounted for in the RTM and additional input information is available (i.e., Pn at different
wavelengths).

Specific IOP parameterizations are detailed as follows. The total absorption coefficient atot(λ)
is defined as

atot(λ) = aw(λ) + ap(λ) + aCDOM(λ), (6)

where λ [nm] is the wavelength, w indicates the contribution of pure seawater, p accounts for
both pigmented and non-pigmented particulate matter.

The pure seawater absorption aw(λ), for selected temperature (T = 16 ◦C) and salinity
(S = 35.5 PSU), is derived from WOPP data [47] applying the coefficient computed by Mason et
al. [48]. The value of seawater absorption at 355 nm is aw(355) = 0.00097 m−1.
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The absorption due to the pigmented and not-pigmented particulate matter ap(λ) as a function
of Chl-a, is

ap(λ) = A(λ) · Chl-aE(λ), (7)

where the coefficients A(λ) and E(λ) are the “mid-range UV parameters” [40, see also related
studies therein]. Specific values at 355 nm are A(355) = 0.040 m−1 and E(355) = 0.766.

The assumed CDOM absorption spectral dependence is

aCDOM(λ) = aCDOM(λ0) · exp[−S(λ − λ0)], (8)

with S = 0.014 nm−1 [49].
A generalized version of the total absorption budget is adopted in the present work:

atot(λ) = [aw(λ) + ap(λ)] + ∆a, (9)

where ∆a varies to cover the variability of seawater absorption independently from Chl-a. This
scheme permits the creation of LUT for the ALADIN measurements inversion (see Sec. 3.4)
without an a priori choice of aCDOM(λ), leaving its selection to the post-processing stage once the
∆a value has been retrieved from the lidar measurements. The rationale is that the relationship
between aCDOM and ap (which, in its turn, depends on Chl-a) can vary in different environmental
regimes [40,50,51]. The algorithm considered as a reference in this study to relate absorption
contribution due to CDOM to the absorption of suspended particles in Case-1 waters is that
proposed by Pitarch [50]

aCDOM(λ) = 0.6154 · ap(440) · exp[−0.014(λ − 440)]. (10)

The total seawater attenuation c(λ) is

ctot(λ) = cw(λ) + cp(λ). (11)

The pure seawater contribution cw(λ) is determined by adding the scattering bw(λ) and the
absorption aw(λ) coefficients

cw(λ) = aw(λ) + bw(λ). (12)

The seawater scattering at 355 nm is bw(355) = 0.011 m−1 [47], and hence, the attenuation
coefficient is cw(355) = 0.012 m−1. The attenuation coefficient of the particulate matter cp(λ) is
expressed as

cp(λ) = co · [Chl-a]m ·

(︃
λ

660

)︃ν
, (13)

with co = 0.407, m = 0.706 [52] and, based on results presented by Morel [53],

ν =

⎧⎪⎪⎨⎪⎪⎩
0.5 · [log10(Chl-a) − 0.3] for 0.02<Chl-a<2

0 for Chl-a ≥ 2
(14)

The spectral absorption and attenuation coefficients are presented in Fig. 1. The position of
ALADIN 355 nm emission wavelength is highlighted for reference, together with the second
Nd-YAG harmonic (i.e., 532 nm).

Although the present work only considers the 355 nm emission wavelength, Fig. 1 also
highlights IOPs values at 532 nm (which was exploited by previous satellite lidar applications
and will also be further considered in the forthcoming CALIGOLA mission) to document
the contribution of different IOPs in the UV and visible spectral regions. Comparing spectral
properties at these bands shows that the reduced contribution of pure seawater favors the sensitivity
to other components, particularly the significance of CDOM absorption with respect to Chl-a.
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Fig. 1. Absorption and attenuation spectra are presented for Chl-a= 0.01, 0.1, 1, 10 mg m−3

in row panels from left to right. The top and bottom rows report absorption and attenuation
spectra, respectively. The position of the ALADIN emission wavelength at 355 nm and that
of the second harmonic at 532 nm are highlighted for reference.

The scattering coefficient b is the integral over the solid angle of the Volume Scattering
Function (VSF), indicated with the symbol β and with units of [m−1 sr−1]

b =
∫

4π
β(Ω)dΩ =

∫ 2π

0

∫ π

0
β(Ψ,Φ)sin(Ψ)dΨdΦ, (15)

where Ψ and Φ are the zenith and azimuth scattering angles, respectively, in the ray propagation
reference system (Fig. 2). Assuming the azimuth symmetry of the VSF, Eq. (15) can be reviewed
as

b = 2π
∫ π

0
β(Ψ)sin(Ψ)dΨ. (16)

Fig. 2. Schematic of the zenith Ψ and azimuth Φ scattering angles.
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The scattering phase function (PF) is the ratio between the VSF and b

β̃(Ψ) =
β(Ψ)

b
(17)

hence the integral of β̃(Ψ) over the solid angle is equal to 1. The scattering phase function
accounts for the contribution of particles β̃p and pure seawater β̃w as

β̃(Ψ) =
bp

(bp + bw)
· β̃p(Ψ) +

bw

(bp + bw)
· β̃w(Ψ). (18)

PF models of particle scattering presented in the literature include those published by Fournier
and Forand [54,55] and Morel et al. [53]. The present study relies on Morel’s formulation
(Fig. 3(a)), which determines β̃p as

β̃p(Ψ, Chl-a) = αs(Chl-a) β̃s(Ψ) + αl(Chl-a) β̃l(Ψ) (19)

where the PFs of small and large particles — β̃s(θ) and β̃l(θ), respectively — are computed with
the T-Matrix scheme [56,57]. The weighting coefficients αs and αl are:

αs(Chl-a) = 0.855 · [0.5 − 0.25log10(Chl-a)] and αl(Chl-a) = 1 − αs(Chl-a). (20)

Fig. 3. Scattering phase functions computed with the method presented by Morel et al. [53]
are presented in Panel (a). The scattering phase function of pure seawater is shown in Panel
(b).

The phase function of pure seawater β̃w is shown in Fig. 3(b).

2.3.2. Diffuse attenuation coefficient and the lidar effective attenuation coefficient

Apparent optical properties (AOPs) depend on the illumination, observation geometry, and
IOPs. The AOP of interest to this analysis is the diffuse attenuation coefficient Kd of downward
irradiance Ed, defined as

Kd(z)Ed(z) = −
dEd(z)

dz
. (21)

The Kd value can be derived from 1) in-situ measurements of Ed as a function of depth, 2)
bio-optical algorithms based on remote sensing data [58], and 3) IOPs, taking into account the
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illumination geometry [59]. The Kd expression in this latter case is

Kd(z) =
a(z) + bb(z)

µ
, (22)

where a(z) and bb(z) are the absorption and backscattering coefficients, respectively, and
µ = cos(θwr ) with θwr representing the in-water angle of the incident beam. This beam originates
from the sun in case of passive ocean color radiometry or is the emitted laser beam in case of
lidar application.

The definition of the lidar effective attenuation coefficient Klid is formally equivalent to that of
the diffuse attenuation coefficient

Klid(r)P(r) = −
dP(r)

dr
, (23)

where P is the lidar radiant power and r = z/µ as a function of depth. Gordon [60] has shown how
the Klid value can vary between the diffuse attenuation coefficient Kd defined as a quasi-inherent
optical property (i.e., defined in the conditions of no atmosphere and with the sun at the zenith)
and the beam attenuation coefficient c. Specific cases of study related to ALADIN measurements
are in the results section.

2.4. Sea-bottom reflectance properties

The study assumes a Lambertian sea bottom with a Bidirectional Reflectance Distribution
Function BRDFb for incident direction (θi, ϕi) and reflection direction (θr, ϕr) defined as

BRDFb(θi, ϕi → θr, ϕr) =
ρb
π

, (24)

where ρb is the reflectivity. The ρb value of the Lambertian surface is equal to that of the
irradiance reflectance Rb = Eu/Ed, where Eu and Ed are the upward and downward irradiance
values.

The probability density function pb(θ, ϕ) that the bottom reflects a photon in the (θ, ϕ) direction
is

pb(θ, ϕ) = ρb
1
π

cos(θ). (25)

Highly reflective coral sand with ρb = 0.2 [40,61,62] is later considered to identify the depth
limit where the sea bottom can affect ALADIN measurements. The depth range where the
bottom, if included in the geometry of the lidar bin, does not influence the backscattered signal is
discussed in the results section.

2.5. Monte Carlo ray tracing

The LiOC simulations are executed in a water column with lateral dimensions Lx and Ly, and
depth Zmax. In the present study Lx = 400 m, Ly = 400 m, and Zmax = 500 m (reduced depth
values are considered to evaluate the bottom contribution). The sea surface at the upper boundary
can be flat or account for surface waves as a function of wind speed [27,39,63]. Seawater optical
properties are horizontally homogeneous and can vary vertically in layers of arbitrary depths.
Results presented in this study refer to a still sea surface and no stratifications in the water column.
The lower boundary is a Lambertian surface (Sec. 2.4). The number of traced photons is defined
on a case-by-case basis to ensure the reproducibility of results.

The ray starting point and incoming direction (θg) are defined in agreement with the footprint,
the orientation, and the solid angle of the ALADIN laser beam (Sec. 2.3). The ray’s initial
weight m is 1 (denoting the weight as m for mass instead of using the w symbol because this latter
already represents in-water quantities). The Snell and Fresnel equations define the refraction
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direction and the weight scaling (surface transmittance Ts) as the incident ray crosses the air-water
interface. In the water bin, the ray-tracing path l is computed as

l = −
log(u)

c
, (26)

where u ∈ U(0, 1) — i.e., uniform distribution between 0 and 1 — and c is the attenuation
coefficient.

Upon scattering at the end of each tracing path (i.e., dots labeled as B, C, D, and E in Fig. 4),
the new ray direction is sampled from the phase function β̃(Ψ). The zenith scattering angle Ψ is
derived from the cumulative distribution function (CDF) of β̃(Ψ) by generating a random number
u ∈ U(0, 1) and solving CDF(Ψ) = u for Ψ. The azimuth scattering angle Φ follows instead a
uniform distribution U(0, 2π). The scattered rays correspond to the BC, CD, and EF solid lines
in Fig. 4. Following Gordon [60], the weight of the scattered ray and the contribution to the
backscattered signal is determined depending on which of the two conditions described next is
satisfied.

Fig. 4. Ray tracing scheme.

Condition 1 occurs when it is possible to identify a trajectory inside the in-water acceptance
solid angle ∆ΩA

w (e.g., dashed CC’ line) from the scattering point to the to the surface. The
scattering probability in a direction towards the receiver R(Ψr) is computed as

R(Ψr) = β̃(Ψr)∆Ω
A
w. (27)

The path weight-reduction factor Q(dr) is additionally determined as

Q(dr) = e−c·dr (28)

where dr is the distance between the scattering point and the sea surface exiting point. The total
weight reduction C(Ψr, dr) is finally calculated as

C(Ψr, dr) = R(Ψr)Q(dr)Ts, (29)

where Ts is the Fresnel transmission for the outcoming angle (θw) across the sea surface (incoming
and outcoming Ts are assumed the same). The si contribution to the retrieved signal is hence

si = mi · ω0 · C(Ψr, dr), (30)
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where i is the scattering order (i.e., i = 1 for single scattering and i = 2, 3,. . . for multiple
scattering) and ω0 is the single scattering albedo

ω0 = b/c (31)

expressing the probability that the ray is not absorbed when interacting with a seawater molecule
or a suspended particle. The value of Pw

n is the sum of si values of all rays and any scattering order,
divided by the number of emitted photons N. The weight mi+1 of the ray scattered according to
the phase function (CD path) is obtained as the difference between the initial weight before the
scattering mi and the computed signal si

mi+1 = mi − si. (32)

To study the Klid profile, the depth of the scattering event is defined as half the sum of the
ray-tracing path lengths. The vertical profile of the contribution to the backscattered signal
is computed by binning the scattering depth with a 10 cm increment. Finally, the ray stops
contributing to the backscattered signal Pn when its cumulative path length L overcomes a
threshold Lmax. An accurate Lmax definition is not a critical aspect of the present study because
1) the pulse duration of 30 ns does not allow for resolving vertical details of in-water optical
properties (see Sec. 2.6), and 2) Pn reduces rapidly as the cumulative path length increases (see
Sec. 3.2). The current simulation setting is then aimed to ensure that the full backscattered pulse
is collected. The capability to determine Pn as a function of L intervals is, however, a LiOC
feature of interest to other lidar missions, such as Aeolus-2 and CALIGOLA, which will rely on
355 nm pulses with shorter durations. In addition, specific data acquisition approaches based on
signal oversampling are under consideration for CALIGOLA to target vertical resolutions in the
order of 1 m.

Condition 2 corresponds to the alternative case in which reaching the surface from the
scattering point is impossible with a trajectory inside the in-water acceptance solid angle. In this
case, there is no contribution to the backscattered signal (e.g., point D of Fig. 4), and the ray
weight is updated as

mi+1 = mi · ω0. (33)

Hence, the standard rule to sample the new ray direction from the phase function applies.

2.6. ALADIN measurement setting and viewing geometry

ADM-Aeolus satellite operates in a polar, sun-synchronous orbit at an inclination of 97° with
a mean altitude of 320 km [64]. The line-of-sight (LOS) of ALADIN is perpendicular to the
satellite trajectory, pointing 35° from the nadir, corresponding to a satellite zenith angle at the
surface of about 37° due to Earth curvature (Fig. 5). ALADIN [13] includes two receivers to
measure the Doppler shift of the emitted laser wavelength (≈ 354.7 nm) due to the wind along
the LOS: a double Fabry-Pérot spectrometer to measure Rayleigh scattering from air molecules
(i.e., Rayleigh channel) and a Fizeau spectrometer to measure Mie scattering from cloud droplets
and aerosols (i.e., Mie channel).

The laser emission frequency is 100 Hz, and the pulse duration is 30 ns. The vertical resolution
can be set separately for the Mie and the Rayleigh channels with multiples of 250 m. In contrast,
the height of the vertical layers depends on the altitude referenced to the World Geodetic System
(WGS84) [65] ellipsoid.

For the numerical simulations, it is fundamental to reproduce the ALADIN viewing geometry
correctly. Because of the slant viewing angle, the volume sensed by the instrument will be
characterized by an elliptic geometry for the top and bottom surfaces of the volume. Neglecting
the movement of the satellite, the geometry assumed in the model is the one relative to the
Instantaneous Field of View (IFOV).
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Fig. 5. Measurement geometry and coverage of ADM-Aeolus (Image: ESA – AOES
Medialab).

The real component of the seawater refractive index defines the geometry of the sensed volume
in the water. Figure. 6 shows the real part of the refractive index for different salinity and
temperature values according to WOPP [47]. The variability over the expected range is less
than 0.5%. In this study, the dependence of water refractive index on temperature and salinity
is neglected, given the relatively low variability and the lack of reliable ancillary data for their
estimation. The value of the refraction index is then set to n = 1.356. This value encompasses a
set of likely scenarios shown in Fig. 6. The most significant impact of this assumption is in the
presence of significant temperature stratification, but its effect is lessened by the exclusion of
optical stratifications (see Sec. 2.5).

Fig. 6. Seawater real refractive index at 355 nm as a function of salinity and temperature
according to WOPP [47]. The dashed horizontal line is the value assumed for this study.
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In this study focused on modeling the ALADIN signal backscattered from the water volume,
the variability of observation geometry, e.g., orbit altitude and viewing angle, is neglected. The
observation parameters for ALADIN simulations are reported in Table 1.

Table 1. ALADIN viewing geometry relevant variables.

Quantity Symbol and value

Seawater real refractive index N = 1.356

Viewing angle (ground) θg = 37.041°

Viewing angle (water) θw = 26.4°

Emitter solid angle (air) ΩE
a = 3.142e-10 sr

Telescope solid angle (air) ΩT
a = 2.573e-10 sr

Telescope solid angle (water) ΩT
N = 1.246e-10 sr

Acceptance solid angle (water) ∆ΩA
w = 5.470e-12 sr

From a practical perspective, LiOC simulations aim to reproduce the water volume component
of the so-called “ground-bin”; i.e., the volume including the atmosphere-surface interface. In
fact, due to the coarse vertical resolution of ALADIN measurements, the signal backscattered by
the successive bin, which in principle consists entirely of water, is completely extinguished as
shown by simulations (Sec. 3.2) and confirmed by the analyses of SNR of the observations [23].
Thus, based on the statistical analysis of the geometry of the ground bin observations, in this
study we assume that the sensed depth (bottom depth of the ground-bin volume) is in the 70-200
m range.

3. Results

This section presents the contribution to the backscattering due to 1) the sea-surface reflection, 2)
the water bin, and 3) the sea bottom. The implementation of a LUT to retrieve seawater optical
properties from ALADIN measurements is then considered.

3.1. Sea-surface backscattering contribution

The ALADIN observation geometry was designed to minimize the sea-surface reflection effect.
In this work, the contribution from a roughed surface reflectance (Ps

n) is determined as a function
of the wind speed using the ergodic-cap method described in Sec. 2.2. Results are reported in
Fig. 7. Although the analysis accounts for vw in the range 2 to 16 m s−1, the formation of white
caps starts for wind speed values from about 8 m s−1 [66], which is a limit to the considered
sea-surface backscattering model.

The received signal PT
n can be used to determine optically active seawater constituents only if

it is significantly larger than the contribution due to the back reflection by the sea surface Ps
n

(otherwise, corrections should be applied). Assuming an average wind speed over the ocean
of about vw = 6.6 m s−1 [67], the corresponding reflected signal fraction is Ps

n = 4 · 10−18. If
the real wind speed is not known and it is supposed that the ALADIN sea-bin measurement is
acquired in mean wind-speed conditions, the signal fraction that is backscattered by the water
column is then detectable if PT

n ≫ 4 · 10−18 (see Fig. 8). A lower threshold applies for reduced
wind speed values.

3.2. Contribution of the in-water layer to the retrieved signal

The contribution of the in-water layer to the retrieved signal Pw
n could be derived directly from

the lidar equation if Klid were known. However, Gordon [57] has documented how Klid varies
as a function of both the lidar viewing geometry and the optical properties of the sensed water.
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Fig. 7. Back-reflected radiant power as a function of the wind speed.

Precisely, the relationship between Klid and the IOP depends on the parameter γ defined as the
ratio between the radius of the footprint at the sea surface and the mean free path of photons in
water given by 1/c. When γ is near zero, Klid approaches the beam attenuation c [60], and single
scattering events drive Pw

n . If the ratio γ is greater than 5, Klid reaches values close to the diffuse
attenuation coefficient for downwelling irradiance Kd, see Eq. (21), and in that case the multiple
scattering contribution to Pw

n prevails. This reference scheme is considered in the present work.
Alternatively, Phillips and Koerber [68] proposed that the upper and lower limits of Klid are given
by c and the water absorption coefficient a, respectively, depending on the receiver IFOV.

LiOC simulations account for the specific ALADIN viewing geometry. Since the footprint
radius is about 4 m, a value of Chl-a equal to 0.01 mg m−3 corresponds to γ = 0.16 and hence
to the single scattering regime. The Chl-a value of 10 mg m−3 leads instead to γ = 12 and,
consequently, the dominance of multiple scattering. The contribution to Pw

n from different water
depths and scattering orders, is analyzed with LiOC simulations shown in Fig. 8 (a), (b), and
(c) for Chl-a equal to 0.01, 0.1, and 1 mg m−3. The Klid variation between values close to c
and Kd at low and high Chl-a values, respectively, is highlighted, as well as the importance of
single and multiple scattering contributions to Pw

n in the former and latter cases. Results indicate
that, in the case of ALADIN measurements, Klid cannot be univocally related to c or Kd, but
varies between these two extremes depending on the marine optical conditions. In this scenario,
numerical simulations are required to estimate Klid, and analyze its dynamics. Note that the total
signal distribution within the expected limiting values [60] supports the validity of these LiOC
simulation results, as addressed more in detail in Sec. 3.5.

The percent contribution (cumulative distribution) to Pw
n due to a seawater layer from the

surface down to the depth z is additionally presented in Fig. 9. Results indicate that Pw
n mostly

originates from a limited upper water layer for Chl-a above 1 mg m−3. In oligotrophic waters
with Chl-a approaching 0.01 mg m−3, the water layer that makes a significant contribution to
Pn largely increases but a negligible fraction of the incident beam is returned from below 100
meters.

3.3. Fraction of back-transmitted radiant power due to reflection at the sea bottom

The backscattered radiant power ratio Pb
n due to the bottom reflection is considered in Fig. 10.

The simulation accounts for Case-1 water conditions and still sea-surface (vw = 0 m s−1). The
bottom contribution reduces as Chl-a increases. For instance, when Chl-a = 0.01 mg m−3 the
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(a)

(b)

(c)

Fig. 8. Contribution of different water depths and scattering orders to the radiant power
fraction Pw

n . Panels (a), (b) and (c) refer to Chl-a equal to 0.01, 0.1, and 1 mg m−3,
respectively.
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Fig. 9. Percent contribution to Pw
n as a function of depth for Chl-a in the range 0.01 to 30

mg m−3.

Fig. 10. Backscattered radiant power ratio Pb
n due to the bottom reflection (Chl - a =

0.01 mg m−3 and vw = 0 m s−1). The number of rays traced for each simulation case is
5 · 105.

bottom contribution to Pb
n becomes negligible if zb ≥ 80 m. As a conservative condition, in the

present study, the bottom contribution shall be neglected when zb ≥ zmax = 100 m.

3.4. Look-up-table for the inversion of the ALADIN measurements in the sea bin

When ALADIN measurements are limited to wind speed vw< 8 m s−1 and sea bottom depth
zb ≥ 100 m, simulation results indicate that Pw

n ≫ Ps
n and Pw

n ≫ Pb
n, and hence in this case PT

n is
equivalent to Pw

n . These conditions represent the validity limit for the inversion of the ALADIN
measurement into seawater optical properties discussed next.

MC simulation results are here applied to create, as a demonstrative case, a 3D LUT with Chl-a
and Pn as input dimensions and atot as retrieved quantity (Eq. (9), see also Table 2). To construct
this table, six ∆a values are defined (i.e., 0, 0.02, 0.1, 0.5, 2.5, 15.0 m−1) to cover optically
complex waters, including extreme cases. Chl-a values are varied from 0.001 to 100 mg m−3.
Extreme cases ensure data interpolation when reading the LUT. As an illustrative case, Pw

n values
based on the parameterization proposed by Pitarch [50] for Case-1 waters are highlighted in gray
in Table 2.



Research Article Vol. 32, No. 13 / 17 Jun 2024 / Optics Express 22796

Table 2. LUT computed with LiOC to determine Pw
n as a function of IOPs. The total absorption

values a1 to a6 correspond to the six ∆a cases log-uniformly distributed in the 0 to 15 m−1 interval
(see text for details). Note that the LUT coloring sequence is like that of Fig. 11.
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with Chl-a is negligible. It is recalled that this latter assumption is implicit in all the analyses 
addressed in this work.  

Table 2: LUT computed with LiOC to determine 𝑷𝑷𝒏𝒏𝒘𝒘 as a function of IOPs. The total absorption values a1 to a6 
correspond to the six 𝜟𝜟𝜟𝜟 cases log-uniformly distributed in the 0 to 15 𝒎𝒎−𝟏𝟏 interval (see text for details). Note 

that the LUT coloring sequence is like that of Fig. 11.  

Chl-a 
𝜟𝜟𝜟𝜟 log-uniformly varied between 0 and 15 𝒎𝒎−𝟏𝟏 Ref. case 

Pn a1 Pn a2 Pn a3 Pn a4 Pn a5 Pn a6 Pn atot 

0.001 1.92E-13 0.0012 8.48E-14 0.0212 2.49E-14 0.1012 5.39E-15 0.5012 1.09E-15 2.5012 1.82E-16 15.0012 1.83E-13 0.0025 

0.003 1.75E-13 0.0014 8.19E-14 0.0214 2.49E-14 0.1014 5.43E-15 0.5014 1.10E-15 2.5014 1.83E-16 15.0014 1.54E-13 0.0041 

0.01 1.46E-13 0.0021 7.73E-14 0.0221 2.49E-14 0.1021 5.49E-15 0.5021 1.11E-15 2.5021 1.86E-16 15.0021 1.18E-13 0.0078 

0.03 1.20E-13 0.0037 6.98E-14 0.0237 2.48E-14 0.1037 5.62E-15 0.5037 1.14E-15 2.5037 1.91E-16 15.0037 8.62E-14 0.015 

0.1 9.10E-14 0.0078 6.17E-14 0.0278 2.47E-14 0.1078 5.87E-15 0.5078 1.19E-15 2.5078 2.00E-16 15.0078 5.61E-14 0.0322 

0.3 6.84E-14 0.0168 5.16E-14 0.0368 2.40E-14 0.1168 6.10E-15 0.5168 1.27E-15 2.5168 2.14E-16 15.0168 3.60E-14 0.0658 

1 4.82E-14 0.0408 3.98E-14 0.0608 2.21E-14 0.1408 6.71E-15 0.5408 1.42E-15 2.5408 2.41E-16 15.0408 2.23E-14 0.146 

3 3.49E-14 0.0934 2.96E-14 0.1134 2.04E-14 0.1934 7.11E-15 0.5934 1.68E-15 2.5934 2.87E-16 15.0934 1.33E-14 0.3047 

10 2.33E-14 0.2334 2.12E-14 0.2534 1.61E-14 0.3334 7.70E-15 0.7334 2.19E-15 2.7334 3.90E-16 15.2334 8.19E-15 0.6873 

30 1.51E-14 0.5405 1.42E-14 0.5605 1.23E-14 0.6405 7.65E-15 1.0405 2.69E-15 3.0405 4.88E-16 15.5405 5.08E-15 1.4524 

100 7.62E-15 1.3586 7.18E-15 1.3786 6.65E-15 1.4586 5.27E-15 1.8586 2.33E-15 3.8586 5.40E-16 16.3586 2.91E-15 3.3173 

 
The 𝑎𝑎tot value retrieved through the LUT can then be decomposed by removing the 

absorption due to Chl-𝑎𝑎 and pure seawater contributions to determine the 𝛥𝛥𝑎𝑎 budget. The 
estimated 𝛥𝛥𝑎𝑎 can be finally analyzed by considering different CDOM absorption models. It is 
remarked that this scheme avoids the necessity to create a specific LUT for each 𝑎𝑎CDOM(𝜆𝜆) 
algorithm [50,40,51]. A schematic of the data post-processing scheme is presented in Fig. 12. 

 

 

Fig. 11. LUT visualization. Filled circles correspond to the simulation runs of Table 2 (colors 
match, except for the black that corresponds to the data in the last table column shaded in gray).  

The LUT is shown in Fig. 11 as a function of atot, Chl-a and PW
n . A fit is employed to interpolate

unevenly spaced LUT data and highlight the continuous variation of atot over Chl-a and PW
n . The

LUT permits to retrieve atot(355) from ALADIN ground-bin measurements under the following
conditions. First, the ALADIN data are processed to exclude from the computation of Pn any
contribution from the atmosphere not related to water, and to ensure that the measurements are not
affected by the sea surface and sea bottom reflectance. Second, Chl-a concentration is obtained
from an independent source (e.g., Sentinel3/OLCI data products). Third, the contribution to the
backscattered signal from suspended particles that do not covary with Chl-a is negligible. It is
recalled that this latter assumption is implicit in all the analyses addressed in this work.

The atot value retrieved through the LUT can then be decomposed by removing the absorption
due to Chl-a and pure seawater contributions to determine the ∆a budget. The estimated ∆a can
be finally analyzed by considering different CDOM absorption models. It is remarked that this
scheme avoids the necessity to create a specific LUT for each aCDOM(λ) algorithm [50,40,51]. A
schematic of the data post-processing steps is presented in Fig. 12.

While recognizing the specificity of the considered case, it is remarked that the primary
study objective is to present the MC simulation tool. In this context, the LUT-based approach
represents a relevant example where the single-channel simulation results are used to estimate
one marine optical property that mainly determines the variability of the backscattered signal
(Fig. 1). It is also noted that well-characterized algorithms to retrieve Chl-a are available since
a few decades. Instead, methods for an independent estimate of the CDOM (i.e., not as Chl-a
byproduct) still need consolidation. Hence, although with some limits, the study results meet the
growing manifold interests of OC remote sensing to exploit information in the UV region, use
spaceborne lidar observations, and understand better CDOM variability.

An additional relevant aspect is that, although Monte Carlo principles are spectrally equivalent,
specific simulation results can vary significantly due to the dependence of IOPs on wavelength.
In particular, by investigating the signal backscattered at 355 nm, the study acknowledged the
growing OC interest in the UV region. The MC simulation tool was then designed to correctly
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Fig. 11. LUT visualization. Filled circles correspond to the simulation runs of Table 2
(colors match, except for the black that corresponds to the data in the last table column
shaded in gray).

Fig. 12. Scheme to compute Pn: quantities in bold face correspond to LUT dimensions.

account for the geometry of the simulated lidar system (in the specific case, ALADIN ADM-
Aeolus) regarding emitting/viewing angle and IFOV. Together with the spectrally dependent
IOPs, such geometry characteristics are fundamental to correctly simulate the multiple scattering
effect. In this respect, the LUT developed to retrieve the CDOM absorption represents a case
study to demonstrate the possibility of relating the variability of the total absorption at 355 nm
to the normalized backscattered signal acquired in a measurement geometry applied in a lidar
reference mission.

3.5. Consistency of simulation results

The consistency of simulated results obtained with the developed radiative transfer tool has been
tested with two approaches:

• by comparing with the same variable estimated from ALADIN measurements; and

• by comparing against the analytical expressions of the sub-surface signal, representing extreme
cases, for which nominal, or typical equation values are used.

With both methods, an agreement in terms of order of magnitude and range was obtained. As
mentioned in Sec. 1, the analysis of the ocean sub-surface backscattered component of the signal
acquired by ALADIN is the objective of the COLOR project. In particular, the description of
the data processing scheme to account for the atmospheric contribution goes beyond the scope
of this work, and it will be detailed in a companion paper [23]. Here, the robustness of the
presented simulation results is assessed based on a comparison against an estimate of the range
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of variability obtained from the analytical expression of the measured signal. This approach
allows independence from the applied parameters and focuses only on the consistency of Monte
Carlo simulations.

The background-corrected signal Pw(ri) from elastic backscattering of a single laser pulse
emission, returned to the receiver (i.e., telescope) from the range ri where r = z/cos (θw)—see
Table 1—by a sensed water volume of (slant) thickness ∆r is:

Pw(ri) = P0MT2
a T2

s ∆r∆ΩA
wβπexp[−2Klidri], (34)

where P0 is the emitted signal, M accounts for the overall instrument efficiency (or response), Ta
is the total atmospheric transmittance, Ts is the sea-surface transmittance, ∆ΩA

w is the acceptance
solid angle in water, and βπ is the VSF calculated at 180◦. Note that the spectral and temporal
dependencies are omitted in this equation and in the following ones.

To estimate the normalized signal Pw
n , we assume a scenario in agreement with LiOC simulation

setting:

• unitary input signal P0 = 1;

• no atmosphere Ta = 1;

• sea-surface transmittance Ts = 0.974;

• ideal instrument response M = 1;

• homogeneous water column within the sensed volume;

• lower bound of the sensed water volume rmax = 100 m.

With these assumptions, Eq. (34) can be written as:

Pw
n (ri) = T2

s ∆r∆ΩA
wβπexp[−2Klidri] (35)

Thus, the total normalized signal Pw
n for a number N of different water layers with the same

optical properties and geometrical thickness ∆r is:

Pw
n =

∑︂N

i=1
Pw

n (ri) = T2
s ∆r∆ΩA

wβπ
∑︂N

i=1
exp[−2Klidri] (36)

In the limit of ∆r → 0 the summation becomes an integral, allowing for computing PN as:

Pw
n =

T2
s ∆Ω

A
wβπ

2Klid
{1 − exp[−2Klidrmax]} (37)

For rmax = zmax/cos(θw) and realistic Klid values (i.e., Klid ≥ 2 · 10−2 m−1 as in extremely
oligotrophic waters), the exponential term could be neglected and Eq. (37) is approximated as:

Pw
n ≈

T2
s ∆Ω

A
wβπ

2Klid
. (38)

In Fig. 13 the Pw
n values as a function of Chl-a in Case-1 waters are computed using both

LiOC simulations and the analytical expression. Simulation runs are executed by tracing 5 · 105

rays for Chl-a<1, 8 · 105 rays for 1<Chl-a<10 and 106 for Chl-a>10 (with Chl-a in units of
mg m−3). The number of traced photons was determined to ensure a negligible effect of MC
simulation noise. Each simulation is repeated three times, and the lines and the error bars of
Fig. 13 represent the mean and the standard deviation of the three replicates. For the analytical
expression, βπ (depending on Chl-a) was calculated as in Morel et al. [53]. A minimum and a
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Fig. 13. Plot of Pw
n values as a function of Chl-a in the range 0.01 to 30 mg m−3 calculated

with LiOC (green) and with the analytical expression using Kd (blue) and c (red) as Klid.

maximum value of Klid was considered for each Chl-a concentration, corresponding to Kd and c
respectively.

Results show that when Chl-a increases from 0.01 to 30 mg m−3, the Pw
n value reduces from

about 1.2 · 10−13 to about 5 · 10−15. Admittedly, these comparison results could only prove that
the MC model had failed (i.e., if out of the expected range) but not its correctness under any
applicative condition and, indeed, if the lidar equation could be used to validate the MC model
fully, simulations would not be necessary. It is noted, however, that MC simulation results are
not only within the expected extremes, but they also display the correct tendency as a function of
the water turbidity, going from values approaching c at low Chl-a concentration to Kd at high
concentrations. This comparison then supports the consistency of MC simulations under the
assumptions adopted for the analytical expression.

4. Summary and concluding remarks

This work explored the feasibility of using the backscattered signal measured by ALADIN
ADM-Aeolus at 355 nm to address OC applications. To this end, the LiOC radiative transfer
tool has been developed to account for ALADIN instrumental characteristics, including the
emitting/observing geometry, and focus the analysis on the signal propagation at the sea surface
and in the water volume. The rationale for implementing this new simulation code is the lack of
an alternative model with all the features required for the specific ALADIN analysis.

LiOC relies on a semianalytic 3D MC approach for radiative transfer simulations in the marine
environment. The current version of the software includes the possibility of considering rays’
transmission/reflection at a rough sea surface, absorption and multiple scattering in the seawater
volumes, and reflection from the sea bottom. The inherent optical properties for ray tracing were
currently defined based on pure seawater, Chlorophyll, and a generic absorber. Optical properties
have been parametrized with algorithms/databases, which can be easily updated on demand.

The code modularity permits easy adaptation to other mission/lidar configurations and the
inclusion of additional components/radiative processes. In particular:

• detailed emission/reception geometry and acquisition properties for any instrumental
configuration can be easily simulated;
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• based on the availability of bio-optical properties, data from other wavelengths can be
considered;

• additional components (e.g., sediments) can be included;

• simulation of non-elastic processes (e.g., Raman, fluorescence) from water components
can be implemented, allowing, for example, the analysis of HSRL observations;

• fully polarized RT in the water can be taken into account besides that already implemented
for the sea surface, providing the availability of scattering matrices for each considered
component;

• interfaces with complementary tools to simulate the atmospheric path can be created,
allowing for the top-of-atmosphere (TOA) signal simulation.

A simplified simulation scenario has been adopted in this study, particularly regarding the
number of optical properties of each marine component and their spatial variability. Specifically,
LiOC simulations were performed in a homogeneous water column because ALADIN measure-
ments do not allow for resolving optical stratification in the ocean bin. Different backscattering
sources that can contribute to ALADIN measurements have been analyzed to identify favorable
conditions for OC applications. Results have shown that: 1) in oligotrophic waters (Chl-a= 0.01
mg m−3), reflection from the sea floor contributes to less than 1% of the signal starting from
a depth of 80 m, and 2) because of the slant illumination/collection geometry of ALADIN,
sea-surface reflectance contribution to the ground-bin signal is negligible for surface wind
intensity up to about 8 m s−1.

It is reported that these results were then exploited to design screening flags for the processing
of actual ALADIN observation and set a demonstrative framework for the inversion of ALADIN
measurements into OC products (details are presented in a companion paper). The present
work, instead, only focused on translating LiOC simulation results into a 3D LUT as a case
study to demonstrate the possibility of estimating the total absorption at 355 nm as a function
of the ALADIN measurements and Chl-a to be retrieved as ancillary information from an
independent source. The novelty of this approach is to consider the CDOM parameterization
only at a post-processing stage, which opens up opportunities for further development, such
as investigating alternative spectral models of aCDOM(λ). The capability to simulate ALADIN
measurements was analyzed by showing that LiOC results are within upper and lower boundaries
obtained through analytical models from the literature.

It is finally noted that this study was executed within the COLOR project of ESA. However,
research objectives and results meet the interests of other space programs, such as including
UV bands for OC remote sensing, as emphasized by the PACE mission of NASA. The study
findings are also helpful in paving the way for the exploitation of data from future programs
with similar characteristics, as ATLID-EarthCARE [69], and consolidating simulation tools
for designing new spaceborne lidar missions dedicated to studying marine properties as the
ASI-NASA CALIGOLA project.
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