
Evaluating Generative AI Incidents: An 
Exploratory Vignette Study on the Role of 

Trust, Attitude and AI Literacy 
 

Esther S. KOXa,b,1 and Beatrice BERETTA 
a 

a
 University of Twente, Enschede, The Netherlands 

b
 TNO, Soesterberg, The Netherlands 

ORCiD ID: Esther Kox https://orcid.org/0000-0002-2512-5665  

Abstract. Generative AI presents vast opportunities but also risks. Misuse, 
whether intentional or not, can lead to significant “real-world” consequences. We 
presented subjects (n=139) with five vignettes describing incidents involving 
generative AI. We explored the relationship between their level of AI literacy, 
attitude towards AI, trust in AI chatbots, and people’s reactions to the vignettes. 
Attitude and trust, measured before and after the vignettes, declined significantly. 
However, these changes as well as the reactions to the vignettes were unrelated to 
AI literacy. Yet, higher AI literacy was associated with more frequent use of AI 
chatbots, higher trust and more positive attitudes towards AI. So while AI literacy 
appeared to be related to the general perceptions and usage of generative AI, it was 
not linked to the evaluation of incidents involving generative AI. The implications 
for trust calibration and appropriate reliance are discussed.  
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1. Introduction 

Artificial Intelligence (AI) technology has revolutionized the way we handle 
information. Especially generative AI models (e.g., ChatGPT) are seen as one of the 
most disruptive technological breakthroughs in recent years [1,2]. Since its release end 
of 2022, ChatGPT, an AI chatbot developed by OpenAI, has gradually gained 
popularity and has changed how people perceive and interact with AI [3,4]. Models like 
ChatGPT are Large Language Models (LLMs); a type of AI designed to understand and 
generate language in a way that mimics human language processing abilities [5]. These 
models are trained using immense amounts of publicly available text from the internet, 
exposing the model to a wide range of topics, writing styles, and linguistic patterns [5], 
which enables them to capture the nuances of human language and to produce highly 
coherent and human-like responses [2,6,7]. These qualities make them perfect for 
conversational use and have contributed greatly to their popularity. Generative AI 
offers many potential and realized benefits for people, organizations and society in a 
wide range of sectors [2,8]. 
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However, the use of generative AI also carries several risks [2,6]. First, generative 
AI can produce harmful and inappropriate content (e.g., discriminative content, 
promotion of harmful ideologies) [2]. Both the model's training data and its lack of 
contextual understanding can lead it to generate content that is considered inappropriate 
or culturally insensitive. Second, generative AI can fabricate fictitious or erroneous 
content with a high level of plausibility [9]. In literature, this phenomenon is often 
referred to as “hallucination” or “confabulation” [10,11], but we will use the non-
anthropomorphic term fabrication [2,12]. Third, the increasing difficulty in 
determining the authenticity of information and media (e.g., Deepfake) [2]. Fourth, 
training data for algorithms often contain biases, unfairly favouring or disadvantaging 
certain individuals or groups, which can seep into the model's output, sustaining 
societal biases [1,2].   

These issues can cause a wide range of real-life consequences [6,13]. For example, 
biased algorithms can, when deployed and acted upon, exacerbate existing societal 
inequality. Also, if patients, for example, rely on fabricated information for medical 
advice, it could result in life-threatening situations [5,6,14]. Alternatively, the 
manipulation of audio-visual media can exacerbate the far-reaching effects of 
misinformation on social media., such as polarisation [15]. The possible instances of 
intentional and unintentional misuse are numerous [5]. To mitigate the risks and 
maximize the benefits associated with generative AI, people must understand how AI 
works and is applied, so that they can trust in and rely on it appropriately.  

1.1. Trust 

During interaction, people continuously adjust their level of trust in an artificial agent 
based on their ongoing interactions and experiences with the aim to align the perceived 
trustworthiness of an agent with their actual trustworthiness (i.e., trust calibration) [16]. 
Consistent with that objective, people are increasingly (made) aware of the fact that AI 
chatbots can provide misleading information that could harm user’s interests or well-
being (e.g., false medical, legal, or financial advice) [6]. For instance, OpenAI added a 
warning to ChatGPT’s main screen: “ChatGPT can make mistakes. Verify important 
information.”. Nevertheless people seem to trust in and rely on AI more than they 
should.  

Prior work shows how people are often misled by incorrect AI predictions and how 
they would, in some cases, make better decisions on their own [17,18]. Trusting false 
AI generated output can have major societal implications. For instance, a lawyer 
depended on ChatGPT to draft a motion replete with fabricated case law, because he 
“did not comprehend that ChatGPT could fabricate cases” [19] (see vignette 
‘Fabrication’, Table 1). People often tend to follow the advice of automation, without 
verifying it, because they consider a machine as infallible (i.e., automation bias) [7,20]. 
Adding a warning that ChatGPT can make mistakes is an attempt to prevent 
overreliance. However, the effect of the warning is likely to be nullified by the 
convincing and seemingly sophisticated output that ChatGPT generates. 

ChatGPT’s ability to generate highly coherent answers “can fool us into thinking 
that they understand more than they do” [21]. ChatGPT’s output seems highly plausible 
and intelligent, but lacks comprehension [22]. However, the human-like way of 
communicating triggers people’s tendency to attribute humanlike capabilities to non-
human entities (i.e., anthropomorphism) [23]. People tend to base their level of trust on 
attributed characteristics rather than on actual experiences with the agent itself [24], 
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creating a discrepancy between the perception and its actual capabilities [6]. As such, 
anthropomorphism can lead to misplaced trust and inappropriate reliance.  

Some scholars therefor argue that anthropomorphic features in the design of 
artificial agents should be avoided [17,24,25]. However, despite the potential risks, the 
human-like responses are exactly what contributed to the success and ease-of-use of AI 
chatbots. But not all people are equally susceptible to anthropomorphic cues [23,26]. 
Researchers have proposed that people who lack AI literacy tend to anthropomorphize 
AI-agents more [6]. People with a limited understanding of AI may more easily fall for 
the illusion of intelligence and overestimate it based on superficial interactions. 
Increasing people’s AI literacy could mitigate the risks associated with 
anthropomorphic design, while holding on to its benefits.  

1.2. AI literacy 

AI literacy is defined as a broad set of skills that enable individuals to recognize 
everyday applications of AI, know the basic functions of AI and understand how to use 
AI effectively in daily life [27]. For many, AI is still a “black box” with difficult to 
determine opportunities and risks [28]. AI literacy enables individuals to make 
informed decisions about AI [29] and help people to gauge when it is appropriate to 
rely on it [8]. For example, research shows that clinicians with higher AI literacy were 
less likely to rely on incorrect medical AI recommendations than clinicians with lower 
AI literacy [18]. AI literacy is thought to counter biases that are known to interfere with 
accurate trust calibration, appropriate reliance and effective decision-making (e.g., 
anthropomorphism, automation bias). As such, understanding AI’s strengths and 
weaknesses is deemed crucial for mitigating instances of misuse and deception like 
mentioned earlier [6,16,30]. More research is needed to determine how AI literacy 
affects people’s trust in, attitude towards and perceptions of AI across different 
contexts. 

1.3. Current study 

The aim of this study was to explore how people respond to scenario’s describing 
incidents involving generative AI and whether these responses are influenced by an 
individual’s level of AI literacy. It was expected that trust in and attitudes towards AI of 
people with higher level of AI literacy would be less affected by the vignettes in 
comparison to people with lower AI literacy. This stems from the idea that higher AI 
literacy results in more insight into AI associated risks and the consequences described 
in the scenarios and thus a more grounded and robust level of trust.  

2. Method 

2.1. Participants and design 

In this non-experimental exploratory questionnaire study, we presented 139 subjects, 
ages ranged from 18 to 65 years old (M = 32.74, SD = 13.17), with five vignettes 
describing incidents involving generative AI (Table 1). We examined potential 
correlations between an individual’s AI literacy, attitude towards AI, trust in AI 
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chatbots, and their reactions to the vignettes (see 2.4). Attitude and trust were measured 
before and after the vignettes. Ethical approval was attained from the Ethics Committee 
of University of Twente’s Behavioural, Management and Social Sciences’ (BMS) 
faculty. A diverse group was gathered through voluntary sampling techniques via online 
platforms, such as Survey Circle and the university’s SONA system. A total of 185 
individuals initially participated, but our final dataset comprised 139 participants due to 
incomplete responses and exclusions. Specifically, 33 were incomplete, four were 
excluded for a completion time under 5 minutes, and nine were excluded for 
unfamiliarity with AI chatbots.  

Table 1. The five vignettes presented in the study.  

Type Vignette Source 
Harmful 
content 

An organization that supports people with eating disorders introduced an AI chatbot as a 
tool that could offer prevention strategies for people with eating disorders, such as 
anorexia and bulimia. However recently, users started sharing screenshots of their 
experience with the chatbot via social media. They reported that the bot provided 
harmful advice, recommending weight loss, counting calories, and measuring body fat; 
behaviours that could potentially exacerbate eating disorders. Patients, families, doctors 
and other experts on eating disorders were left stunned and bewildered about how a 
chatbot designed to help people with eating disorders could end up dispensing diet tips 
instead. 

[31] 

Inappropriate 
content 

A public transport company wanted to create a funny commercial. It decides to 
commission an advertisement from an AI marketing system that uses a play on the word 
riding. The resulting ad, Figure 1, causes shock and outrage among members of the 
public. 

[32] 

Fabrication of 
sources 

A lawyer at a respected firm used an AI chatbot to find historic cases relevant to his 
client’s lawsuit. The chatbot came up with a list of twelve cases. Later in court it turns 
out that the chatbots findings were completely made up. Court documents show that half 
of the submitted cases appear to be bogus judicial decisions with bogus quotes and bogus 
internal citations. 

[19,33] 

Plagiarism A record label hired an AI songwriter to write lyrics for famous musicians. The AI 
songwriter has written lyrics for dozens of songs in the past year. However, a journalist 
later discovers that the AI songwriter has been plagiarizing lyrics from lesser-known 
artists. Many artists are outraged when they learn about the news. 

[32] 

Bias To improve their admission process, a university began using a new AI machine-learning 
system to help make decisions about who gets into its Ph.D. program - and who doesn’t. 
The algorithm evaluates grades, test scores, and recommendation letters of applicants. An 
audit revealed that the new algorithm is biased against minority applicants. Critics 
concerned about diversity, equity and fairness in admissions are angry and say the system 
exacerbates existing inequality in the field. 

[32,34] 

2.2 Task and procedure 

Data was gathered via the online survey platform Qualtrics. Participants were first 
presented with information about the study and an informed consent form. Upon 
agreeing to participate, demographics, experience with AI chatbots, AI literacy, Trust 
and Attitude were administered (see 2.4). After that, participants were presented with 
five vignettes. The vignettes were introduced with the text: “In the next section you 
will be presented with a series of scenario's about different applications of and actions 
by AI. Please read the scenario's carefully and answer the questions.”. After each 
vignette, their perceptions about the actions described in the vignette were assessed. 
The order of the five vignettes was randomized between participants. After the 
vignettes, Trust in AI Chatbots and Attitude towards AI were measured again. Finally, 

E.S. Kox and B. Beretta / Evaluating Generative AI Incidents 191



we inquired about their intentions to continue using AI chatbots. Two vignettes (i.e., 
Inappropriate content and Plagiarism) were hypothetical and adopted from [32]. Two 
vignettes (i.e., Harmful content and Fabrication of Sources) were based on recent news 
articles. The final vignette (i.e. Bias) was a combination of both.  
 

 
Figure 1. Picture shown with the Inappropriate content vignette (from [32]) 

2.3 Measures 

Experience with AI chatbots. Participants were asked if they knew AI chatbots (e.g. 
ChatGPT) (yes; no) and if yes, if they have used it and if so, how often they use it 
(never, once a year, once a month, almost every day) [35]. 

AI literacy was measured the MAILS - Meta AI Literacy Scale [36] (Cronbach’s α 
= 0.94), consisting of four subscales: Use & Apply AI (“I can use AI applications to 
make my everyday life easier.”) (α = 0.96); Know & understand AI (e.g. “I can assess 
what the limitations and opportunities of using AI are.”) (α = 0.96); Detect AI (e.g., “I 
can tell if I am dealing with an application based on AI.”) (α = 0.86); and AI Ethics 
(e.g., “I can incorporate ethical considerations when deciding whether to use data 
provided by an AI.”) (α = 0.88). Participants rated their own abilities on 18-items on a 
scale from 0 (i.e., hardly or not at all pronounced) to 10 (i.e., very well or almost 
perfectly pronounced). All subscales demonstrated strong internal consistency, as 
indicated by Cronbach's alpha coefficients. 

Trust in AI Chatbots was measured using the 12-item human-computer trust scale 
[37] (e.g., “I think that AI Chatbots perform their role as personal assistant very well”) 
(prior: α = 0.78, post: α = 0.95). Participants rated their accordance with the statements 
on a 5-point Likert scale ranging from “Strongly disagree” to “Strongly agree”. 

Attitude towards AI was measured with four items [32]. Participants were first 
asked how they weighed the potential risks and benefits of AI and then to rate their 
accordance with three statements “AI makes me feel… worried/ hopeful/ angry” on a 
6-point scale (i.e., No; Yes, just a little; Yes, slightly; Yes, moderately; Yes, quite; Yes, 
very). In our analysis, the variable ‘Attitude towards AI’ represents the calculated mean 
of the scores on the latter three items, where worried and angry are reversed so that a 
higher score represents a more positive attitude. The ordinal item about the weighed 
risks and benefits was analysed separately.  

Perceptions consisted of four items. Participants rated how surprising / harmful / 
morally wrong / emotionally distressing they found the described actions in the 
vignette, on a 5-point Likert scale ranging from “None at all” to “A great deal”. In our 
analysis, the aggregated variable ‘Perception’ represents the calculated mean of how 
harmful, morally wrong and emotionally distressing they found the described action. 
The surprising item was not included in the aggregated measure since it does not gauge 
an affective response. It was included to assess participants' familiarity with the 
examples. 
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Lastly, continuance intention was measured with two items: “I plan to keep using 
AI chatbots” and “I want to continue using AI chatbots” on a 5-point Likert scale 
ranging from “Strongly disagree” to “Strongly agree”. (not applicable option was 
available). [38]. 

3. Results 

3.1. Descriptives 

Descriptives per variable are shown in Table 2. The matrix also shows that (1) AI 
literacy (var 7 to 11) is not correlated with the perceptions of the vignettes (var 12 to 
16), (2) AI literacy (total, var 11), frequency of use, trust in AI chatbots, attitude 
towards AI and continuance intentions are all positively correlated, (3) age is not 
correlated with AI literacy.  

 
Table 2. Correlation matrix showing Pearson’s correlation coefficient (r) including Means (M) and 

Standard Deviations (SD) per variable. 
 

3.2. Trust & Attitude before and after 

A paired-samples t-test revealed a significant difference between Trust in AI 
Chatbots before (M1 = 2.76, SD1 = 0.56) and after (M2 = 2.57, SD2 = 0.64) the 
vignettes, t(138) = 6.00, p < .001. A Cohen's d of 0.38 suggests a medium-sized effect. 

A paired-samples t-test revealed a significant difference between Attitude towards 
AI before (M1 = 3.71, SD1 = 0.69) and after (M2 = 3.49, SD2 = 0.74) exposure to the 
vignettes, t(138) = 5.70, p < .001. A Cohen's d of 0.47 suggests a medium-sized effect. 

   M SD 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17  
1 Age 32.7  13.2 -.19* .01 .06 -.10 .03 -.09 .20* .11 .14 .09 -.03 -.00 -.03 -.29** -.20* .01  
2 Freq. of use 3.42 1.14 1 .27** .32** .22* .21* .60** .18* .15 -.01 .37** -.06 -.09 -.17 -.05 .02 .55**  
3 Trust (prior) 2.76 0.56  1 .81** .50** .45** .40** .17* .22** -.04 .29** -.13 -.11 -.18* -.21* -.13 .38**  
4 Trust (post) 2.57 0.64   1 .50** .51** .43** .16 .23** -.04 .30** -.08 -.05 -.14 -.27** -.18* .44**  
5 Attitude (prior) 3.71 0.69    1 .79** .35** .17* .18* -.08 .25** -.11 -.05 -.06 -.12 -.08 .40**  
6 Attitude (post) 3.49 0.74     1 .32** .16 .22* -.06 .24** -.17* -.18* -.15 -.23** -.18* .49**  
7 AI lit. (apply) 5.45 2.45      1 .46** .42** .26** .78** -.10 -.14 -.11 -.07 -.07 .46**  
8 AI lit. (know) 6.09 2.10       1 .61** .69** .87** -.11 -.07 -.05 -.11 -.14 .18*  
9 AI lit. (detect) 5.49 2.21        1 .56** .75** .03 .02 -.02 .01 -.05 .16  
10 AI lit. (ethics) 5.82 2.17         1 .71** .02 .04 .09 .04 .03 .01  
11 AI lit. (total) 5.73 1.78          1 -.08 -.08 -.06 -.07 -.09 .31**  
12 Perc. Plagiarism 3.53 0.98           1 .37** .57** .53** .67** -.05  
13 Perc. Inappropriate 3.27 1.20            1 .38** .39** .34** -.05  
14 Perc. Fabrication 3.74 0.91             1 .60** .52** -.04  
15 Perc. Harmful 3.94 0.95              1 .67** -.12  
16 Perc. Bias 3.96 0.91               1 .01  
17 Cont. intention  3.97 0.94                1  
 * Correlation is significant at the 0.05 level (2-tailed).  
 ** Correlation is significant at the 0.01 level (2-tailed).  
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To explore whether differences in trust and attitude prior and post exposure to the 
vignettes were related to an individual’s AI literacy, the respective differences (deltas) 
between the two measurement points (i.e., pre and post vignettes) of Trust and Attitude 
(e.g., Trustpost –Trustpre) were calculated as measures of observed change. Then, we 
calculated the correlations between AI literacy (total) and the two delta values (i.e., 
∆Trust, ∆Attitude).  The correlation between ∆Trust and AI literacy was non-
significant, r(139) = 0.09, p = .319. The correlation between ∆ Attitude and AI literacy 
was also non-significant, r(139) = 0.01, p = .877. This suggests no relation between AI 
literacy and the change in Trust and Attitude before and after exposure to the vignettes. 

3.3. Perceptions & AI literacy 

Finally, Pearson’s correlation coefficients were calculated between the subscales of the 
AI literacy questionnaire and the separate perception items per vignette (i.e., 
Surprising, Harmful, Morally wrong, Emotionally distressing). Most correlations were 
non-significant. However, four perceptions were weakly negatively correlated with the 
“Know & Understand” subscale of AI literacy, namely Morally Wrong in Plagiarism 
(r(139) = -.17, p = .041), Surprising (r(139) = -.21, p = .013) and Harmful (r = -.17, p = 
.045) in Inappropriate content and Morally Wrong in Bias (r(139) = -.17, p = .040). 
One perception (i.e., Surprise in Harmful content) was negatively correlated with the 
“AI Ethics” subscale (r(139) = -.19, p = .026).   

4. Discussion 

In line with prior findings, our results showed that higher AI literacy was associated 
with higher trust and a more positive attitude towards AI [8]. These factors were further 
linked to higher frequency of use and increased intentions for continued use. Given the 
correlational nature of our study, we remain uncertain about cause and effect, as well as 
possible bidirectional causal relationships. People with higher trust might use AI more, 
but frequent use might also foster trust. Also, people who see the benefits of AI are 
more likely to use it and try to comprehend it, thereby increasing their AI literacy. Also, 
Yet, learning more about AI can also foster a more positive attitude towards it. The 
positive correlation between AI literacy and attitude and trust can also be seen as 
somewhat surprising, as some have proposed AI literacy as the antidote for 
overreliance [18,39]. However, people with higher AI literacy might have a positive 
and trustful perception of AI; yet largely based on knowledge and experience, rather 
than grounded on gut feeling and biases. As such, promoting AI literacy is still seen as 
a means to ensure calibrated trust. Further research is needed to provide more clarity on 
which variable influences the other and the potential effect of third variables. 

Further, AI literacy was unrelated to ones affective responses to incidents with AI. 
First, AI literacy was unrelated to how morally wrong, harmful, or emotionally 
distressing people found the incidents described in the vignettes. Second, the reductions 
in trust and attitude were also unrelated to AI literacy. How people evaluated the 
incidents may be more closely linked to how people perceive (moral) incidents in 
general, also those not involving AI. For instance, the extent to which people might 
find copyright infringement or discriminatory biased decision-making (as described in 
some of the vignettes) morally wrong, harmful or emotionally distressing has perhaps 
more to do with ones general norms and values than with their level of AI literacy.  
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We did observe significant relations between the AI literacy subscales and 
perceptions separately. Notably, “Know & Understand AI” was negatively correlated 
with some of the perceptions of the described incidents, suggesting that, in some cases, 
understanding the limitations and opportunities of using AI was associated with a 
somewhat milder response to the incidents. However, for the most part, understanding 
that and how such incidents can occur on a cognitive level did not inherently lead to 
greater forgiveness for the resulting damage.  

While unrelated to AI literacy, the reductions in trust and attitude after the 
vignettes do indicate that showing the possible disadvantageous outcomes of using 
generative AI has a significant effect on how people perceive AI. People generally 
adapt and aim to calibrate their level of trust as they learn more about artificial agents. 
As this fairly new technology emerges and spreads in society, people will continuously 
learn about its capabilities and limitations across different context and adjust their trust 
and reliance accordingly. Fostering a calibrated level of trust is crucial to minimize the 
risks and to maximize the benefits of new technology [16,40,41]. 

4.1. Limitations & future research 

One limitation of this study is that the perception measure (i.e., how do you perceive 
the described actions in the vignette?) did not differentiate between the main actor and 
the AI system. Participants may have answered with the main actor in mind rather than 
the AI system, what would explain the lack of coherence between these perceptions and 
AI literacy. Second, we used a self-reported AI literacy that covered a wide a range of 
skills [36,42]. However, its main focus was on cognitive and ethical aspects and less on 
people’s attitudinal characteristics to learn AI [43]. Attitudinal aspects might better 
explain people’s affective responses to AI incidents. Future studies including attitudinal 
aspects of AI literacy as well as potential differences between AI literacy performance 
and self-reported AI literacy would be worthwhile. Also, in future research we would 
include perceived anthropomorphism. Researchers have suggested a link between AI 
literacy with the tendency to anthropomorphize artificial agents [6]. Further 
investigations are needed to study the link between AI literacy and the perceived 
anthropomorphism of AI chatbots.  

4.2. Conclusion 

Instances of intentional and unintentional misuse of generative AI indicate that many 
people lack a thorough understanding of its limitations in particular [19]. Half of our 
vignettes, describing incidents involving generative AI with societal implications, were 
based on recent news articles, highlighting the urgency of this issue. AI literacy is seen 
as a prerequisite for people’s ability to determine when it is appropriate to trust in and 
rely on generative AI [28], which can help minimize the risks of this promising new 
technology. The present study has gone some way towards enhancing our 
understanding of how AI literacy is related to people’s trust in, attitude towards and 
perceptions of AI across different contexts. While AI literacy appeared to be related to 
the general perceptions and usage of generative AI, it was not linked to the evaluation 
of incidents involving generative AI. Yet, we found that participants’ attitudes towards 
AI and trust in AI chatbots declined significantly after reading the vignettes. This 
suggests that informing people about the possible disadvantageous outcomes of using 
generative AI can change how people perceive and trust AI. 
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