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Differences in misinformation sharing can 
lead to politically asymmetric sanctions

Mohsen Mosleh1,2,3, Qi Yang4, Tauhid Zaman5, Gordon Pennycook6 & David G. Rand3,4,7 ✉

In response to intense pressure, technology companies have enacted policies to 
combat misinformation1–4. The enforcement of these policies has, however, led to 
technology companies being regularly accused of political bias5–7. We argue that 
differential sharing of misinformation by people identifying with different political 
groups8–15 could lead to political asymmetries in enforcement, even by unbiased 
policies. We first analysed 9,000 politically active Twitter users during the US 2020 
presidential election. Although users estimated to be pro-Trump/conservative  
were indeed substantially more likely to be suspended than those estimated to be 
pro-Biden/liberal, users who were pro-Trump/conservative also shared far more links 
to various sets of low-quality news sites—even when news quality was determined by 
politically balanced groups of laypeople, or groups of only Republican laypeople—
and had higher estimated likelihoods of being bots. We find similar associations 
between stated or inferred conservatism and low-quality news sharing (on the basis  
of both expert and politically balanced layperson ratings) in 7 other datasets of 
sharing from Twitter, Facebook and survey experiments, spanning 2016 to 2023  
and including data from 16 different countries. Thus, even under politically neutral 
anti-misinformation policies, political asymmetries in enforcement should be 
expected. Political imbalance in enforcement need not imply bias on the part of  
social media companies implementing anti-misinformation policies.

Mass communication is a central feature of modern life, with social 
media having an increasingly important role in the global distribu-
tion and consumption of information16. This increase in importance 
has been accompanied by increased concern about the part played 
by social media in the spread of misinformation. For example, both 
liberals and conservatives in the USA believe technology companies 
should take action against misinformation17,18, as do many people 
across European Union member countries19. In response, social media 
companies have implemented a wide range of anti-misinformation 
policies in recent years, such as removing or flagging posts deemed 
to be false by professional fact-checkers20–22 or platform users23,24, 
using ranking algorithms to reduce the likelihood that users see 
potentially inaccurate posts22,25 and suspending users who spread 
misinformation3,26,27.

These policies, however, have often led to social media companies 
being accused of political bias in their choices about who and what to 
take action against. In the USA, for example, it has been claimed that 
conservatives and Republicans are purposefully targeted for enforce-
ment because of their political orientation7 (for example, when Donald 
Trump said that Twitter “totally silences conservatives’ voices”5, or 
when Representative Jim Jordan charged that academics, social media 
platforms and the government colluded to censor conservatives28). 
Accordingly, many social media companies are also very concerned 
about being perceived as having an anti-conservative bias29, and such 

concerns may sway the decision-making of such companies. Con-
cerns of bias against conservatives also contributed to Elon Musk’s 
decision to purchase Twitter in 2022 (ref. 30) and to roll back various 
anti-misinformation policies (such as reinstating many suspended 
users)31,32.

Here, we critically examine these allegations of biased treatment. Our 
argument rests on the following logic: partisan asymmetries in behav-
iour can lead to partisan asymmetries in treatment, even when the pol-
icy is politically neutral and unbiased. For example, if dog-lovers share 
more misinformation than cat-lovers, we would expect more dog-lovers 
than cat-lovers to get suspended by social media companies— 
and would not interpret such a pattern as reflecting bias against 
dog-lovers.

The same is true when it comes to politics. As we will show here, there 
is clear evidence of a political asymmetry in misinformation sharing 
among social media users in the USA—and, crucially, we will use evalu-
ations by politically balanced groups of laypeople to show that this 
asymmetry cannot be easily attributed to partisan bias on the part of 
those determining what counts as misinformation. Such asymmetries 
in sharing do not necessarily imply psychological asymmetries in sus-
ceptibility to misinformation, but could instead arise from factors 
such as asymmetries in exposure to misinformation (for example, 
from political elites13,33). Whatever their source, these asymmetries 
in behaviour mean that differential treatment of those on one versus 
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the other side of the aisle does not on its own constitute evidence of 
political bias on the part of social media companies.

Twitter suspensions after the 2020 election
We begin to shed new empirical light on this issue by taking a specific 
social media policy choice that has drawn intense criticism as a case 
study: Twitter’s suspension of users following the 2020 US presidential 
election. Specifically, in October 2020 we identified 100,000 Twitter 
users who shared hashtags related to the US presidential election, 
and randomly sampled 4,500 of those users who shared at least one 
#VoteBidenHarris2020 hashtag and 4,500 who shared at least one 
#Trump2020 hashtag. We used each user’s data from that pre-election 
time period to quantify their tendency to share low-quality news (as 
well as numerous other potentially relevant characteristics), and then 
checked 9 months later (after the election season) to determine which 
users had been suspended by Twitter (for details, see the Methods; data 
and code are available at https://osf.io/a2t7d/). These data allow us to 
make several contributions to policy discussions around political bias 
and anti-misinformation efforts.

First, accusations of political bias are based largely on anecdotes or 
salient unique cases, such as the suspension of former President Donald 
Trump. Our data allow us to evaluate these claims more systematically. 
Indeed, we find that accounts that had shared #Trump2020 during 
the election were 4.4 times more likely to have been subsequently sus-
pended than those that shared #VoteBidenHarris2020 (χ2(1) = 486.9, 
P < 0.0001). Specifically, whereas only 4.5% of the users who shared 
Biden hashtags had been suspended as of July 2021, 19.6% of the users 
who shared Trump hashtags had been suspended.

Critically, however, this association does not necessarily indicate a 
causal effect of a user’s politics on suspension—because of the poten-
tial for political orientation to be confounded with the tendency to 
share misinformation (or to engage in other sanctioned behaviours). 
Indeed, previous work has found consistent evidence of a partisan 
asymmetry in misinformation sharing: links to websites that journal-
ists and fact-checkers deemed to be low-quality ‘fake news’ sites were 
shared much more by conservatives than liberals on Facebook dur-
ing the 2016 election11 and the 2020 election34, and on Twitter during 
the 2016 election12 and during Donald Trump’s first impeachment35; 
conservatives on Twitter were much more likely to follow elites that 
made claims fact-checkers rated as false compared with Democrats13; 
Republican-oriented images on Facebook were much more likely to be 
rated as misleading than Democratic-oriented images36; and survey 
experiments that present participants with politically balanced sets 
of headlines (removing the supply-side confound present in many 
observational studies) typically find that conservatives indicate 
higher sharing intentions for articles deemed to be false by profes-
sional fact-checkers than liberals8,9. Furthermore, this association is 
not limited to the USA. For example, a survey experiment conducted 
in 16 countries found widespread cross-cultural evidence of conserva-
tives sharing more unambiguously false claims about COVID-19 than 
liberals37; and an examination of Twitter data found that conservative 
political elites shared links to lower-quality news sites than liberal politi-
cal elites in the USA, Germany and the UK33. These observed differences 
in behaviour have clear implications for differences in treatment by 
social media platforms.

Low-quality news sharing on Twitter
We therefore also examined how the political orientation of the users 
in our study related to their sharing of links to low-quality news sites 
in October 2020. We find a similar pattern to past work in our dataset: 
people who used Trump hashtags shared news from domains that 
were on average rated as significantly less trustworthy than people 
who used Biden hashtags. For example, using trustworthiness ratings 

of 60 news domains (the 20 highest volume sites within each cate-
gory of mainstream, hyper-partisan and fake news, as determined 
by fact-checkers and journalists; see Table 1 for a list of the domains 
used and ref. 38 for details) from 8 professional fact-checkers38, 
the average quality of domains shared by people who used Trump 
hashtags was 2.52 s.d. lower than people who used Biden hashtags 
(t-test, t(8,943) = 1.2 × 102, P < 0.0001; Fig. 1a). We find equivalent results 
when using a set of 283 domains rated by Ad Fontes Media, Inc. (http://
adfontesmedia.com; d = 2.16, t(8,996) = 1.0 × 102, P < 0.0001), 3,216 
domains rated by Media Bias/Fact Check (http://mediabiasfactcheck.
com; d = 2.06, t(8,997) = 97.6, P < 0.0001) and 4,767 domains rated 
by aggregating ratings from various fact-checkers and academics33 
(d = 2.16, t(8,997) = 1.0 × 102, P < 0.0001) (Extended Data Fig. 1). For 
further details, see the Methods.

These results, however, rely on journalists and professional fact- 
checkers to determine what counts as misinformation. Thus, it is pos-
sible that conservatives are found to share more misinformation not 
because of a true underlying difference in misinformation sharing, but 
simply because the misinformation evaluators have a liberal bias. To 
evaluate this possibility, we ask whether a similar pattern of results is 
observed when using evaluations that are designed to minimize the 
chance of political bias: trustworthiness ratings generated by politi-
cally balanced groups of laypeople. Specifically, we use ratings from 
a pre-registered study38 in which n = 970 demographically representa-
tive (quota-sampled) laypeople from the USA indicated how much 
they trusted each of the 60 news outlets in Table 1 using a 5-point 
Likert scale, as well as indicating their preference for the Democratic 
versus Republican party (6-point Likert scale, with no independent/
neutral midpoint; ratings are similar when using party identification 
and excluding independents38). For each outlet, we then calculated 
politically balanced layperson ratings by calculating the average trust 
among people who indicated they preferred the Democrats, and the 
average trust among people who indicated they preferred the Repub-
licans, and then averaging those two average ratings. Thus, we gave 
the ratings of people who preferred the Democrats versus Republicans 
equal weight when constructing our laypeople ratings, and as a result 
these laypeople ratings cannot reasonably be accused of having liberal 
bias. See the Methods for further details, and Table 1 for the politically 
balanced crowd ratings for each domain.

Critically, this unbiased measure produces similar results to those 
described above using professional fact-checker ratings: when using 
the ratings of a politically balanced group of laypeople, the aver-
age quality of domains shared by people who used Trump hashtags 
was 2.17 s.d. lower than people who used Biden hashtags (t-test, 
t(8,943) = 1.0 × 102, P < 0.0001; Fig. 1b). Even when creating a purpose-
fully right-biased quality measure by only using the trustworthiness 
ratings of Republican laypeople, we still find a qualitatively similar pat-
tern: the average quality of domains shared by people who used Trump 
hashtags was 1.29 s.d. lower than people who used Biden hashtags 
(t(8,943) = 61.1, P < 0.0001; Extended Data Fig. 1). To further contex-
tualize the magnitude of this difference, we discretize our politically 
balanced layperson quality ratings to classify each of the 60 rated 
domains as low versus high quality (Extended Data Fig. 2), and find 
that the median Trump hashtag poster shared four times more links 
to low-quality websites compared with the median Biden hashtag  
poster.

Our findings are not unique to the use of Biden versus Trump hashtags 
to classify users’ political orientation: we find high correlations between 
sharing lower-quality news sources and conservative ideology as esti-
mated on the basis of the Twitter accounts the users follow39 or the news 
sites that the users share12,40 (expert ratings, 0.73 < r < 0.88 depending 
on partisanship/ideology measure, P < 0.001 for all; politically balanced 
layperson ratings, 0.73 < r < 0.82 depending on partisanship/ideol-
ogy measure, P < 0.001 for all; see the Methods for methodological  
details).

https://osf.io/a2t7d/
http://adfontesmedia.com
http://adfontesmedia.com
http://mediabiasfactcheck.com
http://mediabiasfactcheck.com
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Broad asymmetries in news sharing quality
This pattern also extends beyond the particular setting of Twitter 
users during the 2020 election. Across 7 extra datasets, we evaluate 
the correlation between the average quality of news sources shared 
(using the set of 60 news sites in Table 1) and political orientation. We 
find a significant negative relationship of shared news quality and 
conservatism when examining YouGov respondents’ on-platform 
Facebook sharing in 2016 (ref. 11) (fact-checker ratings, r(757) = 0.33, 
P < 0.0001; politically balanced layperson ratings, r(757) = 0.21, 
P < 0.0001), Prolific respondents’ on-platform Twitter sharing in 2018 
(ref. 41) (fact-checker ratings, r(592) = 0.17, P < 0.0001; politically bal-
anced layperson ratings, r(592) = 0.16, P < 0.0001) and 2020 (ref. 41) 
(fact-checker ratings, r(377) = 0.27, P < 0.0001; politically balanced 
layperson ratings, r(377) = 0.20, P < 0.0001), and the on-platform 
sharing of Twitter users sampled in various ways in 2021 (ref. 13) 
(fact-checker ratings, r(3,068) = 0.57, P < 0.0001; politically balanced 
layperson ratings (r(3,068) = 0.40, P < 0.0001), 2022 (fact-checker 
ratings, r(4,038) = 0.40, P < 0.0001; politically balanced layperson 
ratings, r(4,038) = 0.20, P < 0.0001) and 2023 (fact-checker ratings, 
r(4,404) = 0.28, P < 0.0001; politically balanced layperson ratings, 
r(4,404) = 0.14, P < 0.0001) (Fig. 1d). For methodological details, see 
the Methods; for further analyses, see Supplementary Information 
section 3.

For reasons of tractability, these analyses of posts shared on social 
media follow the common practice of using domain-level quality 
ratings as a proxy for information quality rather than examining the 
actual information contained in each individual post (on the basis of the 
premise that low-quality news outlets are more likely to publish claims 
that are false or misleading; see Box 1 for a more detailed discussion 

regarding different ways of measuring misinformation sharing). Impor-
tantly, however, two further analyses of the sharing of posts that spe-
cifically contain inaccurate information also find a similar pattern. The 
first analysis examines the sharing on Twitter of URLs deemed to be 
inaccurate by either professional fact-checkers or politically balanced 
layperson ratings, and estimates users’ ideology on the basis of the 
ideological leaning of the accounts they followed39. Users estimated to 
be conservative shared significantly more inaccurate URLs than users 
estimated to be liberal (Wilcoxon signed-rank test, z = 6.641, P < 0.0001 
for fact-checker ratings, b = 0.654, P < 0.0001 for layperson ratings; 
Fig. 2a,b). For methodological details, see the Methods; for further 
analyses, see Supplementary Information section 3.6 and Extended 
Data Fig. 3. The second analysis examines a large-scale survey experi-
ment in which participants from 16 countries reported their sharing 
intentions for a series of COVID-19-related claims (eliminating poten-
tial exposure confounds, and presented without source attribution), 
and conservatism was determined on the basis of responses to two 
questions about economic conservatism versus liberalism10. Once 
again, there was a significant correlation between conservatism and 
average sharing intentions for inaccurate claims (USA: fact-checker 
ratings, r(439) = 0.11, P = 0.027; politically balanced layperson ratings, 
r(439) = 0.10, P = 0.029; across all 16 countries: fact-checker ratings, 
r(7,577) = 0.06, P < 0.0001; politically balanced layperson ratings, 
r(7,577) = 0.05, P = 0.0001; Fig. 2c,d). For methodological details, see 
the Methods; for further analyses, see Supplementary Information 
section 3.7.

Together, these data indicate a consistent pattern whereby conserva-
tive or Republican-leaning social media users share more low-quality 
information—as evaluated by fact-checkers or politically balanced 
groups of laypeople, and be it judged on the basis of domain-level 

Table 1 | Set of 60 news site quality scores generated by trustworthiness ratings from 8 professional fact-checkers and from 
averaging the trustworthiness ratings of Democrats and Republicans to create politically balanced trustworthiness ratings 
from 970 laypeople

Mainstream Hyper-partisan Fake news

Domain Fact-checker 
rating

Politically 
balanced 
layperson 
rating

Domain Fact-checker 
rating

Politically 
balanced 
layperson 
rating

Domain Fact-checker 
rating

Politically 
balanced 
layperson 
rating

abcnews.go.com 0.56 0.45 activepost.com 0 0.2 americannews.com 0 0.22

aol.com/news 0.41 0.35 antiwar.com 0 0.18 angrypatriotmovement.com 0 0.18

bbc.co.uk 0.81 0.38 blacklistednews.com 0 0.18 bb4sp.com 0 0.18

bostonglobe.com 0.75 0.33 breitbart.com 0.16 0.22 beforeitsnews.com 0 0.19

cbsnews.com 0.66 0.48 commondreams.org 0.03 0.18 channel24news.com 0.06 0.25

chicagotribune.com 0.53 0.38 conservativetribune.com 0.03 0.24 clashdaily.com 0 0.18

cnn.com 0.84 0.47 crooksandliars.com 0.13 0.18 conservativedailypost.com 0 0.23

dailymail.co.uk 0.44 0.3 dailycaller.com 0.13 0.21 dailybuzzlive.com 0 0.24

foxnews.com 0.44 0.45 dailykos.com 0.16 0.2 downtrend.com 0 0.19

huffingtonpost.com 0.47 0.41 dailysignal.com 0 0.2 freedomdaily.com 0.03 0.2

latimes.com 0.75 0.33 dailywire.com 0.16 0.25 newsbreakshere.com 0 0.19

msnbc.com 0.66 0.44 ijr.com 0.09 0.19 notallowedto.com 0 0.17

news.yahoo.com 0.59 0.4 infowars.com 0.03 0.21 now8news.com 0 0.2

nydailynews.com 0.34 0.33 newsmax.com 0.13 0.23 onepoliticalplaza.com 0 0.19

nypost.com 0.38 0.38 patriotpost.us 0 0.21 react365.com 0 0.17

nytimes.com 0.91 0.45 rawstory.com 0.09 0.19 realnewsrightnow.com 0 0.21

sfchronicle.com 0.59 0.26 redstate.com 0.06 0.2 socialeverythings.com 0 0.18

usatoday.com 0.66 0.45 thedailysheeple.com 0.09 0.18 thenewyorkevening.com 0 0.24

washingtonpost.com 0.91 0.45 thepoliticalinsider.com 0.03 0.22 whatdoesitmean.com 0 0.19

wsj.com 0.72 0.34 westernjournal.com 0.06 0.22 yournewswire.com 0.06 0.19

See ref. 38 for details. These scores indicate quality, such that higher values indicate higher quality. To generate the low quality news site sharing scores used in our analyses, these quality 
scores are subtracted from 1 (to transform quality scores into low quality scores).
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or post-level ratings—than liberal or Democratic-leaning users. That 
being said, of course, it is important to keep in mind that people who 
share content on social media are not representative of the general 
public, and therefore the consistent pattern we observe here does not 
necessarily generalize to comparisons of the average liberal versus 
conservative or Democrat versus Republican; and that the pattern 
that we observe in these data may be different at other points in time. 
Our data are also agnostic regarding the extent to which conservatives 
share more misinformation because they are more psychologically 
inclined to do so, versus simply being exposed to more misinformation 
(for example, because, at least during the study period, conservative 
elites share more misinformation than liberal elites13,33).

News sharing can help explain suspension
Returning to our dataset of Twitter suspensions during the 2020 elec-
tion, the political asymmetry in sharing low-quality information that 
we observe may therefore help to explain the apparent preferential 
suspension of right-leaning users. When we calculate the area under the 
curve (AUC, which captures accuracy while accounting for differences 
in base rates and is a standard metric of model performance in fields 
such as machine learning42), the various measures of sharing low-quality 
news predict suspension (0.68 < AUC < 0.72) to a similar degree as the 
various partisanship and ideology measures (0.67 < AUC < 0.71) (Fig. 3a) 
(no significant difference between average AUC for low-quality news 
sharing measures versus political orientation measures: bootstrapped 

95% confidence interval, −0.005, 0.011). Thus, when examined indepen-
dently, political orientation and sharing low-quality news are similarly 
predictive of suspension.

We also ask what happens when political orientation and sharing 
low-quality news, along with numerous relevant control variables, 
are used simultaneously to predict which accounts were suspended 
during the 6 months after the 2020 US presidential election. To do 
so, we construct an aggregate measure of the political orientation of 
the 9,000 politically active Twitter users in our sample by taking the 
first component of a principal component analysis (PCA) of our four 
ideology/partisanship measures (on the basis of sharing Trump versus 
Biden hashtags, the Twitter accounts the users follow39 and the news 
sites that the users share12,40), and an aggregate measure of sharing 
low-quality news. We created the latter by taking the first component 
of a PCA of our 4 expert news site quality measures (60 sites rated by 
professional fact-checkers38, 283 domains rated by Ad Fontes Media, 
Inc., 3,216 domains rated by Media Bias/Fact Check and 4,767 domains 
rated by aggregating ratings from various fact-checkers and academ-
ics33). We then use probit regression to predict whether the user was 
suspended as of the end of July 2021, with P values Holm–Bonferroni 
corrected to adjust for multiple comparisons (see Supplementary 
Information section 1 for a full list of control variables and Extended 
Data Table 1 for regression models). When doing so, the association 
between political orientation and suspension is not statistically signifi-
cant (b = 0.12, z = 2.33, PHB = 0.14), whereas sharing low-quality news is 
positively associated with suspension (b = 0.24, z = 5.18, PHB < 0.001), 
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Fig. 1 | Social media users who supported Trump and/or were conservative 
shared links to lower-quality news sites than users who supported Biden 
and/or were liberal. a,b, Distribution of relative frequency of low-quality news 
sharing scores across people who used the #VoteBidenHarris2020 hashtag 
versus the #Trump2020 hashtag in our sample of 9,000 Twitter users, on the 
basis of links shared as of October 2020. The x-axis scores are standardized 
(z-scored) for comparability; higher values indicate lower-quality news sharing. 
The y axis indicates relative frequency, such that the area under each curve 
sums to 1. News site quality ratings as given by 8 professional fact-checkers (a) 
and news site quality ratings as given by n = 970 laypeople from the USA 
recruited using Lucid (b), quota-matched to the national distribution on age, 
gender, education and geographic region; ratings of Democratic respondents 
and Republican respondents were averaged to create politically balanced 

layperson ratings. For details of the ratings, see the Methods and ref. 38.  
c, Top five most-shared news sites among the people in our sample who used 
Trump versus Biden hashtags, using the list of news sites from ref. 38. d, The 
correlation between conservatism and low-quality information sharing across 
seven extra datasets. For x-axis labels, the first row indicates the data source  
for low-quality news sharing, the second row indicates the source from which 
the users were sampled, the third row indicates the year in which the data were 
collected and the fourth row indicates the sample size. For details of each 
dataset, see Supplementary Information section 3. Error bars indicate 95% 
confidence intervals. Thus, the pattern observed in panels a and b generalizes 
beyond Twitter users who shared political hashtags during the 2020 US 
presidential election to a variety of other contexts.
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as are other problematic behaviours such as likelihood of being a bot 
(estimated using the model from ref. 43; b = 0.20, z = 5.09, PHB < 0.001) 
and use of toxic language (b = 0.17, z = 6.58, PHB < 0.001); results are 
similar when using ridge (penalized) regression or logistic regression 
(Extended Data Table 1).

Of course, because of their correlational nature, these analyses do 
not allow us to definitively assess whether there was a causal effect 
of political orientation on Twitter suspensions during the 2020 elec-
tion. Even if we had more precise measures of misinformation sharing 
(for example, post-level instead of source-level, or real-time ratings 
instead of using pre-election tweets to prospectively predict as we 
do here), or were able to include extra features (for example, harm-
ful content that was deleted before we were able to download it), our 
estimates could still be biased in either direction by further omitted  
variables.

Who is sanctioned by unbiased policies
These data do, however, allow us to ask a more general question that 
has implications beyond just re-litigating the 2020 election cycle in the 
USA: what would we expect to happen if, theoretically, an entirely politi-
cally neutral anti-misinformation policy was implemented? To answer 
this question, we use simulations to examine which users would have 
been suspended if suspension had been based only on sharing links to 
low-quality news sites (using the set of 60 domains rated by laypeople 
described above38; Extended Data Fig. 2) and not at all on political ori-
entation. That is, by construction we can remove any causal effect of 
political orientation, and then ask how much of a political asymmetry 
we nonetheless observe given politically neutral enforcement policies 
implemented on these data (of course, we do not know what specific 
policies were actually used by Twitter). To do so, we consider a range 
of suspension policies that differ in their harshness, for which a given 
policy specifies the probability of a user getting suspended each time 
they share a link to a low-quality news domain. For each policy, we can 
then calculate the average suspension probability of users estimated 

to be Democrats versus Republicans on the basis of their use of Biden 
versus Trump hashtags. See the Methods for details.

Using this approach, we find that suspending users for sharing links to 
news sites deemed to be untrustworthy by politically balanced groups 
of laypeople38 leads to higher rates of suspension for Republicans than 
Democrats (Fig. 3b). For example, if users have a 1% chance of getting 
suspended each time they share a low-quality link, 2.41 times more 
users who shared Trump hashtags would be suspended compared 
with users who shared Biden hashtags (d = 0.63; t-test, t(8,998) = 30.1, 
P < 0.0001). Findings are equivalent when basing suspension on expert 
assessments of the 60 news sites38, or when correlating predicted sus-
pension rate with ideology (0.31 < r < 0.39, depending on ideology meas-
ure; P < 0.0001 for all); see Supplementary Information section 2 for  
details.

Beyond the sharing of misinformation or conspiracy theories often 
promoted by low-quality news sites, conservatives in our dataset may 
also have been preferentially suspended for engaging in other sanc-
tioned behaviours, such as engaging in calls for violence (for exam-
ple, in connection with the events at the US capital on 6 January 2021, 
which occurred during our study period), or for using bots. Indeed, 
as with sharing links to low-quality news sites, users on the political 
right had significantly higher estimated likelihoods of being a bot 
(0.70 < r < 0.76 depending on political orientation measure, P < 0.0001 
for all; Extended Data Fig. 4), and simulating suspension on the basis 
of likelihood of being a bot leads to much higher suspension rates for 
Republican accounts than Democrat accounts (Fig. 3c; see the Methods 
and Supplementary Information section 2 for details). For example, 
suspending users with a bot score above 0.5 would lead to 14.2 times 
more users who shared Trump hashtags getting suspended compared 
with users who shared Biden hashtags (d = 1.26; t-test, t(8,976) = 59.9, 
P < 0.0001). Importantly, the associations between political orienta-
tion and low-quality news sharing are robust to controlling for bot 
scores, and to only examining users with low likelihood of being bots 
(Supplementary Information section 2). Regardless of which pro-
hibited behaviour(s) are in operation, the same fundamental point 

Box 1

How misinformation sharing is defined and measured has important 
implications for the conclusions that can be drawn from any analyses
Most research on online misinformation takes one of two 
approaches. The first approach—most often used when analysing 
large social media datasets in which it is not feasible to evaluate 
each post individually—focuses on URLs, and uses the quality 
of the publishing domain as a proxy for the veracity (or, more 
broadly, ‘quality’) of the specific URL54. The logic behind this 
approach is that URLs from low-quality sources are more likely 
to be false or inaccurate than URLs from high-quality domains. 
Although this approach is scalable, it is quite coarse as some 
stories from lower-quality outlets may be accurate, and some 
stories from higher-quality outlets may be false, inaccurate or 
otherwise misleading55. That being said, there is at least substantial 
consistency in which domains experts consider to be low quality54, 
and this domain-based approach has the benefit of providing ratings 
of relative quality for a sizable fraction of people’s news diet.

The second approach—most often used when recruiting 
participants to complete survey experiments—is to collect specific 
headlines, posts or articles that have been debunked or are 
veridical, and ask participants to indicate how likely they would be 
to share the posts if they saw them online56. Although this approach 
does not suffer from the coarseness of the domain ratings and 

removes potential exposure confounds (where some types of users 
may be exposed to misinformation more than others), it is difficult to 
implement at scale and relies on self-report sharing intentions rather 
than actual social media sharing. As each approach has limitations, 
it can be particularly compelling to observe convergent results 
when asking the same question using both approaches.

Across both approaches, researchers typically rely on professional 
fact-checker ratings (either of the trustworthiness of publishers, or 
the veracity of individual stories) to evaluate content. In this article, 
we demonstrate how ratings from politically balanced groups 
of laypeople can also be used to evaluate domains and stories 
in a fashion that minimizes the potential for political bias in the 
evaluations.

Finally, we note that although most misinformation research to 
date has largely focused on news stories, other forms of content 
such as images, videos and posts without URLs are also very 
important vectors of information online. It is vital for future research 
to look at content beyond just URLs (that is, to examine post text, 
images and videos), as well as to develop ways of measuring the 
actual impact of exposure to content at scale rather than simply 
using inaccuracy as the metric of harm55.



614  |  Nature  |  Vol 634  |  17 October 2024

Analysis

applies—partisan asymmetries in behaviour can lead to partisan asym-
metries in suspension, even when suspension policies are politically 
neutral.

These analyses show that even in the absence of any (intentional) 
disparate treatment on the part of technology companies, partisan 
asymmetries in sanctioned behaviours will lead to (unintentional) 
disparate impact whereby conservatives are suspended at greater 
rates. From a legal perspective, political orientation is not a protected 
class in the USA44 and thus neither form of disparate treatment is illegal 
(although potentially still normatively undesirable). Although disparate 
impact may reasonably be considered to constitute discrimination in 
some cases (for example, employment discrimination on the basis of 
job-irrelevant factors that correlate with race)45, in the present context 
reducing the spread of misinformation and the prevalence of bots are 
legitimate and necessary goals for social media platforms. This makes a 
normative case for disparate impact on the basis of political orientation.

Social media companies typically do enforcement on the basis of the 
contents of specific posts, rather than sanctioning users on the basis of 
the domains they share46–48. This post-level approach has the advantage 
of being much finer grained, as much of the content from low-quality 

domains may be accurate. Thus, enforcement using domain-level qual-
ity will lead to many false positives, in which users are sanctioned for 
sharing content that is not misinformation. Conversely, post-level sanc-
tions create an incentive for users to not post inaccurate or misleading 
content in particular. Relatedly, platform sanctions can be deployed at 
the level of the user (for example, suspending users who post inaccurate 
content) or the post (for example, attaching warning labels to posts 
flagged by fact-checkers49), and ranking algorithms—which generally 
favour content that generates engagement and thus may promote 
misinformation—can also be tools of anti-misinformation enforce-
ment by downranking content that has been identified as inaccurate 
(or comes from users who have previously posted inaccurate content).

Asymmetrical treatment need not imply bias
In the context of regulation such as the Digital Services Act recently 
passed by the European Union—which requires platforms to take down 
content that involves misinformation—our results suggest that when 
platforms comply with such regulations, they are likely to face accusa-
tions of partisan bias even if their policies are in fact politically neutral. 
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Fig. 2 | Conservatives shared more false claims than liberals.  
a,b, Distribution of the number of Twitter posts containing links to articles 
rated as false by professional fact-checkers (a), or rated as inaccurate by 
politically balanced groups of survey respondents (b), made by Twitter users 
estimated to be liberal versus conservative when analysing data from ref. 53. 
The y axis shows log10(count of primary posts containing the URL + 1).  
For details, see the Methods and Supplementary Information section 3.6.  

c,d, Analysis of sharing intentions for COVID-19 claims from a survey 
conducted in 16 countries, from ref. 37. Shown is the correlation between 
self-reported endorsement of conservative economic principles and fraction 
of shared content that was rated false by fact-checkers (c) or inaccurate 
by layperson crowds (d). Overall effect was calculated using random effects 
meta-analysis. Error bars indicate 95% confidence intervals (95% CI). For details, 
see the Methods and Supplementary Information section 3.7.



Nature  |  Vol 634  |  17 October 2024  |  615

Our results also suggest that using politically balanced groups of lay-
people to evaluate content50–52 may be a way to identify misinformation 
while ameliorating charges of political bias. Furthermore, increased 
transparency on the part of platforms regarding the characteristics (for 
example, demographics) of users who are getting sanctioned, and why 
those sanctions are occurring, may help the public better understand 
how neutral policies can lead to the appearance of bias.

In sum, when there are political asymmetries in misinformation 
sharing (in either direction), platforms will face a substantial trade-off 
between reducing the spread of misinformation and being politically 
balanced in their enforcement. Asymmetric enforcement could also 
occur outside the context of political orientation (for example, if a 
particular demographic group is preferentially targeted with misin-
formation, they may share more of it and thus be sanctioned more 
frequently). Our argument is not specific to one particular direction of 
association between political orientation and misinformation sharing— 
which could potentially be different at different points in time, or 

for particular topics. If one political, social or demographic group 
shares more misinformation—be it liberals, conservatives or some 
other group—it is not possible to be maximally effective in combat-
ting misinformation without preferentially taking action against 
members of that group. That being said, of course our analyses also 
do not rule out the possibility of bias on the part of platforms. Instead, 
we show that asymmetries in treatment are, on their own, not diag-
nostic of purposeful targeting one way or the other. Be that as it may, 
given the widespread (and bi-partisan17,18) public demand for reducing 
misinformation online, policy makers must be aware that some level 
of differential treatment across groups is likely even if technology 
companies are working in an unbiased way to keep misinformation  
in check.

Online content
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ries, source data, extended data, supplementary information, acknowl-
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Methods

Sample and basic data collection for 2020 election study
First, we collected a list of Twitter users who tweeted or retweeted either 
of the election hashtags #Trump2020 and #VoteBidenHarris2020 
on 6 October 2020. We also collected the most recent 3,200 tweets 
sent by each of those accounts. We processed tweets and extracted 
tweeted domains from 34,920 randomly selected users (15,714 shared 
#Trump2020 and 19,206 shared #VoteBidenHarris2020), and filtered  
down to 12,238 users who shared at least five links to domains  
used by the ideology estimator of ref. 57. We also excluded 426 ‘elite’ 
users with more than 15,000 followers who are probably unrepresenta-
tive of Twitter users more generally (because of this exclusion, suspen-
sion data were not collected for these users; however, as described in 
Supplementary Information section 2, our main results on the associa-
tion between political orientation and low-quality news sharing are 
also observed among these elite users). These data were collected as 
part of a project that was approved by the Massachusetts Institute of 
Technology Committee on the Use of Humans as Experimental Subjects 
Protocol 91046.

We then constructed a politically balanced set of users by randomly 
selecting 4,500 users each from the remaining 4,756 users who shared 
#Trump2020 and 7,056 users who shared #VoteBidenHarris2020. 
After 9 months, on 30 July 2021, we checked the status of the 9,000 
users and assessed suspension. We classify an account as having been 
suspended if the Twitter application programming interface (API) 
returned error code 63 (‘User has been suspended’) when querying that  
user.

To measure a user’s tendency to share misinformation, we follow 
most other researchers in this space11,12,58,59 and use news source qual-
ity as a proxy for article accuracy, because it is not feasible to rate the 
accuracy of individual tweets at scale. Specifically, to quantify the 
quality of news shared by each user, we leveraged a previously pub-
lished set of 60 news sites (20 mainstream, 20 hyper-partisan 20 fake 
news; Table 1) whose trustworthiness had been rated by 8 professional 
fact-checkers as well as politically balanced crowds of laypeople. The 
crowd ratings were determined as follows. A sample of 971 participants 
from the USA, quota-matched to the national distribution on age, gen-
der, ethnicity and geographic region, were recruited through Lucid60. 
Each participant indicated how much they trusted each of the 60 news 
outlets using a 5-point Likert scale. For each outlet, we then calculated 
politically balanced crowd ratings by calculating the average trust 
among Democrats and the average trust among Republicans, and then 
averaging those two average ratings.

We also examined Reliability ratings for a set of 283 sites from Ad 
Fontes Media, Inc., Factual Reporting ratings for a set of 3,216 sites from 
Media Bias/Fact Check and Accuracy ratings for a set of 4,767 sites from 
a recent academic paper by Lasser et al.33. We then used the Twitter API 
to retrieve the last 3,200 posts (as of 6 October 2020) for each user in 
our study, and collected all links to any of those sites shared (tweeted 
or retweeted) by each user. Following the approach used in previous 
work58,59, we calculated a news quality score for each user (bounded 
between 0 and 1) by averaging the ratings of all sites whose links they 
shared, separately for each set of site ratings. Finally, we transform 
these ratings into low-quality news sharing scores by subtracting the 
news quality ratings from 1. Over 99% of users in our study had shared at 
least one link to a rated domain. When combining the four expert-based 
measures into an aggregate news quality score, we replaced missing 
values with the sample mean; PCA indicated that only one component 
should be retained (87% of variation explained), which had weights 
of 0.50 on Pennycook and Rand (ref. 38) fact-checker ratings, 0.51 on 
Ad Fontes Media Reliability ratings, 0.48 on Media Bias/Fact Check 
Factual Reporting ratings and 0.51 on Lasser et al.33 Accuracy ratings. 
In all PCA analyses, we use parallel analysis to determine the number 
of retained components.

To measure a user’s political orientation, we first classify their par-
tisanship on the basis of whether they shared more #Trump2020 
or #VoteBidenHarris2020 hashtags. Additionally, we retrieved all 
accounts followed by users in our sample and used the statistical model 
from ref. 39 to obtain a continuous measure of users’ ideology on the 
basis of the ideological leaning of the accounts they followed. Simi-
larly, we used the statistical models from ref. 40 and ref. 12 to estimate 
users’ ideology using the ideological leanings of the news sites that 
the users shared content from. We also calculated user ideology by 
averaging political leanings of domains they shared through tweets 
or retweets on the basis of the method in ref. 12. The intuition behind 
these approaches is that users on social media are more likely to fol-
low accounts (and share news stories from sources) that are aligned 
with their own ideology than those that are politically distant. Thus, 
the ideology of the accounts the user follows, and the ideology of the 
news sources the user shares, provide insight into the user’s ideol-
ogy. When combining these four measures into an aggregate political 
orientation score, we replaced missing values with the sample mean; 
PCA indicated that only one component should be retained (88% of 
variation explained), which had weights of 0.49 on hashtag-based 
partisanship, 0.49 on follower-based ideology, 0.51 on sharing-based 
ideology estimated through ref. 40 and 0.51 on sharing-based ide-
ology estimated through ref. 12. We also used this aggregate meas-
ure to calculate a user’s extent of ideological extremity by taking the 
absolute value of the aggregate ideology measure; and we used PCA 
to combine measures of the standard deviation across a user’s tweets 
of news site ideology scores from ref. 12 and ref. 40, and standard 
deviation of ideology of accounts followed from ref. 39, as a meas-
ure of the ideological uniformity (versus diversity) of news shared by  
the user.

Policy simulations
In addition to the regression analyses, we also simulate politically 
neutral suspension policies and determine each user’s probability of 
suspension; and from this, determine the level of differential impact we 
would expect in the absence of differential treatment. The procedure 
is as follows. First, we identify a set of low-quality sources that could 
potentially lead to suspension. We do so using the politically balanced 
layperson trustworthiness ratings from ref. 38, as well as using the 
fact-checker trustworthiness ratings from that same paper. For both 
sets of ratings, there is a natural discontinuity at a value of 0.25 (on a 
normalized trust scale from 0 = Not at all to 1 = Entirely) (Extended Data 
Fig. 2). Thus, we consider sites with average trustworthiness ratings 
below 0.25 to be ‘low quality’; and for each user, we count the number 
of times they tweet links to any of these low-quality sites.

We then define a suspension policy as the probability of a user get-
ting suspended each time they share a link to a low-quality news site. 
We model suspension as probabilistic because many (almost certainly 
most) of the articles from low-quality news sites are not actually false, 
and sharing such articles does not constitute an offence. Thus, we con-
sider who would get suspended under suspension policies that differ 
in their harshness, varying from a 0.01% chance of getting suspended 
for each shared link to a low-quality news site up to a 10% chance. 
Specifically, for each user, we calculate their probability of getting 
suspended as

P k(suspended) = 1 − (1 − )L

where L is the number of low-quality links shared, and k is the probability 
of suspension for each shared link (that is, the policy harshness). The 
only way the user would not get suspended is if on each of the L times 
they share a low-quality link, they are not suspended. Because they do 
not get suspended with probability (1 − k), the probability that they 
would never get suspended is (1 − k)L. Therefore, the probability that 
they would get suspended at some point is 1 − (1 − k)L.



Analysis
We then calculate the mean (and 95% confidence interval) of that 

probability across all Democrats versus Republicans in our sample 
(as determined by sharing Biden versus Trump election hashtags). 
The results of these analyses are shown in Fig. 3b, and Supplemen-
tary Information section 2 presents statistical analyses of estimated 
probability of suspension on the basis of each measure of political  
orientation.

We also do a similar exercise using the likelihood of being a bot, rather 
than low-quality news sharing. The algorithm of ref. 43 provides an 
estimated probability of being a bot for each user, on the basis of the 
contents of their tweets. We define a suspension policy as the minimum 
probability of being human, k, required to avoid suspension (or, in 
other words, a threshold on bot likelihood above which the user gets 
suspended). Specifically, for a policy of harshness k, users with bot 
probability greater than (1 − k) are suspended. The results of these 
analyses are shown in Fig. 3c.

Reanalyses of extra datasets
Facebook sharing in 2016 by users recruited through YouGov. Here 
we analyse data presented in ref. 11. A total of n = 1,191 survey respond-
ents recruited using YouGov gave the researchers permission to collect 
the links they shared on Facebook for 2 months (through a Facebook 
app), starting in November 2016. As part of the survey, participants 
self-reported their ideology (using a 5-point Likert scale; not includ-
ing participants who selected ‘Not sure’, yielding n = 995 respondents 
with usable ideology data) and their party affiliation (Democrat,  
Republican, Independent, Other, Not sure). As in our Twitter studies, 
we calculate low-quality information sharing scores for each user by 
using the fact-checker and politically balanced crowd ratings for the 
60 news sites from ref. 38, as described above in Table 1. A total of 893 
participants shared at least one rated link.

Twitter sharing in 2018 and 2020 by users recruited through Pro-
lific. Here we analyse data presented in ref. 41. A total of n = 2,100 par-
ticipants were recruited using the online labour market Prolific in June 
2018. Twitter IDs were provided by participants at the beginning of 
the study. However, some participants entered obviously fake Twit-
ter IDs—for example, the accounts of celebrities. To screen out such 
accounts, we followed the original paper and excluded accounts with 
follower counts above the 95th percentile in the dataset. We had com-
plete data and usable Twitter IDs for 1,901 users. As part of the survey, 
participants self-reported the extent to which they were economically 
liberal versus conservative, and socially liberal versus conservative, 
using 5-point Likert scales. We construct an overall ideology measure 
by averaging over the economic and social measures. The Twitter API 
was used to retrieve the content of their last 3,200 tweets (capped by 
the Twitter API limit). Data were retrieved from Twitter on 18 August 
2018, and then again on 12 April 2020 (the latter data pull excludes 
tweets collected during the former data pull). We calculate low-quality 
information sharing scores for each user by using the fact-checker and 
politically balanced crowd ratings for the 60 news sites from ref. 38, as 
described above in Table 1. A total of 594 participants shared at least 
one rated link in the 2018 data pull and 379 participants shared at least 
one rated link in the 2020 data pull; 288 participants shared at least one 
rated link in both data pulls.

Twitter sharing in 2021 by users who followed at least three politi-
cal elites. Here we analyse data presented by Mosleh and Rand13, in 
which Twitter accounts for 816 elites were identified, and then 5,000 
Twitter users were randomly sampled from the set of 38,328,679 us-
ers who followed at least three of the elite accounts. Each user’s last 
3,200 tweets were collected on 23 July 2021, and sharing of low-quality 
news domains was assessed using the fact-checker and politically bal-
anced crowd ratings from ref. 38. A total of 3,070 users shared at least 
one rated link. The statistical model from ref. 39 was used to obtain a 

continuous measure of users’ ideology on the basis of the ideological 
leaning of the accounts they followed.

Twitter sharing in 2022 by users who followed at least three political 
elites. Here we analyse previously unpublished data, in which 11,805 
Twitter users were sampled from a set of 296,202,962 users who fol-
lowed at one of the political elite accounts from ref. 41. We randomly 
sampled from users who had more than 20 lifetime tweets and followed 
at least three political elites for whom we had a partisanship rating. Each 
user’s last 3,200 tweets were collected on 25 December 2022, and shar-
ing of low-quality news domains was assessed using the fact-checker 
and politically balanced crowd ratings from ref. 38. A total of 4,040 
users shared at least one rated link. The statistical model from ref. 39 
was used to obtain a continuous measure of users’ ideology on the basis 
of the ideological leaning of the accounts they followed.

Twitter sharing in 2023 by users who followed at least one political 
elite, stratified on follower count. Here we analyse previously unpub-
lished data in which 11,886 Twitter users were randomly sampled, strati-
fied on the basis of log10-transformed number of followers (rounded 
to the nearest integer) from the same set of 296,202,962 users who 
followed at one political elite account. On 4 March 2023, we retrieved 
all tweets made by each user since 22 December 2022 using the Twitter 
Academic API. Sharing of low-quality news domains was assessed using 
the fact-checker and politically balanced crowd ratings from ref. 38.  
A total of 4,408 users shared at least one rated link. The statistical model 
from ref. 39 was used to obtain a continuous measure of users’ ideology 
on the basis of the ideological leaning of the accounts they followed.

Sharing of false claims on Twitter. Here we analyse data from Ghezae 
et al.53. Unlike the previous analyses, this dataset does not use domain 
quality as a proxy for misinformation sharing. Instead, sets of specific 
false versus true headlines were used. The headline sets were assembled 
by collecting claims that third-party fact-checking websites such as 
snopes.com or politifact.org had indicated were false, and collecting 
veridical claims from reputable news outlets. Furthermore, the head-
lines were pre-tested to determine their political orientation (on the 
basis of survey respondents’ evaluation of how favourable the headline, 
if entirely accurate, would be for the Democrats versus Republicans; 
see ref. 56 for details of the pre-testing procedure).

Survey participants were recruited to rate the accuracy of each URL’s 
headline claim. Specifically, each participant was shown ten headlines 
randomly sampled from the full set of headlines, and rated how likely 
they thought it was that the headline was true using a 9-point scale from 
‘not at all likely’ to ‘very likely’. For each headline, we created politically 
balanced crowd ratings by averaging the accuracy ratings of partici-
pants who identified as Democrats, averaging the accuracy ratings of 
participants who identified as Republicans and then averaging these 
two average ratings. We then classify URLs as inaccurate (and thus as 
misinformation) on the basis of crowd ratings if the politically balanced 
crowd rating was below the accuracy scale midpoint.

Additionally, the Twitter Academic API was used to identify all Twitter  
users who had posted primary tweets containing each URL. These pri-
mary tweets occurred between 2016 and 2022 (2016, 1%; 2017, 2%; 2018, 
4%; 2019, 5%; 2020, 34%; 2021, 27%; 2022, 27%). The ideology of each 
of those users was estimated using the statistical model from ref. 39 
on the basis of the ideological leaning of the accounts they followed. 
This allows us to count the number of liberals and conservatives who 
shared each URL on Twitter.

The dataset pools across three different iterations of this procedure. 
The first iteration used 104 headlines selected to be politically balanced, 
such that the Democrat-leaning headlines were as Democrat-leaning as 
the Republican-leaning headlines were Republican-leaning; n = 1,319 
participants from Amazon Mechanical Turk were then shown a random 
subset of headlines that were half politically neutral and half aligned 



with the participant’s partisanship. The second iteration used 155 
headlines (of which 30 overlapped with headlines used in the first 
iteration); n = 853 participants recruited using Lucid rated randomly 
selected headlines. The third iteration used 149 headlines (no overlap 
with previous iterations); n = 866 participants recruited using Lucid 
rated randomly selected headlines. The Amazon Mechanical Turk sam-
ple was a pure convenience sample, whereas the Lucid samples were 
quota-matched to the national distribution on age, gender, ethnicity 
and geographic region, and then true independents were excluded. 
For the 30 headlines that overlapped between iterations 1 and 2, the 
politically balanced crowd accuracy ratings from Amazon Mechanical 
Turk and Lucid correlated with each other at r(28) = 0.75. Therefore, we 
collapsed the politically balanced ratings across platforms for those 
30 headlines. In total, this resulted in a final dataset with fact-checker 
ratings, politically balanced crowd ratings and counts of numbers of 
posts by liberals and conservatives on Twitter for 378 unique URLs.

Finally, we also classified the topic of each URL. To do so, we used 
Claude, an artificial intelligence system designed by Anthropic that 
emphasizes reliability and predictability, and has text summarization 
as one of its primary functions. We uploaded the full set of headlines 
to the artificial intelligence system, and first asked it to summarize the 
topics discussed in the headlines. We then asked it to indicate the topic 
covered in each specific headline, and manually inspected the results 
to ensure that the classifications were sensible. Next, we examined 
the frequency of each topic, synthesized the results into a set of six 
overarching topics and then finally asked the artificial intelligence 
system to categorize each headline into one of these six topics. This 
process led to the following distribution of topics: US Politics (174 head-
lines), Social Issues (91 headlines), COVID-19 (48 headlines), Business/
Economy (41 headlines), Foreign Affairs (28 headlines) and Crime/
Justice (26 headlines). As a test of the robustness of the classification, 
we also asked another artificial intelligence system, GPT4, to classify 
the first 100 headlines into the six topics. We found that Claude and 
GPT4 agreed on 80% of the headlines.

Sharing intentions of false COVID-19 claims across 16 countries. 
Here, we examine survey data from ref. 37. In these experiments, par-
ticipants were recruited from 16 different countries using Lucid, with 
respondents quota-matched to the national distributions on age and 
gender in each country. Participants were shown ten false and ten true 
claims about COVID-19 (sampled from a larger set of 45 claims), pre-
sented without any source attribution. The claims were collected from 
fact-checking organizations in numerous countries, as well as sources 
such as the World Health Organization’s list of COVID-19 myths. This 
approach removes ideological variation in exposure to misinforma-
tion online13, as well as any potential source cues/effects, and directly 
measures variation in the decision about what to share.

As in our other analyses, we complement the professional veracity 
ratings with crowd ratings. Specifically, n = 8,527 participants in the 
Accuracy condition rated the accuracy of each of the headlines they 
were shown using a 6-point Likert scale. We calculate the average accu-
racy rating for each statement in each country, and classify statements 
as misinformation if that average rating is below the scale midpoint.

Our main analyses then focus on the responses of the n = 8,597 par-
ticipants from the Sharing condition, in which participants indicated 
their likelihood of sharing each claim using a 6-point Likert scale. To 
calculate each user’s level of misinformation sharing, we first discretize 
the sharing intentions responses such that choices of 1 (Extremely 
unlikely), 2 (Moderately unlikely) or 3 (Slightly unlikely) on the Likert 

scale are counted as not shared, whereas choices of 4 (Slightly likely), 
5 (Moderately likely) or 6 (Extremely likely) are counted as shared. We 
then determine, for each user, the fraction of shared articles that were 
(1) rated as false by fact-checkers, and (2) rated as below the accuracy 
scale midpoint on average by respondents in the Accuracy condition.

We then ask how misinformation sharing varies with ideology within 
each country. Specifically, we construct a conservatism measure by 
averaging responses to two items from the World Values Survey that 
were included in the survey, which asked how participants would place 
their views on the scales of ‘Incomes should be made more equal’ versus 
‘There should be greater incentives for individual effort’ and ‘Govern-
ment should take more responsibility to ensure that everyone is pro-
vided for’ versus ‘People should take more responsibility to provide for 
themselves’ using 10-point Likert scales. Pilot data collected in the USA 
confirmed that responses to these two items correlated with self-report 
conservatism (r(956) = 0.32 for the first item and r(956) = 0.40 for the 
second item).

Reporting summary
Further information on research design is available in the Nature Port-
folio Reporting Summary linked to this article.
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Analysis

Extended Data Fig. 1 | Twitter users who used Trump hashtags shared links 
to lower quality news sites than Twitter users who used Biden hashtags, 
regardless of which set of quality ratings are used. Low Quality News Site 

Sharing scores by partisanship using alternative quality rating sets. Scores are 
standardized (z-scored) for comparability; higher values indicate lower quality 
news sharing.



Extended Data Fig. 2 | News quality ratings from Pennycook & Rand (2019). Ratings generated by politically balanced crowds of laypeople (y-axis) and 
professional fact-checkers (x-axis). News sources shown as orange diamonds are counted as low quality for simulating suspensions.



Analysis

Extended Data Fig. 3 | No evidence of topics for which liberals on Twitter 
share more links to false articles than conservatives. Further analysis of  
the number of posts containing misinformation links shared by liberals  
versus conservatives on Twitter when analyzing data from Ref. 53. Shown is  
the coefficient on an ideology dummy in a linear regression predicting  

log10(# misinformation shares +1) separately for URLs of each topic, along  
with the overall estimate from a random effects meta-analysis. Top panel shows 
results when considering URLs rated as false by professional fact-checkers; 
bottom panel shows results when considering URLs rated as inaccurate by 
politically-balanced crowds.



Extended Data Fig. 4 | Twitter users who used Trump hashtags are rated as more likely to be bots than Twitter users who used Biden hashtags. Bot Sentinel43 
scores for the Twitter users in our 2020 election study, by partisanship (estimated based on whether users shared more Biden versus Trump hashtags).



Analysis
Extended Data Table 1 | Quality of news domains shared significantly predicts suspension, unlike political orientation

Regression models predicting which Twitter accounts in our sample were suspended. Models 2 and 4 shows coefficients from ridge regression. For details of the independent variables, 
see Methods section 1 and SI Section S1.
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Reporting Summary
Nature Portfolio wishes to improve the reproducibility of the work that we publish. This form provides structure for consistency and transparency 
in reporting. For further information on Nature Portfolio policies, see our Editorial Policies and the Editorial Policy Checklist.

Statistics
For all statistical analyses, confirm that the following items are present in the figure legend, table legend, main text, or Methods section.

n/a Confirmed

The exact sample size (n) for each experimental group/condition, given as a discrete number and unit of measurement

A statement on whether measurements were taken from distinct samples or whether the same sample was measured repeatedly

The statistical test(s) used AND whether they are one- or two-sided 
Only common tests should be described solely by name; describe more complex techniques in the Methods section.

A description of all covariates tested

A description of any assumptions or corrections, such as tests of normality and adjustment for multiple comparisons

A full description of the statistical parameters including central tendency (e.g. means) or other basic estimates (e.g. regression coefficient) 
AND variation (e.g. standard deviation) or associated estimates of uncertainty (e.g. confidence intervals)

For null hypothesis testing, the test statistic (e.g. F, t, r) with confidence intervals, effect sizes, degrees of freedom and P value noted 
Give P values as exact values whenever suitable.

For Bayesian analysis, information on the choice of priors and Markov chain Monte Carlo settings

For hierarchical and complex designs, identification of the appropriate level for tests and full reporting of outcomes

Estimates of effect sizes (e.g. Cohen's d, Pearson's r), indicating how they were calculated

Our web collection on statistics for biologists contains articles on many of the points above.

Software and code
Policy information about availability of computer code

Data collection We used Python 3.8.5 and R  4.2.2 for data collection and data cleaning. 

Data analysis We used STATA 18 for statistical analysis.

For manuscripts utilizing custom algorithms or software that are central to the research but not yet described in published literature, software must be made available to editors and 
reviewers. We strongly encourage code deposition in a community repository (e.g. GitHub). See the Nature Portfolio guidelines for submitting code & software for further information.

Data
Policy information about availability of data

All manuscripts must include a data availability statement. This statement should provide the following information, where applicable: 
- Accession codes, unique identifiers, or web links for publicly available datasets 
- A description of any restrictions on data availability 
- For clinical datasets or third party data, please ensure that the statement adheres to our policy 

 

All data necessary to reproduce the results are available at  https://osf.io/a2t7d/
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Research involving human participants, their data, or biological material
Policy information about studies with human participants or human data. See also policy information about sex, gender (identity/presentation), 
and sexual orientation and race, ethnicity and racism.

Reporting on sex and gender We did not collect sex/gender of the participants/users in the studies.

Reporting on race, ethnicity, or 
other socially relevant 
groupings

We did not collect race, ethnicity or other socially relevant information  of the participants/users in the studies.

Population characteristics We focused on a politically balanced set of users (half-democrats and half republicans) based on the related election 
hashtags they shared on Twitter. We did not estimate or collect age or gender of the users.

Recruitment In October 2020 we identified 100,000 Twitter users who shared hashtags related to the U.S. Presidential Election, and 
randomly sampled 4,500 of those users who shared at least one #VoteBidenHarris2020 hashtag and 4,500 who shared at 
least one #Trump2020 hashtag. 

Ethics oversight The study was conducted at MIT. The study is observational and uses public social media data and did not require ethical 
approval.

Note that full information on the approval of the study protocol must also be provided in the manuscript.

Field-specific reporting
Please select the one below that is the best fit for your research. If you are not sure, read the appropriate sections before making your selection.

Life sciences Behavioural & social sciences  Ecological, evolutionary & environmental sciences

For a reference copy of the document with all sections, see nature.com/documents/nr-reporting-summary-flat.pdf

Behavioural & social sciences study design
All studies must disclose on these points even when the disclosure is negative.

Study description We investigated probability of Twitter users  being suspended during the course of 2020 US election using a variety of users 
characteristics and behaviors on the platform including political ideology, sharing low-quality content, and use of toxic language. We 
complemented our main results by seven other datasets of sharing from Twitter, Facebook, and survey experiments, spanning 2016 
to 2023

Research sample Our sample includes 9000 Twitter users based on the related election hashtags they shared on Twitter. 

Sampling strategy In October 2020 we identified 100,000 Twitter users who shared hashtags related to the U.S. Presidential Election, and randomly 
sampled 4,500 of those users who shared at least one #VoteBidenHarris2020 hashtag and 4,500 who shared at least one 
#Trump2020 hashtag. We used each user’s data from that pre-election time period to quantify their tendency to share low quality 
news (as well as numerous other potentially relevant characteristics), and then checked seven months later (after the election 
season) to determine which users got suspended by Twitter.

Data collection We used the Twitter API to collect public data of the users on the platform. 

Timing We collect users data in October 2020 (during the 2020 US election) then checked seven months later (after the election season) to 
determine which users got suspended by Twitter 

Data exclusions We didn't exclude any users' data.

Non-participation Our study is observational and we included information of all 9000 sampled user in our study.

Randomization Our study is observational. We created politically sample set of users from a larger sample of 100,00 Twitter users who shared 
hashtags related to US presidential election in during October 2020.

Reporting for specific materials, systems and methods
We require information from authors about some types of materials, experimental systems and methods used in many studies. Here, indicate whether each material, 
system or method listed is relevant to your study. If you are not sure if a list item applies to your research, read the appropriate section before selecting a response. 
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Materials & experimental systems
n/a Involved in the study
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