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Abstract. Advances in innovative digital technologies present a maturing chal-
lenge in differentiating between authentic and manipulated media. The evolution
of automated technology has specifically exacerbated this issue, with the emer-
gence of DeepFake content. The degree of sophistication poses potential risks
and raise concerns across multiple domains including forensic imagery analysis,
especially for Facial Image Comparison (FIC) practitioners. It remains unclear as
to whether DeepFake videos can be accurately distinguished from their authentic
counterparts, when analysed by domain experts. In response, we present our study
where two participant cohorts (FIC practitioners and novice subjects) were shown
eleven videos (6 authentic videos and 5 DeepFake videos) and asked to make
judgments about the authenticity of the faces. The research findings indicate that
when distinguishing between DeepFake and authentic faces, FIC practitioners
perform at a similar level to the untrained, novice cohort. Though, statistically,
the novice cohort outperformed the practitioners with an overall performance sur-
passing 70%, relative to the FIC practitioners. This research is still in its infancy
stage, yet it is already making significant contributions to the field by facilitating
a deeper understanding of how DeepFake content could potentially influence the
domain of Forensic Image Identification.

Keywords: DeepFake Detection - Face Identification - Artificial Intelligence -
Forensic Practitioners and Deep Learning

1 Introduction

In recent years the proliferation of DeepFake media has emerged as a formidable chal-
lenge that poses a significant risk to multiple industries including human society, politics,
democracy and forensic science [1, 2, 3]. The term came into existence when an indi-
vidual known as “deepfakes,” posting on Reddit, asserted in late 2017 that they had
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created a machine learning algorithm capable of superimposing celebrity faces onto
adult content videos [4]. Ever since then, the domain of non-existent identities driven
by artificial intelligence, has captivated the attention of researchers and the public alike.
DeepFake is an umbrella term used for a broad range of synthetic, computer-generated
media wherein the features of a target person in an original image or video are altered to
resemble the facial characteristics of another individual. Such advanced technology typ-
ically produces media that is exceptionally lifelike in appearance, with many researchers
reporting ‘seeing is not believing’ [5, 6, 7]. Concurrently, the use of biometric technology
has propelled the use of physiological and/or behavioral attributes of an individual, to
assist with person verification. In particular, the growth and ubiquitous nature of facial
recognition-based technology has been multifarious, given that faces hold a pivotal posi-
tion in human communication. A human face can share both verbal and non-verbal cues
[8, 9], and the acquisition of face related material from a digital perspective, enables this
external structure to hold prime position in the field of computer vision research.

The transformative aspect of DeepFake lies in its extensive reach, complexity, and
magnitude of the underlying technology, which qualifies anyone with access to a com-
puter, to create counterfeit videos that are indistinguishable from genuine media [10].
The issue is further fuelled with the availability of open-source software, which allows
the public to test the latest technology; introducing them to the world of artificial intel-
ligence, with a ‘try before you buy’ enticement. Further, the ease by which artificial
faces are generated in images and videos is because of the: (i) availability of large-scale
datasets [11, 12] and, (ii) the advancement of deep learning methods which reduce the
need for manual editing, streamlining the process [13, 14].

In response to the increasingly sophisticated media, substantial endeavours are being
carried out by researchers to understand the underlying processes and levels of accuracy
associated with human discrimination ability. In the forensic sector, image falsification
is not a novel challenge initiated exclusively by DeepFakes. The act of image manipu-
lation through the means of editing software such as Photoshop, remains prevalent even
today and the field of digital forensics has long been tackling this challenge [15]. An
underdeveloped domain of study relates to the impact of DeepFake media on human
facial perception. Furthermore, the question of whether forensic practitioners outper-
form inexperienced individuals in discerning manipulated media from genuine content
remains an open inquiry.

Itis already well documented that DeepFake media has the power to be misconstrued
and accepted as authentic by human observers [16, 17, 18]. Human judgment is influ-
enced by a range of factors inclusive of emotions. Recent studies in social psychology
suggest that negative emotions have the potential to lower susceptibility to deception
[19, 20], which may improve an individual’s sensitivity. Anger is also reported to dimin-
ish cognitive processing depth by encouraging individuals to rely on stereotypes and
pre-existing beliefs [21].

Nevertheless, existing scholarly work in the field of perceptual psychology and visual
neuroscience indicates that the human visual system possesses specialised mechanisms
designed for the perception of faces [22]. For example, within the Fusiform Gyrus of the
human brain, there is a distinct region known as the Fusiform Face Area (FFA), which
is dedicated to the processing of facial information. It has been reported that the FFA
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exhibits selective activation to faces as opposed to other control stimuli [23]. Regardless
of one’s stance in the debate surrounding whether facial recognition is an inherent ability,
or a skill acquired through experience the consensus is that the processing of face-related
information tends to take place holistically for many [24, 25].

To investigate human capabilities in detecting DeepFakes, we created a survey named
“Decoding Deception” using the Google Forms. The survey was accessible for anyone
with an internet connection and featured the DeepFake videos with the original images
sampled from the Fake AV Celeb dataset. Each participant had the opportunity to evaluate
the level of difficulty or ease involved in distinguishing between the media. Each partic-
ipant was asked to rate their level of confidence on a three-point scale (50% likened to
someone being unsure, 75% suggested a more than likely response and 100% equated
to extremely confident), when assigning their response.

Considering the research signifying the visual processing abilities of humans, it
is reasonable to anticipate that the participants would exhibit proficient performance
in identifying artificial face manipulations. Our hypothesis suggests that the group of
forensic practitioners are expected to outperform, if not significantly outperform the
group of novice participants.

1.1 Forms of Facial Manipulation

A photograph of a human face can be divided into two independent attributes as outlined
in [26]. Firstly, there is the two-dimensional shape which encompasses the arrangement
and contours of face features such as the eyes, nose, and mouth. Secondly, there is the
representation of the facial surface which covers coloration, skin, hair, and luminosity
and provide indicators of the three-dimensional face shape which can be influenced by
lighting conditions. Facial manipulations can be classified into four distinct groups:

o Entire Face Synthesis [27]: This form of manipulation technique involves the cre-
ation of entirely fabricated facial images which are often achieved through Advanced
Generative Adversarial Networks (GANs) architecture, such as StyleGAN [28] and
StyleGAN2 [29]. This method of manipulation has reported remarkable outcomes,
producing facial images of exceptional quality and realism.

o Identity Swap [30]: This manipulation involves the substitution of one person’s
face in a video with the face of another subject. In general, two approaches are
considered, (i) conventional techniques such as FaceSwap [31] and (ii) newer deep
learning practices commonly referred to a DeepFakes [32].

o Face Editing/Retouching: This involves the modification of facial characteristics
such as hair, skin colour, age and the addition of accessories such as eyewear [33].

o Face Reenactment: Involves the seamless process of replacing a face in a video
sequence whilst keeping the gestures and facial expressions of the target. A popular
technique associated this form of face manipulation is Neutral Textures [34].

2 Methodology

DeepFakes have become a dominant form of deception in the realm of digital technology
and fabricated media. Utilising advanced deep learning algorithms, particularly Genera-
tive Adversarial Networks (GANSs), these manipulations generate astonishingly realistic
content that can effectively mislead human observers.
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2.1 Generative Adversarial Networks (GANS)

The field of Artificial Intelligence has been revolutionised by Generative Adversarial
Networks (GANs), which have paved the way for generating highly realistic synthetic
data. GANSs operate through a competitive framework using a generator and a discrimi-
nator neural network, as depicted in Fig. 1. The generator’s task is to produce synthetic
data, while the discriminator’s role is to evaluate and differentiate between authentic and
generated samples. The ultimate objective of the generator is to create synthetic data
that is indistinguishable from real data, challenging the discriminator’s ability to discern
between the two [35].

Real Images
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Fig. 1. Schematic representation of a Generative Adversarial Network (GAN) framework.
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The generator ina GAN learns a distribution, Dist, over the data x. This is achieved by
creating a mapping function from a prior noise distribution, Dist,(z) to the data space.
The function is defined as G(Z; Qg). On the other hand, the discriminator, D(x; 6,;),
provides a scalar output signifying the likelihood that x is derived from the training data
instead of Dist,. Both the generator and the discriminator are trained simultaneously.
The parameters for G are adjusted to minimise log(1 — D(G(z))), while parameters
for D are adjusted to minimize logD(X). This training procedure can be likened to a
two-player min-max game, where the value function V (G, D) is being optimized. The
objective function is defined as:

mingmaxpV (D, G) = Exp,..(0[10gD(X)] + Ezp. (o) [log(1 — D(G(2)))] (1)

2.2 Conditional GANs (CGANSs)

In a conventional GAN framework (Fig. 1), both the generator and the discriminator
operate without any constraints, allowing for unrestricted data generation. However, the
lack of specific conditions can lead to inefficiency if the generated data is not required
within a specific framework or context. In contrast, the architectural variant, CGANSs,
presents an option for conditionality in both the generator and the discriminator [36].
These conditions correspond to the class labels of images or other specified properties.
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Thus, a traditional GAN model can be transitioned into a CGAN by introducing supple-
mentary conditions to both the generator and the discriminator. For both the generator
and the discriminator extra information y is added to the input x.

mingmaxpV (D, G)
= XPdata (x) [lOgD(.X v }’)] (2)
+Ezp. (5)[log(1 = D(G(z V y)))]

DeepFake videos employ various techniques such as lip-sync and faceswap to manip-
ulate specific facial areas and create authentic, non-existent identities. Lip-sync entails
synchronising mouth movements with an audio clip, whereas faceswap involves alter-
ing the entire face. Faceswap DeepFakes, employ a combination of two encoder-decoder
pairs. The process involves extracting facial features such as the eyes, nose mouth, and
ears using an encoder, and then reconstructing the face using a decoder. Typically, to
accomplish faceswap, a pair of encoders and decoders are trained on both the source and
target images or videos; the duration of the training process directly impacts the level
of detail and specificity achieved in the final deepfake video. Once trained, the encoders
and decoders are swapped, allowing the original encoder of the source and the decoder
of the target to generate a manipulated video.

For lip-sync DeepFakes, a generator coupled with a lip-sync discriminator is
employed. The generator learns to synchronise the mouth movements with the audio
by using the target individual’s data as a reference. By training on the target individ-
ual’s data, the generator learns to produce realistic lip movements that align with audio.
Figure 2 shows an illustrative example.
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Face X Encoder Face X Face X
o)
S — —pﬂj B ;7 -
D ¢ J ‘. K
= ~. > — &=l
< = —> —> ‘(: = |2
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Fig. 2. Graphic to show the process of DeepFake development with encoder-decoder pairs.

The lip-sync DeepFake videos in this study were created using the Wav2lip appli-
cation. The application employs a specialised model that focuses on synchronising lip
movements in a video with an audio clip. The generator component of the model is
trained on a range of audio samples and learns to align an individual’s mouth movements
with the corresponding audio content. To enhance accuracy, a lip-sync discriminator is
utilised, assisting the generator in refining its output and rectifying any inconsistencies.
By incorporating the lip-sync discriminator during training, the occurrence of artefacts
in the final deepfake videos is minimised.
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2.3 Faceswap

Faceswap encompasses the substitution of the source’s face with another person’s face
(the target), while maintaining the target’s facial expressions. Typically, this procedure
entails a sequence of stages. During face detection and alignment, facial landmarks are
identified for precise face alignment. Face encoding transforms features of the source
and target faces into a numerical format, using deep neural networks. During the face
swapping phase, the source face is overlaid onto the target face using techniques such
as image warping and/or blending, the goal being to ensure the swapped face blends
naturally. Texture blending involves the matching of colours and textures of the source
face to the target face. Typically, using techniques such as colour correction and texture
mapping. Lastly, during facial expression transfer phase, the swapped face exhibits the
target’s facial expressions.

2.4 Lip-Sync

Lip-sync techniques strive to achieve harmonisation between the lip movements of an
individual in a video and the accompanying audio file. The objective is to ensure pre-
cise synchronisation between the spoken words and the corresponding lip movements.
Again, similar to the process of faceswap, a series of sequential steps are required for
lip-syncing. During audio analysis, the file containing sound information is processed
to extract phonetic or timing information. This element of analysis helps to identify
the specific sounds that need to be synchronised with the lip movements. Lip Motion
Extraction analyses extracted lip shape and movements over time. This is achieved by
tracking the movement of specific lip landmarks of the lips. For alignment, the extracted
lip movements along with the phonetic/ timing information (from the audio file) are
combined. Once the alignment is achieved, the lip movements are animated in a way
that corresponds to the audio file. This typically involves warping or morphing the target
person’s lips to match the desired phonetic shapes or timing.

2.5 Dataset

To support the development of detection software, researchers have curated diverse
datasets that serve as valuable resources for research. For this study, the FakeAVCeleb
dataset [37] was utilised. FakeAVCeleb is one of the most recent dataset releases; a novel
audio-visual DeepFake database which also includes synthesised lip-sync DeepFake
audios.

A total of 11 authentic videos of varying image quality, duration and facial viewpoint
were selected. Consideration was given to include videos that represented a range of
racial backgrounds and maintain equal representation of genders. For each genuine
video, a corresponding deepfake version was created utilising both the faceswap and
lip-sync techniques, resulting in a total of 11 deepfake videos. The reason for creating a
small data sample was to ensure manageability over the quality of the video files, over
quantity. In addition, feasibility, to ensure the process wasn’t time intensive, especially
since our research serves purpose as an exploratory study which we endeavour broadens
the discussion of identification abilities across a cohort of individuals.
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2.6 Experimental Procedure

The experimental procedure involved presenting a series of videos (authentic and Deep-
Fake), to two participant samples, (i) a group of facial image comparison (FIC) practition-
ers, from European forensic laboratories, and (ii) novice participants with no experience
of working in the field of facial image comparison. The FIC practitioners were selected
based on their expertise in the domain of facial image comparison. Each participant was
tasked with carefully examining each video and deciding whether it was a DeepFake or
not. Participants marked each video, accordingly, providing a clear indication of their
judgment. To further evaluate the confidence of their assessments, participants were also
asked to rate their level of confidence using a three-point scale.

The confidence scale included three categories: “likely” (50% confidence level),
“very likely” (75% confidence level), and “extremely likely” (nearly 100% confidence
level). By providing these confidence ratings, the experts were able to express the degree
of certainty they had in their judgments regarding the authenticity of the videos. Such an
experimental procedure ensured the objectivity and integrity of the assessment process.

3 Results and Discussion

In our experiment, a total of 51 participants were instructed to watch a series of vidoes and
identify those of authentic nature and DeepFake. The survey results were analysed with
the aim to determine the core elements of this study. Initially, it was hypothesised that
given the level of expertise in unfamilair facial identification, Facial Image Comparison
(FIC) practitioners would perform exceedingly better compared to the novice cohort.
However considering the overall performance between both the participant cohorts,
the novice participants marginally outperformed the FIC practitioners when identifying
authentic faces in the survey amongst the DeepFakes (Fig. 3).

Upon closer inspection, for the correct authentic category, the median score is >65%,
and inclined towards the upper quartile of the data distribution which indicates that many
of the FIC practitioners performed highly. The results are promising considering that only
a small population sample were tested and that the practitioners only work with material
consisting of true, authentic identities. Additionally, some if not all the FIC practitioners
will not have had the opportunity (prior to this study), to test their discrimination ability
using DeepFake material. In contrast, for the incorrect authentic category the median
is <35% and closer to the lower quartile of the box. This suggests that several FIC
practitioners struggled to make judgements about the authenticity of the videos.

Shifting our attention to the novice population cohort, the median score for the correct
authentic category reached the boundary of the upper quartile (>85%), indicating a
higher discrimination ability relative to FIC practitioners. This may be reflective of the
participants who work in the domain of digital forensics, but not facial image comparison.

In Fig. 4, the data suggests that both the FIC practitioners and the novices exhibit a
comparable, average performance level in correctly identifying DeepFakes with a median
score hovering around 60% for both groups. Likewise, a similar pattern is observed in
the incorrect responses for DeepFake identities, with both cohorts exhibiting an average
performance level of approximately 40%, except for a few responses. Amongst the
FIC practitioners, the highest correct DF (DeepFake) distribution is 80%, with the
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Condition
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Percent
g
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Fig. 3. A Boxplottoillustrate the discrimination abilities between Facial Image Comparison (FIC)
Practitioners and novice subjects, when viewing authentic (non-computer-generated) videos with
true, human identities.

maximum value depicted by the end of the ‘whisker’ in the box plot, reaching 100%.
Conversely, the upper quartile for the incorrect DF distribution is at least 60%, with the
‘whisker’ extending to 80%. In summary, FIC practitioners generally perform highly
in correctly identifying DeepFakes compared to incorrectly identifying them, with the
majority performing above chance-level, at 60% for both cases.

In comparison, the novice cohort performance follows a similar pattern. The novice
data reports that three-quarter of the incorrect responses is below 45%, indicating a low

error rate.
80
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30
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@
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Fig. 4. A Boxplot to illustrate the discrimination abilities between Facial Image Comparison
(FIC) Practitioners and novice subjects, when viewing computer-generated DeepFake videos.

Figure 5 (below) depicts the overall performance of both cohorts, and the findings
reveal that FIC practitioners do not a perform as highly as their novice counterparts. Gen-
erally, the novice participants perform significantly better with a median score reaching
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>70%. For the FIC participants, the incorrect distribution is positively skewed with an
upper quartile of 55%. This suggests that at least 75% of their incorrect answers fall
below the 55% mark. Instead, the incorrect distribution for novice participants shows
an upper quartile value of approximately 45%. This suggests that at least three-quarters
of the incorrect results from novice participants are lower than 45%. This indicates less
accuracy in their results as compared to the FIC participants.

70
60 "
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Correct
Incorrect

40

30

20

10

FIC Practitioner Novice

Group

Percent
o
3

Fig. 5. A Boxplot to illustrate the overall performance between Facial Image Comparison (FIC)
Practitioners and novice subjects, when viewing computer-generated DeepFake videos with
authentic (non-computer-generated) videos with true, human identities.

Our experimental results appear to contradict current literature, which suggest that
novice participants generally have limited ability to identify media manipulations. Our
research has demonstrated that novice participants are better at identifying DeepFake
faces, compared to FIC practitioners, especially when shown with a short viewing win-
dow. Such exceptional performance is to be considered with a caveat that there was a
limitation to the number of times the videos could be shown and that too, without any
voice information. In addition, there were only two participants in the novice cohort
and one in the FIC practitioners’ cohort, who performed exceptionally, achieving 100%
accuracy across all eleven tested videos. Hence, it is evident that there are underlying
variables which affect human performance, and our research highlights the requirement
for further study.

Importantly, our research is not free from limitations. The greatest limitation is the
participant size, especially for the practitioner cohort. The analysed data came from 51
participants, (16 FIC practitioners and 35 novices). This sample size is not particularly
representative, although the results can sufficiently provide exploratory insights. Another
potential limitation may be in the process of data collection itself, whilst the participants
were asked to rate their level of confidence when making judgements on authenticity, they
were not probed about what they were looking for within the videos, when determining
whether the face was an authentic or a DeepFake. The judgement rating is not a core
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focus of this paper, it was only included to ensure participants responded as honestly
and confidently as possible. Such form of qualitative information may have provided a
deeper insight into the similarities and/or differences between perception for the tested
cohorts.

4 Conclusion

Detecting DeepFakes in this modern world is an increasingly challenging problem on
various fronts. Such innovations have a significant impact on online safety, crime, foren-
sic science, and society. In this paper, we have provided preliminary data to show the
distinctions in human discrimination ability between an expert (facial image comparison
practitioners) and a (non-expert) novice cohort. Our aspiration is that these discoveries
will trigger more in-depth studies within the forensic science realm and explain the
effects that DeepFakes have on facial image identification.

Acknowledgement. The authors would like to thank Bas Roosenstein, (Forensics Educational
Institution, University of Applied Science, Amsterdam) and Dr. Reuben Morton (Open University,
UK), for their valuable contributions to this article.

References

1. Borges, L., Martins, B., Calado, P.: Combining similarity features and deep representation
learning for stance detection in the context of checking fake news. J. Data Inf. Q. (JDIQ)
11(3), 1-26 (2019)

2. Dack, S.: Deep fakes, fake news, and what comes next. The Henry M. Jackson School of
International Studies (2019)

3. Mansoor, N., Iliev, A.: Artificial intelligence in forensic science. In: Arai, K. (eds.) Advances
in Information and Communication. FICC 2023. LNNS, vol. 652, pp. 155-163. Springer,
Cham (2023). https://doi.org/10.1007/978-3-031-28073-3_11

4. Bitesize, B.B.C.: deepfakes: what are they and why would I make one? (2019)

5. Maras, M.H., Alexandrou, A.: Determining authenticity of video evidence in the age of artifi-
cial intelligence and in the wake of Deepfake videos. The International Journal of Evidence &
Proof 23(3), 255-262 (2019)

6. Cochran, J.D., Napshin, S.A.: Deepfakes: awareness, concerns, and platform accountability.
Cyberpsychol. Behav. Soc. Netw. 24(3), 164—-172 (2021)

7. Hancock, J.T., Bailenson, J.N.: The social impact of deepfakes. Cyberpsychol. Behav. Soc.
Netw. 24(3), 149-152 (2021)

8. lJilani, S.K., Ugail, H., Logan, A.: Man vs machine: the ethnic verification of Pakistani and
non-Pakistani mouth features. In: 41t ISTANBUL International Conference on “Advances
in Science, Engineering & Technology” (IASET-22) (2022)

9. Adyapady, R.R., Annappa, B.: A comprehensive review of facial expression recognition
techniques. Multimedia Syst. 29(1), 73-103 (2023)

10. Fletcher, J.: Deepfakes, artificial intelligence, and some kind of dystopia: the new faces of
online post-fact performance. Theatr. J. 70(4), 455-471 (2018)

11. Narayan, K., Agarwal, H., Thakral, K., Mittal, S., Vatsa, M., Singh, R.: DF-Platter: multi-face
heterogeneous Deepfake dataset. In: Proceedings of the IEEE/CVF Conference on Computer
Vision and Pattern Recognition, pp. 9739-9748 (2023)


https://doi.org/10.1007/978-3-031-28073-3_11

480

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

24.

25.

26.
27.

28.

29.

30.

31.

32.

33.

34.

S. K. Jilani et al.

. Korshunov, P., Marcel, S.: Vulnerability assessment and detection of deepfake videos. In: 2019

International Conference on Biometrics (ICB), pp. 1-6. IEEE, June 2019

Goodfellow, 1., et al.: Generative adversarial networks. Commun. ACM 63(11), 139-144
(2020)

Brophy, E., Wang, Z., She, Q., Ward, T.: Generative adversarial networks in time series: a
systematic literature review. ACM Comput. Surv. 55(10), 1-31 (2023)

Battiato, S., Giudice. O., Paratore, A.: Multimedia forensics: discovering the history of mul-
timedia contents. In: Proceedings of the 17th International Conference on Computer Systems
and Technologies 2016, pp. 5-16 (2016)

Rossler, A., Cozzolino, D., Verdoliva, L., Riess, C., Thies, J., NieBner, M.: Faceforensics: A
large-scale video dataset for forgery detection in human faces (2018). arXiv preprint arXiv:
1803.09179

Vaccari, C., Chadwick, A.: Deepfakes and disinformation: exploring the impact of syn-
thetic political video on deception, uncertainty, and trust in news. Soc. Media+ Soc. 6(1),
2056305120903408 (2020)

Groh, M., Epstein, Z., Firestone, C., Picard, R.: Deepfake detection by human crowds,
machines, and machine-informed crowds. Proc. Natl. Acad. Sci. 119(1),e2110013119 (2022)
Forgas, J.P., East, R.: On being happy and gullible: mood effects on skepticism and the
detection of deception. J. Exp. Soc. Psychol. 44(5), 1362-1367 (2008)

Brashier, N.M., Marsh, E.J.: Judging truth. Annu. Rev. Psychol. 71, 499-515 (2020)

Clore, G., et al.: Affective feelings as feedback: some cognitive consequences. In: Martin,
L.L., Clore, G.L. (eds.) Theories of Mood and Cognition: A User’s Handbook. pp. 27-62, L.
Erlbaum, 2001

Sinha, P, Balas, B., Ostrovsky, Y., Russell, R.: Face recognition by humans: nineteen results
all computer vision researchers should know about. Proc. IEEE 94(11), 1948-1962 (2006)
Kanwisher, N., McDermott, J., Chun, M.M.: The fusiform face area: a module in human
extrastriate cortex specialized for face perception. J. Neurosci. 17(11), 43024311 (1997)
Richler, J.J., Gauthier, I.: A meta-analysis and review of holistic face processing. Psychol.
Bull. 140(5), 1281 (2014)

Young, A.W., Burton, A.M.: Are we face experts? Trends Cogn. Sci. 22(2), 100-110 (2018)
Bruce, V., Young, A.W.: Face perception. Psychology Press, Milton Park (2012)

Sabel, J., Johansson, F.: On the robustness and generalizability of face synthesis detection
methods. In: Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern
Recognition, pp. 962-971 (2021)

Karras, T., Laine, S., Aila, T.: A style-based generator architecture for generative adversarial
networks. In: Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern
Recognition, pp. 44014410 (2019)

Karras, T., Laine, S., Aittala, M., Hellsten, J., Lehtinen, J., Aila, T.: Analyzing and improving
the image quality of stylegan. In: Proceedings of the IEEE/CVF Conference on Computer
Vision and Pattern Recognition, pp. 8110-8119 (2020)

Chen, R., Chen, X., Ni, B., Ge, Y.: SimSwap: an efficient framework for high fidelity face
swapping. In: ACM Multimedia (2020)

Bitouk, D., Kumar, N., Dhillon, S., Belhumeur, P., Nayar, S.K.: Face swapping: automatically
replacing faces in photographs. ACM Trans. Graph. 27(3), 1-8 (2008)

Pu, J., et al.: Deepfake videos in the wild: analysis and detection. In: Proceedings of the Web
Conference 2021, pp. 981-992, April 2021

Gonzalez-Sosa, E., Fierrez, J., Vera-Rodriguez, R., Alonso-Fernandez, F.: Facial soft biomet-
rics for recognition in the wild: recent works, annotation, and COTS evaluation. IEEE Trans.
Inf. Forensics Secur. 13(8), 2001-2014 (2018)

Thies, J., Zollhofer, M., NieBner, M.: Deferred neural rendering: image synthesis using neural
textures. ACM Trans. Graph. (TOG) 38(4), 1-12 (2019)


http://arxiv.org/abs/1803.09179

35.

36.

37.

Decoding Deception: Understanding Human Discrimination Ability 481

Soni, R., Arora, T.: A review of the techniques of images using GAN. In: Generative
Adversarial Networks for Image-to-Image Translation, pp. 99-123 (2021)

Mirza, M., Osindero, S.: Conditional generative adversarial nets. arXiv preprint arXiv:1411.
1784 (2014)

Khalid, H., Tariq, S., Kim, M., Woo, S.S.: FakeAVCeleb: a novel audio-video multimodal
deepfake dataset (2021). arXiv preprint arXiv:2108.05080


http://arxiv.org/abs/1411.1784
http://arxiv.org/abs/2108.05080

	 Preface
	 Organization
	 Contents – Part I
	 Contents – Part II
	Industrial Poster Session
	Instance Segmentation Applied to Underground Infrastructures
	1 Introduction
	2 Pipes Recognition 
	2.1 Dataset Creation 
	2.2 Dataset Description
	2.3 Deep Learning Architecture 
	2.4 Classification Overhead

	3 Experiments
	3.1 Training 
	3.2 Instance Segmentation Results
	3.3 Classification Refinement Results

	4 Conclusion
	References

	Generating Invariance-Based Adversarial Examples: Bringing Humans Back into the Loop
	1 Introduction
	2 Adversarial Examples
	2.1 Sensitivity-Based Adversarial Examples
	2.2 Invariance-Based Adversarial Examples

	3 Human Perception
	4 Experiments
	4.1 Stimuli
	4.2 Human Subjects
	4.3 Eye Tracking Experimental Set-Up
	4.4 Creation of Occlusion-Based Adversarial Examples

	5 Results
	6 Adaptive Approaches
	7 Conclusion
	References

	MARS: Mask Attention Refinement with Sequential Quadtree Nodes for Car Damage Instance Segmentation
	1 Introduction
	2 Related Works
	3 Proposed Method
	4 Experiments
	4.1 Experimental Setup
	4.2 Comparison with SOTA
	4.3 Implementation Details

	5 Conclusions
	References

	On-Device Learning with Binary Neural Networks
	1 Introduction
	2 Related Literature
	2.1 Continual Learning
	2.2 Binary Neural Networks

	3 On-Device CWR Optimization
	3.1 Gradients Computation
	3.2 Quantization Strategy

	4 Experiments
	5 Conclusion
	References

	Towards One-Shot PCB Component Detection with YOLO
	1 Introduction
	2 Background
	3 Methodology
	3.1 Dataset Generation
	3.2 Improving YOLOv5 Architecture for Small Object Detection
	3.3 Training Procedure and Evaluation Metrics

	4 Experimental Results
	4.1 Experiments with Original YOLOv5
	4.2 Experiments with Improved YOLOv5

	5 Conclusion
	References

	Wildfires Classification: A Comparative Study
	1 Introduction
	2 Datasets for Fire and Smoke Analysis
	3 Fire Analysis Techniques
	4 Wildfires Classification
	4.1 Selected Deep Models
	4.2 Wildfires Dataset
	4.3 Deploying the Model on Embedded Systems

	5 Experimental Results
	5.1 Results on the FireNet Dataset
	5.2 Results on Our Wildfires Dataset

	6 Conclusions and Future Works
	References

	A General Purpose Method for Image Collection Summarization and Exploration
	1 Introduction and Background
	2 Proposed Method
	2.1 Group Selection
	2.2 Clustering of Pictures Within a Group
	2.3 Best Picture Selection

	3 Datasets
	3.1 Automatic Triage for a Photo Series
	3.2 Camera Scene Detection Dataset

	4 Experimental Setup
	4.1 Data Setup
	4.2 Evaluation Metrics
	4.3 Experimental Details

	5 Results
	5.1 Subjective Results

	6 Conclusions
	References

	Automated Identification of Failure Cases in Organ at Risk Segmentation Using Distance Metrics: A Study on CT Data
	1 Introduction
	2 Methods and Materials
	2.1 Dice and Hausdorff Distance Metrics
	2.2 Dataset
	2.3 Model Architecture
	2.4 Experimental Setup

	3 Results and Discussion
	4 Conclusion
	References

	Digitizer: A Synthetic Dataset for Well-Log Analysis
	1 Introduction
	2 Generating Synthetic Well-Log Curves
	3 Dataset Analysis
	4 Conclusions
	References

	CNN-BLSTM Model for Arabic Text Recognition in Unconstrained Captured Identity Documents
	1 Introduction
	2 Related Works
	3 Problem Statement
	3.1 Identity Document Reading
	3.2 Arabic Text Recognition

	4 Proposed Method
	4.1 Architecture Description
	4.2 Training Parameters
	4.3 Data Pre-processing

	5 Experiments
	5.1 Dataset
	5.2 Evaluation Metrics
	5.3 Model Training
	5.4 Model Evaluation

	6 Conclusion
	References

	Advances in Gaze Analysis, Visual attention and Eye-gaze modelling (AGAVE)
	Detection and Localization of Changes in Immersive Virtual Reality
	1 Introduction
	2 Experiment and Computational Model
	2.1 Task
	2.2 Measures
	2.3 Apparatus and Procedure
	2.4 Participants
	2.5 Computational Model

	3 Results
	3.1 Change Localization Experiment
	3.2 The Proposed Model Accounts for the Patterns of Human Data

	4 Discussion and Conclusion
	References

	Pain and Fear in the Eyes: Gaze Dynamics Predicts Social Anxiety from Fear Generalisation
	1 Introduction
	2 Background and Hypotheses
	3 Method
	3.1 Participants and Procedure
	3.2 Proposed Model and Data Analyses

	4 Results
	5 Conclusions
	References

	Eye Gaze Analysis Towards an AI System for Dynamic Content Layout
	1 Introduction
	2 AI System
	3 Experiment
	3.1 Overview
	3.2 Set-Up
	3.3 Clips
	3.4 Data Analysis

	4 Results
	4.1 Graphic Durations
	4.2 Fixation Durations
	4.3 Fixation Scores
	4.4 Region of Interest Hypothesis

	5 Discussion
	5.1 Target 1
	5.2 Target 2
	5.3 Targets 3 and 4
	5.4 Target 5
	5.5 Target 6

	6 Conclusions
	References

	Beyond Vision: Physics Meets AI (BVPAI)
	A Variational AutoEncoder for Model Independent Searches of New Physics at LHC
	1 Introduction
	2 The Physics Use-Case: An Effective Field Theory Interpretation of Vector Boson Scattering
	2.1 Same Sign WW Scattering
	2.2 Modeling the Anomalies: The SM as an Effective Field Theory

	3 Variational AutoEncoders
	3.1 The VAE Architecture
	3.2 Anomaly Detection with VAEs

	4 Embedding a Classification Step in the Training to Optimize for Discrimination
	4.1 Results

	5 Conclusions and Future Perspectives
	References

	Adaptive Voronoi Binning in Muon Radiography for Detecting Subsurface Cavities
	1 Introduction to Muon Radiography
	1.1 Cosmic Rays
	1.2 Muon Radiography

	2 The MIMA Detector and Its Application at the Temperino Mine
	3 Adaptive Tessellation Through Voronoi Binning
	4 Conclusion
	References

	Optimizing Deep Learning Models for Cell Recognition in Fluorescence Microscopy: The Impact of Loss Functions on Performance and Generalization
	1 Introduction
	2 Related Works
	3 Methods
	3.1 Model Training

	4 Results
	5 Discussion
	References

	A New IBA Imaging System for the Transportable MACHINA Accelerator
	1 Introduction
	2 Methods
	3 Tests and Results
	4 Conclusions
	References

	Abstracts Embeddings Evaluation: A Case Study of Artificial Intelligence and Medical Imaging for the COVID-19 Infection
	1 Introduction
	2 Related Works
	3 Methodology
	3.1 Dataset
	3.2 Label Assignment
	3.3 Models
	3.4 Performance Metrics

	4 Results and Discussions
	5 Conclusions
	References

	Pigments and Brush Strokes: Investigating the Painting Techniques Using MA-XRF and Laser Profilometry
	1 Introduction
	2 Materials and Methods
	3 Results and Discussion
	4 Conclusions
	References

	Automatic Affect Analysis and Synthesis (3AS)
	Pain Classification and Intensity Estimation Through the Analysis of Facial Action Units
	1 Introduction
	2 Background and Rationales
	3 Materials and Methods
	3.1 Datasets
	3.2 Methods
	3.3 Results

	4 Conclusion
	References

	Towards a Better Understanding of Human Emotions: Challenges of Dataset Labeling
	1 Introduction
	2 Related Work
	3 Proposed Emotion Taxonomy
	4 Experiments
	4.1 Relabeling the AffectNet Dataset
	4.2 Results

	5 Conclusions
	References

	Video-Based Emotion Estimation Using Deep Neural Networks: A Comparative Study
	1 Introduction
	2 Related Work
	3 The OMG-Emotion Dataset
	4 The Video Emotion Estimation Pipeline
	4.1 Pre-processing
	4.2 Backbone
	4.3 Temporal Aggregation
	4.4 Multi-layer Perceptron
	4.5 Loss Functions

	5 Experiments and Results
	5.1 Ablation Analysis
	5.2 Model Comparison
	5.3 State-of-the-Art Comparison

	6 Conclusions
	A Appendix
	References

	International Contest on Fire Detection (ONFIRE)
	ONFIRE Contest 2023: Real-Time Fire Detection on the Edge
	1 Introduction
	2 Related Works
	3 Contest Dataset and Task
	4 Evaluation Metrics
	5 Conclusion
	References

	FIRESTART: Fire Ignition Recognition with Enhanced Smoothing Techniques and Real-Time Tracking
	1 Introduction
	2 Materials and Methods
	2.1 Dataset
	2.2 Convolutional Neural Networks
	2.3 Vision Transformers
	2.4 The Proposed Approach
	2.5 Metrics

	3 Experimental Results and Discussion
	3.1 Experimental Setup
	3.2 Experimental Results

	4 Conclusions
	References

	Rapid Fire Detection with Early Exiting
	1 Introduction
	2 Related Works
	2.1 Fire Detection
	2.2 Advantages of Deep Learning
	2.3 Early Exiting

	3 Methodology
	3.1 Dataset
	3.2 Model Architectures

	4 Preliminary Results
	5 Conclusions
	References

	Recent Advances in Digital Security: Biometrics and Forensics (BIOFORM)
	Morphing-Attacks Against Binary Fingervein Templates
	1 Introduction
	2 Morphing of Binary Finger Vein Templates
	3 Experimental Settings
	3.1 Assessment Criteria
	3.2 Data and Recognition Software

	4 Experimental Results
	4.1 Threat Evaluation
	4.2 Detecting Morphed Templates

	5 Conclusion and Future Work
	References

	A Robust Approach for Crop Misalignment Estimation in Single and Double JPEG Compressed Images
	1 Introduction
	2 Proposed Approach
	3 Experimental Results
	4 Conclusions
	References

	Human-in-the-Loop Person Re-Identification as a Defence Against Adversarial Attacks
	1 Introduction
	2 Related Work
	3 The HITL Approach as an Adversarial Defence
	4 Experiments
	5 Conclusions
	References

	Generalized Deepfake Detection Algorithm Based on Inconsistency Between Inner and Outer Faces
	1 Introduction
	2 Related Works on Deepfake Detection
	3 The Proposed Method
	4 Experimental Analysis and Results
	4.1 Datasets
	4.2 Experimental Setup
	4.3 Results

	5 Conclusions
	References

	Real-Time Multiclass Face Spoofing Recognition Through Spatiotemporal Convolutional 3D Features
	1 Introduction
	2 Proposed Method
	3 Evaluation
	3.1 Dataset and Evaluation Metrics
	3.2 Implementation Details
	3.3 Binary Classifier
	3.4 Multiclass Classifier
	3.5 Comparison with the State-of-the-Art
	3.6 Ablation Study

	4 Conclusion
	References

	Computer Vision for Environment Monitoring and Preservation (CVEMP) Enhancing Air Quality Forecasting Through
	Enhancing Air Quality Forecasting Through Deep Learning and Continuous Wavelet Transform
	1 Introduction
	2 Related Work
	3 Methodology and Data
	3.1 1D Analysis
	3.2 2D Data Generation
	3.3 2D Analysis

	4 Experimental Setup
	4.1 Dataset
	4.2 Implementation Details
	4.3 Performance Measures

	5 Results
	6 Conclusion
	References

	Optimize Vision Transformer Architecture via Efficient Attention Modules: A Study on the Monocular Depth Estimation Task
	1 Introduction
	2 Related Works
	2.1 Depth Estimation
	2.2 Efficient Vision Transformers

	3 Proposed Method
	3.1 Meta-METER
	3.2 Pyra-METER

	4 Results
	4.1 Experimental Setup
	4.2 Performance Analysis
	4.3 Inference Time Analysis

	5 Conclusions
	References

	Assessing Machine Learning Algorithms for Land Use and Land Cover Classification in Morocco Using Google Earth Engine
	1 Introduction
	2 Related Work
	3 Methodology
	3.1 Study Area and Dataset
	3.2 Data Preparation
	3.3 Machine Learning Algorithms
	3.4 Evaluation of Accuracy

	4 Results and Discussion
	5 Conclusion
	References

	An Application of Artificial Intelligence and Genetic Algorithm to Support the Discovering of Roman Centuriation Remains
	1 Introduction
	2 Related Work
	3 Methodology
	3.1 Edges Detection
	3.2 Lines Identification
	3.3 Grid Alignment

	4 Implementation
	4.1 The U-Net Convolutional Neural Network
	4.2 Image Processing
	4.3 Genetic Algorithm

	5 Experimental Results
	6 Conclusions
	References

	Convolutional Neural Networks for the Detection of Esca Disease Complex in Asymptomatic Grapevine Leaves
	1 Introduction
	2 Materials and Methods
	2.1 Leaf Samples
	2.2 Hyperspectral Image Acquisition and Processing

	3 Experiments and Results
	4 Discussion
	5 Conclusions and Future Work
	References

	ArcheoWeedNet: Weed Classification in the Parco archeologico del Colosseo
	1 Introduction
	2 Dataset Collection and Analysis
	3 Methods
	4 Results
	5 Conclusions
	References

	Automatic Alignment of Multi-scale Aerial and Underwater Photogrammetric Point Clouds: A Case Study in the Maldivian Coral Reef
	1 Introduction
	2 Data Acquisition and Monocular Photogrammetric Point Clouds Generation
	3 Manual Registration and Its Use as Ground Truth
	4 The Automatic Registration Pipeline
	5 Conclusions
	References

	Generation of Human Face and Body Behavior (GHB)
	Upsampling 4D Point Clouds of Human Body via Adversarial Generation
	1 Introduction
	2 Related Work
	3 Upsampling of Time Varying Point Clouds
	3.1 Proposed Architecture

	4 Experiments
	4.1 Implementation Details and Used Dataset
	4.2 Results
	4.3 Ablation Study

	5 Conclusions
	References

	Decoding Deception: Understanding Human Discrimination Ability in Differentiating Authentic Faces from Deepfake Deceits
	1 Introduction
	1.1 Forms of Facial Manipulation

	2 Methodology
	2.1 Generative Adversarial Networks (GANs)
	2.2 Conditional GANs (CGANs)
	2.3 Faceswap
	2.4 Lip-Sync
	2.5 Dataset
	2.6 Experimental Procedure

	3 Results and Discussion
	4 Conclusion
	References

	Generative Data Augmentation of Human Biomechanics
	1 Introduction
	2 Methods
	2.1 Experimental Dataset
	2.2 Data Pre-processing
	2.3 Model Architecture
	2.4 Model Training
	2.5 Fine-Tuning
	2.6 Evaluation

	3 Results
	3.1 Fine-Tuning

	4 Discussion
	References

	Avatar Reaction to Multimodal  Human Behavior
	1 Introduction
	2 Overview
	3 Proposed Method
	3.1 Motion Database
	3.2 Data Capture
	3.3 Action Prediction and Recognition
	3.4 Facial Expression Recognition

	4 Avatar Environment
	5 Conclusions and Future Work
	References

	Author Index



