
a common effect (or a descendant of 
a common effect) of two variables, of 
which one is the exposure or a cause of 
the exposure, and the other is the out-
come or a cause of the outcome.4 Here, 
we make a distinction between collider 
restriction bias and collider stratifica-
tion bias. Collider restriction bias due to 
restricting to one level of a collider is a 
form of selection bias; however, collider 
stratification bias through (for example) 
the unnecessary inclusion of a collider in 
a regression model may be best under-
stood as a type of overadjustment bias 
instead of selection bias. However, addi-
tionally blocking another covariate that 
lies on a backdoor path that is opened 
by collider adjustment, if possible, will 
obviate the bias.

Type 3 overadjustment is adjust-
ment for an instrumental variable in the 
presence of unmeasured confounding. 
An instrumental variable is a cause of 
the exposure that has no relation to the 
outcome except through the exposure.5 
It has been shown that in a regression 
model of the outcome on the exposure, 
adjusting for a strong instrumental vari-
able (more broadly, strong predictors of 
the exposure), in the presence of unmea-
sured confounding, has the potential to 
amplify bias as well as affect precision, 
which we term an overadjustment bias.6,7 
Amplification occurs because, within 
strata of the exposure, the instrumental 
variable is associated with the outcome 
via the unmeasured confounder. Thus, in 
practice, it is best to exclude pure instru-
mental variables from covariate control.

Type 4 overadjustment is adjust-
ment for a descendant of the outcome 
when the exposure has a causal effect 
on the outcome. As shown in the Table, 
adjusting for a descendant of the out-
come D is in fact adjusting for a descen-
dant of the collider, when there is an 
another cause of outcome D (that is L) 
that makes the outcome D a collider.8 As 
a result, it induces a spurious association 
between E and L and hence between E 
and D, therefore resulting in biased effect 
estimates of exposure E on outcome D 
on risk difference and risk ratio scales. 
Thus, adjustment for a descendant of the 
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Revisiting 
Overadjustment Bias

To the Editor:

In epidemiology, overadjustment bias 
is defined as adjusting for a variable 

that increases rather than decrease bias, 
while unnecessary adjustment is referred 
to as control for a variable that adversely 
affects precision without introducing 
bias.1,2 The term of overadjustment bias 
is used to refer to different scenarios. 
Here, we propose a unified definition of 
overadjustment, with four types.

Type 1 overadjustment is the clas-
sic adjustment for an intermediate vari-
able or a descendant of an intermediate 
variable (see Table). Schisterman et al1 
explained type 1 overadjustment bias in 
detail. If the total effect of the exposure 
on the outcome is of interest, adjusting 
for an intermediate variable, or a down-
stream proxy of an intermediate variable 
may lead to overadjustment bias because 
(in ideal settings) such adjustment 
results in an estimate of the controlled 
direct effect instead of the total effect.

Type 2 overadjustment is adjust-
ment for a collider or a descendant of 
a collider.3 Collider bias is defined as a 
bias that occurs when conditioning on 
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outcome can also be regarded as a special 
type of collider bias.

Here, we summarized four types of 
covariate adjustment that may induce bias, 
and, hence, we call these overadjustment 
biases. Consciously avoiding these types of 
overadjustment bias, together with adjust-
ment for a sufficient set of confounders 
(both of which rely on substantive knowl-
edge), is necessary to satisfy the assump-
tion of correct causal model specification 
in the standard set of identification condi-
tions.9 Correct causal model specification, 
followed by correct statistical model speci-
fication (which determines the functional 
form and relationships between exposure, 
covariates, and outcome), along with other 
standard assumptions (e.g., no measure-
ment error), constitute an important set 
of sufficient conditions for the identifica-
tion of causal effects in epidemiology and 
beyond.10,11 In some circumstances, a 
variable may play more than one role, and 
while this is beyond the scope of the pres-
ent paper, whether or not to adjust for such 
variable may well become an issue of mini-
mizing overall bias.
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Table. Four Types of Overadjustment Bias

Type of  
Overadjustment Bias Causal Diagrams Explanation

Type 1—adjusting for an 

intermediate variable or 

a descendant proxy of 

an intermediate variable

Adjusting for an intermediate variable 

or a descendant of an intermedi-

ate variable can bias estimates of 

the total effect of exposore E on 

outcome D.

Type 2—adjusting for a 

collider or a descendant 

of a collider

Adjusting for a collider or a descendant 

of a collider will bias the effect esti-

mate of exposure E on outcome D.

Type 3—adjusting for an 

instrumental variable

Adjusting for an instrumental variable 

in the presence of unmeasured con-

founding (when L is not measured) 

can lead to amplified bias.

Type 4—adjusting for 

a descendant of the 

outcome

Adjusting for a descendant of the 

outcome D can result in biased effect 

estimate on risk difference and risk 

ratio scales when there is a causal 

effect of exposure E on outcome D.

We consider only four types of variables: exposure E, outcome D, covariates L (L1, L2), and variable O, which can lead to overadjustment bias if adjusted for.
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