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Chapter 1. Introduction 1

CHAPTER 1

INTRODUCTION

1.1 Aim of the study

This study is part of a larger research project called “Variation, linguistic change
and grammaticalization, with special reference to English,” which is being
carried out by a number of researchers at the Department of English of the
Universidade de Santiago de Compostela.! As is well-known, the study of
grammaticalization is burgeoning, as is attested by the recent publication of
numerous volumes (cf., among others, Traugott and Heine 1991, Giacalone
Ramat and Hopper 1998, Fischer et al. 2000, Bybee and Hopper 2001, Wischer
and Diewald 2002). Furthermore, there is considerable interest in the
grammaticalization of modals (cf. Plank 1984; Goossens 1987; Heine 1993;
Warner 1993; Bybee et al. 1994; van der Auwera and Plungian 1998; Krug 2000,
2001, 2002; Sturiale 2002; Traugott and Dasher 2002, Aijmer 2004, Tagliamonte
2004, among many others). More specifically, the marginal position of Present-
Day English (henceforth PDE) need has been highlighted by several scholars (to
cite just a few, Bolinger 1942, Jacobsson 1974, Duffley 1994, Leech 2003, Smith
2003, Taeymans 2004a). Most of these works concentrate on the twofold
character of need, which may be considered modal and non-modal (cf.
Huddleston 1984, or Quirk ef al. 1985, for instance). However, these studies

concentrate on the synchronic features of need and tend to neglect its historical

' These researchers are the members of the Research Group on Variation and Language Change
(cf. <http://www.usc.es/ia303/vlc/main.html>), led by Professor Teresa Fanego.



2 Chapter 1. Introduction

evolution. Further explorations of the development of need are, therefore,
necessary to explain the complex nature of this verb.

A preliminary overview of the history of need reveals some interesting
developments. As a modal verb, need differs morphologically from the central
modals, since, unlike the central modals, need does not derive from the Old
English (henceforth OE) preterite-present verbs. An insight into Old English
shows that, at that time, preterite-present verbs already included a verb
semantically and syntactically equivalent to PDE need, namely OE purfan.
burfan, however, has not survived into Present-Day English, so we may
hypothesize that its disappearance favoured the auxiliarization of need. Further
overviews of Old and Middle English (henceforth ME) reveal, however, that
purfan and need are not the only verbs meaning ‘need’ in the history of English,
but that there are other verbs, such as OE bepurfan, OE behofian or ME misteren,
which are semantically equivalent and which, in principle, could also have
replaced purfan. Surprisingly enough, need is the only verb which survives with
its meaning in Present-Day English and, what is more, it has become one of the
100 most frequent verbs in spontaneous speech (cf. Krug 2000: 291). From this
brief outline we can easily gather that only a thorough analysis of the history of
need and of those verbs which may have competed semantically with it can
disclose the reasons why need has ousted its semantic competitors and the factors
determining its PDE double nature as auxiliary and non-auxiliary.

For this reason, the aim of this work is to elucidate the evolution of PDE
need and its semantic predecessors. The historical period selected for my analysis
is from Old to early Modern English (henceforth eModE) for the following
reasons. Firstly, a good number of studies on PDE need are already available, as
well as research in progress which will be published shortly.” Secondly, as
Rissanen (1999: 189) states, “[t]here are, in fact, very few major syntactic
changes after the end of the 18" century, although change in language is of
course an ongoing and never-ending process.” In other words, we expect the
major changes to occur before the late Modern English (IModE) period. Finally,
a preliminary study of the relevant literature revealed that after early Modern
English the occurrences of need and behove, the surviving verbs, were not
indicative of further changes which might prove relevant for the general purposes

of this study. In this period, need and behove had become the verbs they are in

® Cf. the work of Soili Nokkonen, which is being supervised by Professor Terttu Nevalainen at
the Research Unit for Variation and Change in English (VARIENG), University of Helsinki.
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Present-Day English from a semantic and syntactic perspective, and the semantic
predecessors of need have disappeared or become specialized with a different
meaning.

More specifically, the aims of this study are to find out how need and its
semantic predecessors compete for the expression of the same meaning, how
they develop morphologically, syntactically and semantically through time, and
the reasons why they survive, change or disappear from the language. In
addition, through the analysis of nearly 1000 years of linguistic evolution I intend
to provide information about the grammaticalization of need and any of its
semantic competitors as modal auxiliaries.

Grammaticalization is here understood in the traditional functional
approach in which most scholars posit it. Thus, in this piece of work I follow
works such as Lehmann (1995 [1982]), Hopper (1991), Heine (1993), and
Hopper and Traugott (2003), and consider that grammaticalization is the result of
subsequent changes in the semantic, morphosyntactic and phonological
components of language, through processes such as desemanticization,
decategorialization or erosion. In addition, modal verbs are said to be born out of
reanalysis (cf. Hopper and Traugott 2003). 1 will try to ascertain the extent to
which some of my verbs undergo some of these processes.

Since the semantics of the verbs analysed here falls within the modal
notion of necessity, it will be necessary to interpret the findings from a modal
perspective. For this reason, modality is crucial in this piece of work. Among the
different approaches to modality, which classify it according to various criteria, I
will examine two widely recognized classifications, namely that of Palmer (1979,
1986, 2003), and that of Sweetser (1990), based on Talmy (1988). I will try to
prove that, even though views of modality such as Palmer’s (1979, 1986, 2003)
have proved essential for the study of this semantic category in synchronic
works, a more dynamic view of modality is necessary for the purposes of this
diachronic piece of research. For this reason, the approach to modality followed
here is the result of a combination of Coates’ (1983) and Sweetser’s (1990)
classification of modality as divided into root and epistemic, together with
Talmy’s (1988, 2000) cognitive semantic approach to modal meanings in terms
of force dynamics. In other words, modality will be analysed from a functional-
cognitive point of view. This descriptive framework will prove indispensable for
the explanation of the semantic evolution of need, since this stems from cognitive

forces.
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Together with their liability to undergo grammaticalization and their
modal meanings, the verbs analysed in this study converge on another linguistic
area which concerns syntax and semantics, namely their occurrence in
impersonal constructions. In fact, the expression of necessity has traditionally
been considered to favour impersonal constructions, i.e. constructions in which
the experiencer is inflected for the oblique case instead of the nominative. There
are numerous classifications and interpretations of impersonal constructions in
the literature, and I will review the most relevant, namely Elmer (1981), Fischer
and van der Leek (1983, 1987) and Allen (1995), and I will then justify my
decision to follow Allen (1995). Her approach to impersonality accounts not only
for the OE description of these constructions, but also for their evolution through
history, which proves very suitable for a diachronic study such as this one. We
will see that the adherence of the verbs to one or the other type sheds light on
their degree of grammaticalization and in their semantic development.

The convergence of my verbs on these three theoretical aspects, namely
grammaticalization, modality and impersonality, accounts for the coherence of
my verbs both semantically and syntactically.

Since the analysis covers nearly one millennium, the semantic
predecessors of PDE need differ notably from one period to another. Beginning
with Old English, the predecessors of need attested are purfan, bepurfan, neodian
and behofian. OE purfan belongs to the group of preterite-present verbs which,
as mentioned, have evolved, in many cases, to PDE modal auxiliaries (e.g. OE
*sculan> PDE shall). Although, as is well-known, purfan does not survive into
Present-Day English (except in some northern dialects, cf. OED s.v. tharfv.), in
Old English it exhibits a high frequency of occurrence and conveys a wide range
of meanings. From purfan a morphological derived verb is recorded, namely
bepurfan, formed with the addition of the prefix <be->, which also means ‘need.’
As for neodian, it is the etymological ancestor of PDE need and is included in the
study for obvious reasons. Finally, behofian is the etymological predecessor of
PDE behove, which in Old English meant ‘need,” rather than ‘be fitting,” its PDE
meaning.

The list of semantic predecessors of need in Middle English is larger than
that in Old English. Thurven (<OE purfan) continues to be used in the language
and is phonologically confused with another preterite-present, durren (>PDE
dare). On some occasions, durren occurs instead of thurven, while on other

occasions we find blends of both verbs (e.g. part, whose initial part seems to
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belong to thurven, and whose final part seems to belong to durren). Bethurven
(<OE bepurfan) also remains in the group, but is only attested in the very early
years of Middle English. Neden and bihoven (<OE neodian and behofian
respectively) become the prevalent verbs of the group, especially at the end of
the period. Finally, misteren, a French loanword, will also be used as a ‘need’-
verb in this period, but will have an ephemeral life in the English language.

Finally, the set of verbs analysed in early Modern English is reduced to
two, namely need and behove, the only verbs which survive from Middle English
and the only ones which exist in Present-Day English, although, as is well-
known, they no longer compete semantically.

The analysis of these OE, ME and eModE verbs consists of two different
parts. The first is a revision of specialized literature, which will serve to provide
a preliminary description of their morphological, semantic and syntactic features.
The second part is of an empirical nature and it will focus on the analysis of real
linguistic data extracted from several computerized corpora with the aim of
testing and enlarging the information drawn from the literature (cf. Mair 2004,
for instance, for the necessity of corpus-linguistics in grammaticalization
studies). In fact, the focus of this piece of research is the detailed corpus-based
analysis of each of the verbs in the three periods.

With the aim of examining a representative selection of texts, a series of
prestigious corpora have been subject of scrutiny, as will be duly explained in
sections 3.4.0, 4.4.0 and 5.3.0. Briefly, the corpora selected are, (i) the complete
Helsinki Corpus of English Texts, which comprises 1.5 million words distributed
into Old, Middle and early Modern English, (ii) an 800,000-word selection of
texts from the Dictionary of Old English Corpus, (iii) a 600,000-word selection
of texts from the Corpus of Middle English Prose and Verse; and, finally, for
early Modern English, (iv) the Corpus of Early English Correspondence Sampler
and the Lampeter Corpus. All in all, my diachronic corpus contains 4.1 million
words, which will be used as the source of examples of the semantic
predecessors of need from Old to early Modern English. All such examples will
be introduced in a database and analysed according to semantic, syntactic and
morphological criteria.

The analysis of the corpus examples is twofold. Firstly, I will offer a
synchronic analysis of each verb in each chronological period (Old, Middle and
early Modern English), paying special attention to their semantic, syntactic and

morphological features, especially to those which may be indicative of their
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degree of grammaticalization, modal meanings and impersonal nature. Secondly,
I will adopt a diachronic perspective and offer a historical account of the features
of each verb. By combining the synchronic and the diachronic points of view, |
intend to provide a panchronic analysis of the semantic predecessors of need,
which has often proved to be the ideal approach to historic variation and

grammaticalization (cf. for example, Kuteva 2004: 9).

1.2 Outline of the study

In this section I will briefly outline the structure of this study. As mentioned, the
verbs under analysis come together on a series of aspects which are worthy of
close examination for a thorough interpretation of the data. Chapter 2 pays
attention to these aspects and therefore describes the theoretical foundations on
which the analysis of my verbs is grounded. Thus, section 2.1 pays close
attention to language change in general and to grammaticalization in particular,
and 1t has a specific section devoted to the grammaticalization of the English
modal auxiliaries. Section 2.2 concentrates on modality and the meanings
exhibited by PDE need. Finally, the last section of Chapter 2, namely 2.3,
examines the various classifications of impersonal constructions, i.e. those with
non-nominative experiencers, in early English.

Chapters 3, 4 and 5 constitute the synchronic analysis of Old, Middle and
early Modern English respectively. These three chapters have similar structures
and consist of two main parts. The first part of each chapter provides the
necessary background for each of the periods, that is, it describes the linguistic
panorama of each period and, when appropriate, a general overview of the social
situation. The second part of chapters 3, 4 and 5, in turn, concentrates on the
analysis of the corpus data, which begins with a description of the corpus and of
the variables studied. Then, the different verbs are analysed in synchrony,
describing their idiosyncratic features and observing how they compete with one
another for the expression of the same meaning in each period.

Chapter 6 combines the information retrieved from the analysis of the OE,
ME and eModE corpora and draws a diachronic picture for each of the verbs,
concentrating specially on their semantic and syntactic evolution and their
potential degree of grammaticalization. Finally, chapter 7 summarizes the main

results and conclusions obtained in this piece of research.
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CHAPTER 2

GRAMMATICALIZATION, MODALITY AND
IMPERSONALITY

As mentioned in the introduction, this chapter is devoted to the clarification of
general theoretical aspects into which all my verbs converge. Section 2.1 is an
introduction to language change; it pays particular attention to the process of
grammaticalization, which can help identify and explain the evolution of some of
the verbs under analysis. Section 2.2 describes the morphological, semantic and
syntactic features of PDE need and need to, and discusses the concept of
modality which will be applied here. Finally, section 2.3 reviews some of the
most influential works on impersonals, since verbs meaning ‘need’ have proved

to be especially prone to be construed in impersonal constructions.

2.1. Grammaticalization and language change

This study deals with different verbs which have expressed the meaning ‘need’ in
the different periods of the history of the English language. Some of these verbs
coexisted in the same period of the language in some kind of variation, until the
speakers selected certain forms and used them with increasing frequency in
certain contexts to the detriment of others. The latter may have remained in the
language with a different function or may have disappeared. The most frequent

‘need’-verbs may undergo grammaticalization and develop auxiliary functions.'

' According to Kuteva (1991), as mentioned in Heine (1993: 29), verbs likely to enter
grammaticalization belong to the following conceptual domains: the physical domain (e.g. “be
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In order to observe these and other changes which may lie behind the evolution,
this section describes the main processes involved in language change. As is
well-known, one of the most relevant changes in the evolution of lexical into
auxiliary verbs is grammaticalization, and for this reason section 2.1.3

concentrates on it exclusively.

2.1.1. Why do languages change?

Probably the most essential feature of languages is that they are constantly
changing (“change is a built-in property of the kind of system that a human
language (in one connection) happens to be,” says Lass 1997: 386). In other
words, speakers of the 21* century do not use the same language as speakers of
the 18" century. When trying to find a reason for this unstable nature of
language, the most widespread idea is that “language use shapes the grammar”
(Bybee 1998: 236). A similar view is posited by Lehmann (1985: 315), who
claims that “it is no exaggeration to say that languages change because speakers
want to change them,” and goes further to compare language to fashion. This
assertion seems to imply that language change is a conscious act. What he
perhaps means is that language use is the basis for language change, a
phenomenon which sometimes may be accounted for, while sometimes it
remains a mystery. In fact, one page later Lehmann recognizes that “[t]here is
much change just for the sake of change” (1985: 316).

When the reasons behind language change can be explained, normally one
of the following three motivations may be identified, according to Hopper and
Traugott (2003: 71). The first motivation is language acquisition, one of the main
areas of interest of generative linguists in particular. According to them, the
grammar which children acquire reproduces the input that they hear from the
adults’ speech, which may not coincide with the internal structure of the adults’
grammar and this is how the change is produced (cf. Campbell 1998: 235). This
idea has been rejected by non-generative linguists since as early as 1968 (cf.
Weinreich ef al. 1968, as mentioned by W. Lehmann 1992: 230). A second
possible motivation for language change is that studied specifically by
sociolinguists, namely, the contact between neighbour communities. This factor

would explain, for example, most of the lexical changes and innovations taking

at / on”), the temporal domain (e.g. “do,” “begin”), the intra-subjective domain (e.g. “want”),
and the inter-subjective domain (e.g. “must,” “permit”).
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place in the English language after the Norman Conquest in 1066. The third
possible cause for language change concerns the roles of the speakers and hearers
in a single linguistic community.> Broadly speaking, speakers who have acquired
the language at the same time, and who belong to the same linguistic community
may have reasons to start making slight ongoing changes in their language. The
reasons for introducing these slight changes may be called “exploratory
expressions” (Harris and Campbell 1995: 65) or “extravagance” (cf. Haspelmath
1999: 1055); these and other similar labels intend to be cover terms for “new and
innovative ways of saying things ... brought about by speakers seeking to
enhance expressivity” (Hopper and Traugott 2003: 73), or, in other words, by the
“basic cognitive urge of human begins for variety of expressions” (Kuteva 2004:
74). This motivation for language change certainly places the speaker and his
linguistic awareness at centre stage.

Connecting with cognitive approaches to language change, we could add a
fourth reason for language change, namely a mismatch between the speaker and
the hearer when they do not share the same “discourse world knowledge” (cf.
Kuteva 2004: 169-176). This theory emphasizes the role of the hearer in the
communicative process, because due to his misinterpretation of this
interlocutor’s speech, the hearer may abduct’ new communicative ways. For
instance, a hearer may misinterpret the command have some peas! as an offer
and, then, he may abduct that the imperative mood may be used to make offers
(cf. Kuteva 2004: 170-171). This emphasized role of the speaker is one of the
premises of relevance theory (cf., for instance, Klinge 1993; Nicolle 1998).

Having seen the main reasons adduced for language change, let us provide
a couple of examples which illustrate other factors which are crucial in the
analysis of language change. Let us assume that, in a given period of the history
of a language, there exists variation between two or more forms with the same
meaning. This variation cannot last long because, as dictated by the principle of

linguistic economy, it is unproductive for languages to have exact synonymes, it is

* In fact, the relationship between the speaker and the hearer has been studied since von der
Gabelentz’s (1891) times, who suggests that the Bequemlichkeitstrieb (‘ease of production”) and
the Deutlichkeitstrieb (‘ease of perception’) are the two diagonal strengths leading to language
change (cf. Haspelmath 1998: 320).

? Abduction is the mechanism by which we interpret a single individual case as an instance of a
general law without checking whether that is the case or not. It differs, then, from induction,
which implies that from a series of individual cases we arrive at a tentative law, and also from
deduction, in which from a general law we can predict an individual case (cf. Lass 1997: 334-
336; Kuteva 2004: 131-136).
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too costly for speakers to use two or more semantically and functionally identical
words instead of just one. One possibility is that some of the forms disappear in
favour of the others. For example, OF here ‘army’ was replaced by the French
loanword army, probably due to reasons of prestige (cf., for instance, W.
Lehmann 1992: 267-269). A second possibility is that both forms survive with
meaning specialization. This is the case of the PDE alternation brethren/brothers.
The former is the etymological plural form and the latter is the new form created
by analogy. Both are plural forms of the noun brother. However, they are not
used in the same kind of context. While the new form brothers is the one with the
basic, central meaning, the old form brethren is restricted to religious contexts
(cf., for example Trask 1996: 113).

These changes, be it the disappearance or the specialization of forms, do
not enter the language immediately at an exact point of time. Before OE here
disappeared from the English language, it survived along with the French
loanword army, and before the binomial brethren/brothers split according to the
context, they must have been used indifferently. Variation and time, therefore,
are crucial aspects to take into account when studying such phenomena. That is
to say, diachronic research is necessary for a study on language change. For this
reason, in the next section I will review the main mechanisms which operate in

language change through time.

2.1.2. Mechanisms of language change

The examples in the previous paragraphs illustrate language change from a
lexical perspective. Nevertheless, language change may take place at any
linguistic level, for example the syntactic, morphological or semantic levels.
Among the most relevant mechanisms for syntactic change, scholars cite
reanalysis and analogy (cf., for example Campbell 1998; Traugott and Dasher
2002; Hopper and Traugott 2003). As for morphological changes, the most
common are reanalysis, analogy and levelling. At the semantic level, the most
significant changes are metaphor, metonymy and subjectification. There are
naturally other types of language change (for example, phonological change), but
in this piece of research only syntactic, morphological and semantic changes are
relevant. Therefore, in this section I will first summarize the main mechanisms

for language change, with special reference to reanalysis (2.1.2.1) and analogy
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and levelling (2.1.2.2) as kinds of morphological and syntactic change. Secondly,

I will provide some examples of semantic change (2.1.2.3).

2.1.2.1. Reanalysis

Reanalysis 1s said to be “the simplest possible type of morphological change”
(Trask 1996: 102), it consists of the re-structuring of a sequence according to
false criteria. A prototypical example of morphological reanalysis is the word
bikini, which was originally a single morpheme (the name of a two-piece
swimming costume worn by women). However, due to the existence in English
of the prefix bi- meaning ‘two,” this word came to be reinterpreted as a
compound meaning ‘two + swimming costume.’” Of course, we would not be able
to identify reanalysis if it were not for the fact that a variant of this form began to
be used: momnokini, meaning ‘one-piece swimming costume.” Another well-
known example of morphological reanalysis is hamburger, originally a meat dish
typical of Hamburg, which came to be reanalysed as a compound of #am and a
meaningless segment burger. This reanalysis yielded then forms such as
cheeseburger (cf., for instance, Schendl 2001: 29).

Similar types of reanalysis are those found in PDE words such as pea,
developing from OE pease, which was later reanalysed as a plural form, with the
subsequent singular pea. Likewise, PDE adder derives etymologically from OE
needdre. The initial n- was reanalysed as part of the indefinite article a(n) and
therefore detached from the stem of the noun.

However essential reanalysis is for morphological change, it is not
confined to this area of language. It also operates in syntax (cf., for example
Trask 1996: 133-139; Campbell 1998: 227; Schendl 2001: 29). The mechanism
is very similar: there is a change in the structural analysis of a construction, but it
is not apparent to the surface, that is, there is a change in the internal
relationships between the components of the construction, but the word order
remains the same. The very much cited quotation of Langacker (1977: 58) states
that reanalysis is a “change in the structure of an expression or class of
expressions that does not involve any immediate or intrinsic modification of its
surface manifestation,” that is, it operates along the syntagmatic axis. The best-
known example of syntactic reanalysis is perhaps the English verb /ike. The
origin of this verb is OE lician ‘be pleasing to.” The subject of the verb was the

object which pleased, while the person who was pleased was the dative
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complement (cf., among many others, McMahon 1994: 130 ff.; Trask 1996: 139;
Schendl 2001: 40), as in (2.1)

(2.1) pam  cynge licoden peran
the (dat) king (dat) were-pleasing pears (nom)
‘Pears were pleasing to the king’ = ‘The king liked pears.’
The dative object, normally expressing a human referent, usually appeared in
pre-verbal position as in (2.1). In Middle English, with the weakening of the
unstressed syllables and the final loss of inflectional endings, a sentence such as
(2.1) became (2.2):

(2.2) The king liceden peares

the king were-pleasing pears

‘Pears were pleasing to the king’ = ‘The king liked pears.’
The only vestige of pears being the grammatical subject is the plural form of the
verb. However, this agreement suffix was also lost in the course of time. Without
any number agreement, speakers of the late ME period reanalysed the segment
the king as the subject of the verb, and the segment pears as the object. This
came to be known when speakers began to use new number markers which agree
with the new subject. In fact, we say now The king likes pears, or The kings like
pears.”

Reanalysis, therefore, proves to be a crucial mechanism for language
change of both morphological and syntactic type. Much has been written on
reanalysis as related to grammaticalization, so I will go over reanalysis again
below when discussing grammaticalization as another mechanism of language

change.

2.1.2.2. Analogy

Analogy 1s another well-known mechanism of language change. In fact, Meillet
already referred to it, and to what we have called reanalysis, as ways of
development of new grammatical forms (as mentioned in Hopper and Traugott
2003: 63 ff.). As opposed to reanalysis, analogy operates in the paradigmatic
axis. According to Campbell (1998) analogy may be of two types: proportional
or non-proportional, which roughly corresponds to McMahon (1994: 70-76)

* Despite the apparent clarity of this example as an instance of syntactic reanalysis, scholars
specialized in the study of impersonals disagree with this interpretation, as will be duly
explained in section 2.3.
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systematic and sporadic analogy. Non-proportional analogy refers to unexpected
changes in language such as hypercorrection (e.g. *for you and I instead of for
you and me). This kind of language change will not be the subject of this piece of
research. Consequently, I will just concentrate on so-called proportional
analogy.’

Proportional analogy involves analogical levelling (or just levelling) on
the one hand, and analogical extension (or four-part analogy), on the other. A
look at both of them will make it clear why these two types of analogical
processes are called proportional.

In the first place, analogical levelling is the result of a paradox, known as
Sturtevant’s paradox (cf., for example, McMahon 1994: 91; Trask 1996: 108),
which states that “sound change is regular, but produces irregularity; analogy is
irregular, but produces regularity.” This is better understood with an example. If
we consider OE verb céosan ‘to choose,” we observe that its paradigm is very
irregular phonologically, since there is alternation between three sounds, namely
[z], [s] and [r], due to some sound changes undergone by Proto-Germanic which
involved intervocalic /s/. These sound changes produced the irregular paradigm
found in Old English. However, in the course of time, all the differences of
pronunciation of these sounds were levelled to [z], producing a regular paradigm,

as shown in (2.3):

(2.3) OE PDE
Pres. ceosan [z] > choose [z]
Past. Sing. céas [s] > chose [z]
Past. PI.  curon [r] > chose  [z]
Past. Pple. gecoren [r] > chosen [z]

Thus, all the differences which were produced by sound change in this verbal
paradigm have been levelled out by the mechanism called analogical levelling.
Other verbs undergoing the same kind of levelling are OE fréosan ‘to freeze,’
and (for)léosan ‘to lose;’ this one only retains the original sound alternation in

some isolated forms such as lovelorn and forlorn.

> In fact, among what Campbell (1998) calls non-proportional analogy (cf. also McMahon 1994:
75-76 sporadic analogy) there are other examples, such as “folk etymology” (e.g. crayfish,
understood as compound of fis/, < French single morpheme crevice) “back formation” (e.g. pea
< OE pease) or “metanalysis” (e.g. adder < OE nceddre) From my point of view, however, these
processes could be included in the more general label reanalysis. It is important to bear in mind,
though, that analogy can be a powerful driving force for reanalysis to take place, since some of
these forms have been reanalysed due to analogy with other existing forms in the language.
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Secondly, analogical extension refers to the addition of new forms to an
already existing paradigm, based on another paradigm. For instance, English has
several nouns of Latin origin ending in —us which make their plural forms
changing that ending for —i, as in cactus/cacti. As a consequence of this, when
speakers find a word such as octopus, they may extend the —us/-i paradigm to this
word, creating a plural form ocfopi, instead of octopuses. Other well-known
examples include those of PDE strong verbs being inflected for the past as weak
verbs, as in shell : shelled :: swell : swelled, instead of swollen.

Analogical extension, as well as reanalysis, is not only a mechanism for
morphological change, but also for syntactic change. In fact, it is one of the three
only processes of syntactic changes recognized by Campbell (1998: 226).
Although the view followed in this piece of work is broader and involves other
kinds of mechanisms, one of Campbell’s (1998) examples will help illustrate
what syntactic analogical extension is. Let us the consider Spanish reflexive
construction Juan se vistio ‘John has dressed himself up.” The pronoun se is the
marker of the reflexive construction. However, this se may also be found in
ambiguous sentences such as E/ rico se entierra en la iglesia, in which se may be
a reflexive marker, implying that ‘the rich one has himself buried in the church,’
or, on the other hand, may be a passive marker, meaning ‘the rich one gets buried
in the church.” This ambivalent interpretation does not reveal that the
construction has undergone analogical extension. We can only notice it when we
find sentences such as Los vinos se venden en esta ciudad. In this sentence the
reflexive interpretation is not possible because the subject is inanimate, so the
only possible interpretation is ‘the wines are sold in this city.” Therefore, the
reflexive construction with se has undergone analogical extension and it has
broadened to be used with any type of transitive verb and any type of subject.

A similar example of analogical extension is the already illustrated case of
the English verb /ike. It has been said that its construction was reanalysed: the
original dative object becomes the subject and the original subject becomes the
object. This type of reanalysis is supported by the existence of similar kinds of
constructions in the language. It is very common in English to have a subject
designating a human referent, and this has made possible the extension of that
kind of construction to the verb like. This cooperation of reanalysis and analogy
is anything but rare. In fact, in language change normally several mechanisms

operate together.
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Another example is provided by Hopper and Traugott (2003), concerning

the development of the English auxiliary be going to, as shown in the next figure:

Syntagmatic axis
Mechanism: reanalysis

Stage 1 be going [to visit Bill]
PROG Vdir [Purp. clause]
Stage 11 [be going to] visit Bill
TNS Vact

(by syntactic reanalysis/metonymy)

Stage 111 [be going to] like Bill
TNS %
(by analogy/metaphor)

Paradigmatic axis
Mechanism: analogy

Figure 2.1: Development of auxiliary be going to (from Hopper and Traugott
2003: 93).

This figure shows the development of be going fo in the syntagmatic and
paradigmatic axes (reanalysis and analogy respectively) from an original
structure of the directive verb fo go in the progressive aspect followed by a
purpose clause specifying the reason for the movement (stage 1). Due to syntactic
reanalysis in the linear constituents, the infinitive marker 7o is attached to the
verb to go, without any “surface manifestation,” resulting in an element
expressing tense followed by an activity verb, which is no longer a purpose
clause (stage II). This reanalysis is also a metonymic change, since it “involves
specifying one meaning in terms of another that is present, even if only covertly,
in the context” (Hopper and Traugott 2003: 93). The last step of the process
involves the paradigmatic axis. That is, once be going fo becomes a fixed
structure, the following verb may be of any type, even a stative verb, such as /ike.
As seen in stage III, the verb /ike may occur in construction with be going to,
which in the previous stage could only be followed by a verb which could match
the directive status of go. This means that the paradigm of verbs which may
follow be going to is expanded by analogical extension.

It has been seen that in the processes of reanalysis and analogy, elements

are prone to undergo semantic change also. E.g. OF lician ‘to be pleasing’ turns
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to PDE like, the verb go in the be going to construction loses its meaning of
movement to imply future tense. Semantic change plays, therefore, an important

role in language change.

2.1.2.3. Semantic change

It is more difficult to systematize semantic change than morphological or
syntactic change, because there may be various mechanisms are involved in
semantic change. For the purposes of this study, I will follow W. Lehmann
(1992: 260-274), McMahon (1994: 174-184), Campbell (1998: 256-266) and
Schendl (2001: 29-34) in order to provide a list of the main processes of this kind
of change. The three main reasons for semantic change are: change in linguistic
contexts, change in the referent and change due to language contact (cf. W.
Lehmann 1992: 260).

Changes in the linguistic context may provoke a change in the meaning of
a word. For example, French pas has its main meaning ‘step’ in most of the
contexts. However, when it appears in negative constructions, its meaning is not
the same: pas becomes just a negative particle. Meaning changes depending on
the context may be classified as follows (cf. Campbell 1998: 261 ff.; McMahon
1994: 179):

Degeneration. “[A] downward move in evaluative attitude” (McMahon
1994: 179). Due to the linguistic context in which a word appears, its meaning
may undergo pejoration, and become less positive, gaining negative value. For
instance, madam may refer to a lady or to the female head of a house of
prostitution depending on the context.

Elevation. A word may undergo melioration, that is, it may acquire
positive connotations in the minds of the speakers due to its use in a certain
context. An example is the noun knight, which originally meant ‘boy, youth,
attendant’ (Schendl 2001: 31), or the adjective sophisticated, which now means
‘worldly-wise, intellectually appealing, cultured’ rather than ‘artificial,” its
original meaning (McMahon 1994: 179).

Taboo replacement. Due to their use in a context of taboo content, the
noun ass, once used to designate an animal is being replaced by donkey, since the
latter is not associated with taboo topics. The same happens with cock, which has
progressively ceased to be used to refer to the animal because it has obscene

connotations, and is gradually being replaced by rooster.
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Hyperbole. Due to exaggeration by overstatement, the English word lame
came to mean ‘stupid, awkward, socially inept,” from its original meaning

‘crippled, having an impaired limb.’

The second reason for semantic change recognized by W. Lehmann
(1992) has to do with a change in the referent of a word. For instance, English
pen derives from Latin penna ‘feather,” since a feather used to be the instrument
for writing. Once modern tools were created to accomplish the same goal, the
name was retained. Some mechanisms which imply a change of referent are the
following (cf. McMahon 1994: 182-184; Campbell 1998: 256 ft.):

Widening. The meaning of a word may widen through time, and for
instance the English word dog has today a general meaning, while the
corresponding OE docga used to refer to ‘a specific breed of dog.” The same
happens to the Spanish word pdjaro, which has evolved from the Latin word
passer which referred to a specific kind of bird, namely ‘sparrow.’

Narrowing. A change in the opposite direction: from more general to
more specific. For instance, the referent of English meat was food in OE (OE
mete), and the noun used to refer to dogs in general was hound (OE hund).

Metaphor. This is the most classic change of referent. It may be defined
as the “transfer of a term because of a real or imagined similarity,” as, for
instance, the use of the term neck to refer to the part of a bottle which is
somewhat similar to the part of a body (Schendl 2001: 126) An interesting
example of fossilised metaphor is the English word bead, which has evolved
from OE bed, beode ‘prayer,” since prayers were usually accompanied by a
rosary, which, at the same time, was made of beads. Therefore, the referent of
OE bed, beode changed from ‘prayer’ to ‘bead,” due to a metaphoric relation
(Campbell 1998: 258).

Metonymy. Metonymy is said to arise from contiguity of meanings and to
involve “real rather than imagined links between concepts” (McMahon 1994:
183), and is defined as the “semantic change in which an attribute of a thing is
used to denote the whole” (Schendl 2001: 126). A much cited example is the use
of White House instead of the American president. Both metaphor and metonymy
are considered the main mechanisms of semantic change (cf. Traugott and
Dasher 2002: 27-34) and they imply a high degree of subjectification.’ In

% The term subjectification is used in this study as understood by Traugott (1989, for instance)
and Traugott and Dasher (2002), i.e. the “semasiological process whereby SP/Ws [speakers /
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addition, metaphor, metonymy and subjectification are highly relevant in
grammaticalization, and, for this reason, they will be dealt with below (section
2.13.1)

Synecdoche. The referent of a word may change to more comprehensive
or to less comprehensive. For instance, hand may mean ‘hired hand, employer.’
Poetically, moon may not refer to the satellite, but to a month.

Litotes. Sometimes, exaggerations are used in language and a word may
acquire a different meaning. For instance, French poison, from which English
poison was borrowed, used to mean ‘potion, draught.” Due to litotes, it came to

mean ‘poison.’

The third reason for semantic change involves contact between languages.
Usually language contact brings about many calques and loanwords, by means of
borrowing (cf. W. Lehmann 1992: 266-274), such as the above mentioned case
of the word of French origin army replacing OE here. Together with this type of
lexical change, cultural contact can also produce semantic changes, although
more rarely than borrowing. In this connection, Campbell (1998: 266) cites an
example of Lake Mikow (California), which originally had the word kd.no
meaning ‘bow.” The meaning of this word changed to ‘gun’ after the
colonization, due to the contact of two worlds, and the language developed a new
way of calling the bow: hinti:l ké:no ‘old-time gun’ (for a thorough explanation
of language contact and its effects, see Lass 1997: 184-207).

Summing up, the three main reasons for semantic change are change in the
linguistic context, change in the referent and change due to language contact. A
number of mechanisms may interact in each of these circumstances, of which

only some have been mentioned here.

The different types of language change which have been the subject of our
attention in section 2.1.2 and its subsections, namely morphological, syntactical

and semantic changes, may occur together, so it is necessary to analyse linguistic

writers] come over time to develop meanings for Ls [lexemes] that encode or externalise their
perspectives and attitudes as constrained by the communicative world of the speech event,
rather than by the so-called “real world” characteristics of the event or situation referred to”
(Traugott and Dasher 2002: 30). This way I follow scholars such as Mortelmans (2003), as
opposed to Langacker (1999, for example), whose notion of subjectification implies the
“attenuation in the degree of control exerted by an agentive subject” (1999: 297).

7 For theoretical discussions on the relation between metaphor and metonymy, see the collection
of papers in Barcelona (2000a).
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changes from these three levels. This is especially the case with the study of
grammatical elements since they differ from lexical elements in syntax,
morphology and semantics, as is the case, for example, of English auxiliary verbs
as against lexical verbs. The main purpose of this piece of research is to analyse
the evolution of verbs meaning ‘need’ in the history of English, and to find the
paths followed by these verbs which have led to the PDE binomial need / need
to, verbs which have undergone or are undergoing grammaticalization to some
extent. With the aim of identifying the criteria to recognize grammaticalization,
the next section provides the basic notions to understand this mechanism of
language change. We will analyse the extent to which some of the mechanisms
examined so far may be subsumed into the more general label

grammaticalization, and to what extent they are independent mechanisms.

2.1.3. Grammaticalization

The first studies on grammaticalization date back to 18" century French
philosophers such as de Condillac and Rousseau (cf. chapters on the origin of
grammaticalization in Lehmann 1995 [1982], Heine et al. 1991, and Harris and
Campbell 1995). However, from a linguistic point of view, it is not until the
beginning of the 20" century that we come across a definition of the term
(Meillet 1912: 131): “I’attribution du charactére grammatical & un mot jadis
autonome” (‘the attribution of grammatical character to an erstwhile autonomous
word’). Although Meillet’s account of grammaticalization (like all the writing of
his time) considers linguistic change a deterioration of the language, his initial
paper is regarded as “the germs of modern ideas on grammaticalization” (Hopper
and Traugott 2003: 25). In fact, more recent definitions of the term seem to be
paraphrases of Meillet’s. See, for instance Kurylowicz’s (1965), Lehmann’s
(1995 [1982]) and Hopper and Traugott’s (2003) definitions of the term:

Grammaticalization consists in the increase of the range of a morpheme
advancing from a lexical to a grammatical or from a less grammatical to a more
grammatical status, e.g. from a derivative formant to an inflectional one
(Kurylowicz 1965: 52)

Grammaticalization is a process leading from lexemes to grammatical
formatives (Lehmann 1995 [1982]: viii)

We define grammaticalization as the process whereby lexical items and
constructions come in certain linguistic contexts to serve grammatical functions,
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and, once grammaticalized, continue to develop new grammatical functions
(Hopper and Traugott 2003: xv)

These definitions have much in common with Meillet’s: grammaticalization is
the process whereby a given form gains grammatical status. Grammaticalization,
therefore, is expected to take place within the grammar of a given language, and
not only within syntax, as claimed by Trask (1996: 143). When an element is
said to be grammaticalized it has undergone several processes which affect its
morphology, its syntax, its semantics and sometimes its phonology. A
paradigmatic example of grammaticalization is the future tense of Romance. The
original Latin future was a synthetic form, as, for example, cantabo ‘1 will sing.’
At the same time, Latin had periphrastic forms such as cantare volo ‘1 want to
sing,” and cantare habeo ‘I must sing.” In the course of time, the periphrastic
structure containing the verb habere, ‘to have,” became more and more frequent
in contexts conveying future meaning, and it finally gave birth to the future tense
of Romance languages, as in Spanish cantaré ‘1 will sing’ (< cantar he). It is
widely recognized that these forms are grammaticalized, because they have
undergone different processes. At first sight, it is obvious that there has been a
syntactic change, since the original periphrastic structure has become a single
form. Syntax, therefore, has led to morphology. This is what a now classic slogan
by Givon (1971: 413) states: “Today’s morphology is yesterday’s syntax.” The
form has also undergone phonological changes as a result of the merge of the two
original elements. Finally, there has also been a change of meaning, since the
Latin periphrastic form implied the modal meanings of obligation or intention
and the current form conveys mainly future tense.

Grammaticalization, therefore, involves syntax, morphology, semantics
and phonology. In addition, grammaticalization also takes pragmatics into
consideration, since the relationship between the speech act participants (SAPs)
is crucial in the study of language change, as mentioned in section 2.1.1 (cf.
Hopper and Traugott 2003: 72; Harris and Campbell 1995: 54; Haspelmath 1999:
1055).® For instance, in the grammaticalization of the English epistemic modal
must it 1s important not to forget about the pragmatic context, since a sequence
such as you must have experience may convey obligation (e.g. in a job offer), or
deduction (in a context which refers to your capability to manage with

something).

¥ As general works on pragmatics, see Levinson (1983) and Green (1989).
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Grammaticalization, consequently, is a complex mechanism which
explains the changes undergone by some elements of the language, adopting
different perspectives and involving different linguistic disciplines. This is what
has made detractors of grammaticalization deny its independent status, because
“what it claims to explain is explained already by other well-understood
mechanisms which lie behind it and, as is generally agreed, it cannot “explain”
without appeal to these other mechanisms and kinds of change” (Campbell 2001:
151; cf. also Campbell 1998: 242; Campbell & Janda 2001; Janda 2001; or
Joseph 2001).° Whether grammaticalization has independent status or is a
derived mechanism for language change, what is relevant for my purposes is that
it is a comprehensive mechanism which describes changes in the grammar of a
language. For that reason, the following sections will describe the parameters for

the 1dentification of grammaticalization.

2.1.3.1. Processes and parameters of grammaticalization

From the last quarter of the 20™ century scholars have tried to provide an
appropriate test with parameters for the identification of grammaticalization.
Lehmann (1995 [1982]; 1985) is the first one who proposes a tidy set of criteria,
on the basis of the characteristics of a lexical form and of a grammatical one.
Other scholars follow and identify some principles underlying
grammaticalization (Hopper 1991) and yet others describe the
grammaticalization chain according to four processes (Heine 1990, 1993).
Finally, other scholars provide new evidence for grammaticalization on the basis
of general characteristics of the process, such as reanalysis, analogy or
unidirectionality (cf. Hopper and Traugott 2003). Contrary to all of them, there

are authors who prove that some of the earlier-mentioned symptoms of

® On a different line, Nuyts (2001) not only considers that grammaticalization is not
independent, but claims for its explanation in cognitive-functional terms: “grammaticalization is
not an independent process and cannot in itself serve as a principle explaining form changes (...)
grammaticalization is an observational term covering a cluster of phenomena which are
somehow determined by, and should thus be explained in terms of cognitive-functional factors”
(2001: 203). This implies that, in addition to the formal processes which are identified in
grammaticalization (see 2.3.2.4.1 and 2.3.2.4.2 below), Nuyts relies on conceptual factors
determined by the human mind. A similar idea is found in Kuteva’s (2004) work on auxiliation.
In her own words: “the way in which interlocutors arrive at an innovative grammatical use of a
complex verb expression in a specific discourse context involves cognitive-semantic
‘reasoning’” (2004: 178). However, Kuteva does not enter the debate of the independence of
grammaticalization; she just relates it to the cognitive factors of relevance theory (cf., for
instance, Klinge 1993; Nicolle 1998).
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grammaticalization need not be indispensable tenets (cf. Haspelmath 1998, Beths
1999, Campbell 2001, among others). The next sections will review the main
ideas proposed by all these scholars in order to provide a sound characterization
and delimitation of grammaticalization.

If we combine all the parameters and processes identified by scholars in
order to describe grammaticalization, we reach the conclusion that all of them
affect some of the following areas of language: semantics, morphosyntax, and
phonology. This is fairly evident in the four processes identified by Heine (1993:
58 ftf.), namely desemanticization, decategorialization, cliticization and erosion.
Thus, stemming from Heine’s four processes, we will see what other mechanisms
of language change are involved in grammaticalization, as stated by other
authors.

Desemanticization implies a change in the semantic features of a given
element. It is what Lehmann (1995 [1982], 1985) calls attrition, and others call
semantic bleaching, “fading, [...] semantic decay, semantic depletion, semantic
impoverishment, weakening, generalization of semantic content and abstraction”
(Campbell 2001: 118). A common instance of desemanticization is the loss of the
semantic features of go implying motion in the periphrastic construction be going
to (cf. Figure 2.1), or the fact that a verb which refers to an action or an
experience which can only have an animate subject accepts inanimate subjects
(Heine 1993: 54). Semantic bleaching is recognized by many authors, but they
put into question its relevance within the process of grammaticalization.
Wherever there is grammaticalization there is a change of meaning, but is it exact
to say that the change of meaning implies weakening, loss, impoverishment of
the original meaning? The general answer seems to be that it is not. Other authors
broaden the definition of desemanticization and they say that in addition to refer
to the loss of specificities, it also includes an ever-increasing generalization (cf.,
among others, Lehmann 1995 [1982], Bybee and Pagliuca 1985, Kuteva 2004).
Despite the broad scope of desemanticization, it does not include all semantic
changes pertinent to grammaticalization. According to Beths (1999: 1074),
though semantic bleaching may occur in grammaticalization, it should not be
considered a tenet of grammaticalization, but an epiphenomenon. Moreover,
semantic bleaching may also occur outside the domain of grammaticalization, so
it cannot be considered a definitional characteristic of it (cf.,, for example
Campbell 1998: 242; Haspelmath 1999: 1062).
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Other two  well-known semantic mechanisms involved in
grammaticalization are metaphor and metonymy. Traugott and Dasher (2002)
and Hopper and Traugott (2003) pay special attention to these two processes,
described above in section 2.1.2.3. While metaphor has traditionally been
considered the main mechanism of semantic change, metonymy has recently
come to be appreciated and even considered more basic to language than
metaphor (cf. Barcelona 2000b: 4). Traugott and Dasher (2002: 29) consider that
metaphor and metonymy do not exclude each other since “both exploit pragmatic
meaning, both enrich meaning.” It appears, then, that metaphor and metonymy
are directly opposed to desemanticization, since the former imply semantic
enrichment, whereas the latter involves semantic impoverishment.

A different type of semantic change which is usually found in
grammaticalization is subjectification, which, according to Traugott and Dasher
(2002: 30) is “the most pervasive type of semantic change identified to date.” As
already mentioned, subjectification implies an increased involvement of the
speaker’s judgement (as opposed to Langacker’s 1999 attenuation of the agent /
subject). An instance of subjectification is the development of the discourse
marker out of the prepositional phrase affer all. Subjectification also plays an
important role in the development of epistemic meanings in the English modals
(cf., for instance, Goossens 2000, Pelyvas 2000). When both the speaker and the
hearer construct a communicative way in which the attitudes of both are
reflected, we face intersubjectification (cf. Traugott and Dasher 2002: 31).

A final semantic feature of grammaticalization is semantic layering (cf.
Hopper 1991). This refers to the coexistence of the old and the new meanings of
a given element throughout the process of grammaticalization. For example, go
implies motion in some contexts, while it is grammaticalized as part of the
periphrastic expression of future be going to.

As far as morphosyntax is concerned, one of the main processes involved
in grammaticalization is decategorialization, a term coined by Hopper and
Thompson (1984). Hopper’s (1991: 22) definition of decategorialization is the
tendency of forms undergoing grammaticalization “to lose or neutralize the
morphological markers and syntactic privileges characteristic of the full
categories Noun and Verb, and to assume attributes characteristic of secondary
categories such as Adjective, Participle, Preposition, etc.” In other words,
decategorialization implies the loss of paradigmatic properties such as the ability

to inflect for tense or number in the case of verbs, or a reinterpretation of its
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syntactic function, as, for example, the case of auxiliary verbs, which cease to be
main verbs and are reinterpreted as dependent elements within the verb phrase
(“sentential modifiers” in Warner’s 1993 terms).

Decategorialization may be related to other two morphosyntactic
processes involved in grammaticalization, namely reanalysis and analogy. Since
there is some controversy as for the relation of these two processes with
grammaticalization, this is analysed below in detail (cf. section 2.1.3.2).

The morphosyntactic parallel development to semantic layering is
divergence, which is the principle by which “when a lexical form undergoes
grammaticalization to a clitic or affix, the original lexical form may remain as an
autonomous element and undergo the same changes as ordinary lexical elements”
(cf. Hopper 1991: 22). As will be seen below, some authors claim that this is the
case of PDE need, which has an auxiliary and a non-auxiliary role.

Other processes which affect the morphosyntactic properties of a
grammaticalized element are paradigmaticization, obligatorification and fixation,
as identified by Lehmann (1995 [1982]). Paradigmaticization is the process
whereby the paradigmatic cohesion of an element is tighter. That is to say, the
more grammaticalized an element is, the smaller is the paradigm to which it
belongs. This seems to be universally acknowledged. The paradigm of
prepositions, for instance, 1s much smaller than the paradigm of nouns.

Obligatorification is the process whereby the paradigmatic variability of
an element is reduced. In other words, the more grammaticalized an element is,
the more constrained its choice is, and it becomes obligatory in certain contexts.

Finally, fixation is the process which affects the shiftability of an item.
The more grammaticalized an item is, the less it may move around the linguistic
context. The item is to occupy a fixed slot within the phrase or sentence.

On the phonological (or morphophonological) level, some changes are
also related to grammaticalization. Lehmann (1995 [1982]) mentions, on the one
hand, of coalescence, which parallels Heine’s (1993) cliticization, that is, it is the
process by which phonological independence is reduced (e.g. the
grammaticalized element becomes a clitic, and later an affix). On the other hand,
Lehmann refers to condensation, which is the modification of the
grammaticalized element or its stem (e.g. gonna < going to). This phenomenon
parallels Heine’s (1993) erosion. These phonological mechanisms operate in the
latest stages of grammaticalization and they are not fully necessary to

characterize an element as grammatical.
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2.1.3.2. The role of reanalysis and analogy within grammaticalization

Reanalysis and analogy are two well-known processes of language change, as
seen above (sections 2.1.2.1 and 2.1.2.2). Meillet, in fact, referred to them as
ways of development of new grammatical forms (as mentioned in Hopper and
Traugott 2003: 63). We have seen that, on the one hand, reanalysis consists of the
rearrangement of old structures as new ones; therefore, it operates along the
syntagmatic axis. Analogy,'’ on the other hand, consists of the incorporation of
certain forms to already existing constructions. It operates, therefore, along the
paradigmatic axis. That is to say, analogy refers to the addition of new members
to an already existing paradigm. The question I would like to address in this
section is whether these two processes of language change are necessarily an
integral part of grammaticalization or not.

Taking again the example of the Romance future, as in Spanish cantaré ‘1
will sing’ from Latin cantare habeo, it is easy to gather that the original verb
habeo has been reanalysed as part of the verb cantar, probably because it was
unstressed. At the same time, the Latin periphrastic form turned into a synthetic
verbal form probably due to analogy with the other existing verb forms, such as
present or past. We can observe, then, that the processes known as reanalysis and
analogy, which may operate on their own (as in the examples seen above in
sections 2.1.2.1 and 2.1.2.2), may also be part of the broader mechanism of
grammaticalization. If we agree that there is grammaticalization here, it must be
recognized that reanalysis and analogy operate under the general process of
grammaticalization, as maintained by Hopper and Traugott (2003). This will be
the view followed in this piece of research.

However, reanalysis is a controversial process as far as its relation to
grammaticalization is concerned. While some scholars consider reanalysis basic
to explain grammaticalization (cf., for example, Heine et al. 1991: 217, 219),
others acknowledge that it i1s “the most important mechanism for
grammaticalization” (Hopper and Traugott 2003: 39), at the same time that they
suggest that they need not be related (2003: 58-63). Finally, there are authors

such as Haspelmath (1998) who are very sceptical about the necessity of

' By analogy I mean analogical extension, as opposed to analogical levelling, as exemplified in
2.1.2.2.
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reanalysis for grammaticalization, and claim that grammaticalization and
reanalysis are two distinct kinds of syntactic change (Haspelmath 1998: 318).

For Haspelmath, therefore, reanalysis and grammaticalization are two
different phenomena of linguistic change, and they have different characteristics,

as seen in the following table:

Grammaticalization Reanalysis

Loss of autonomy/substance No loss of autonomy/substance
Gradual Abrupt

Unidirectional Bidirectional

No ambiguity Ambiguity in the input structure
Due to language use Due to language acquisition

Table 2.1: Major differences between grammaticalization and reanalysis
(from Haspelmath 1998: 327).

Let us examine each of these characteristics. First, it is an actual fact that
grammaticalization involves the loss of autonomy or substance of the element
which is grammaticalized, since it is widely-acknowledged that function words
(e.g. prepositions) are less independent than content words (e.g. nouns). At the
same time, language elements may be reanalysed without losing autonomy.
Consider, for instance, (2.4), where a prepositional phrase (for me) is reanalysed
as belonging to the adjacent infinitival clause, and it does not lose autonomy or

substance with respect to the earlier analysis:

(2.4) [It would bey [bettery [for me]pplsp [to slay myself]s ik [than to be
violated lhus]S_THAN]S >
[It would bey better, [for me to slay myself]sinr [than to be violated

thus s tran]s

(example from Haspelmath 1998: 324-325)
However, there are cases in which grammaticalization and reanalysis go hand in
hand, and both of them involve loss of autonomy or substance, as seen in the
examples provided by Hopper and Traugott (1993: 41): childhood, freedom and
manly. These nouns derive from OE compound nouns, in which the semantic
head was the second stem, sad ‘condition,” dom ‘state’ and /ic ‘body, likeness.’
Through time, these compounds were reanalysed and the first noun became the
semantic head, while the second stem came to be interpreted as a suffix.
Therefore, the reanalysis of the compound nouns led to the grammaticalization of
the second stem as a suffix (cf. also W. Lehmann 1992: 224). The conclusion we

can draw is that grammaticalization and reanalysis may be different processes,
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and each of them may occur on itself, but in many cases these two types of
language change are closely interrelated.

The second feature in which grammaticalization and reanalysis differ
according to Haspelmath (1998: 327) concerns the gradualness of the processes.
While grammaticalization is said to be gradual, reanalysis is considered to be an
abrupt change. This may be explained with the help of some of the examples
quoted above. In the first place, let us consider the grammaticalization of the
future of Romance languages. Such a complex process, which involves attrition,
paradigmaticization and coalescence, must have taken a long time to be
accomplished, since it presupposes an important change in the grammar of a
language; therefore, we can consider this change as gradual. In the second place,
I mentioned that the noun bikini has been reanalysed as consisting of a prefix
meaning ‘two,” bi, and a stem meaning ‘swimming costume,’ kini. This
reanalysis takes place abruptly as a generation of speakers, who are not
acquainted with Bikini Islands, reinterpret the segment bi- as a derivative
morpheme meaning ‘two,” which makes it possible for the variant monokini to
appear. This is what Haspelmath (1998) means by the abruptness of reanalysis.

Third, the unidirectionality criterion. The most widespread theory states
that grammaticalization is a unidirectional phenomenon. In other words, it
concerns the process whereby a given linguistic element acquires a more
grammatical nature, and never the other way round. That is, there is no case in
which a grammatical element acquires lexical status. The unidirectionality of
grammaticalization is a very controversial issue in linguistics and for this reason
[ will analyse it in some detail in a different section, namely 2.1.3.3 below.
However, 1 would like to examine the claimed bidirectionality of reanalysis (cf.
Heine and Reh 1984: 118; Haspelmath 1998: passim). As just explained,
directionality in grammaticalization implies a change from less to more
grammatical. The question now is: what does directionality imply in reanalysis?
Linguistic elements cannot be less reanalysed and more reanalysed, so
bidirectionality in reanalysis must be something different. Haspelmath (1998:
326) provides examples of “reversed” reanalysis. These include the well-known
cases of initial /n/ being reanalysed as part of the indefinite article (e.g. OE
neddre > PDE an adder), as opposed to the cases in which the n- of the
indefinite article becomes part of the noun (e.g. an eckname > a nickname) or
plural markers being reanalysed as part of the root (e.g. OFE treowes > PDE

truce), as opposed to non-plural markers reanalysed as number endings, (e.g. OE
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pease > PDE pea, also known as back-formation, cf. Campbell 1998). Therefore,
bidirectionality in reanalysis means that the restructuring of an element may
operate in both directions: from the stem outwards and from out towards the
stem.

The fourth difference between grammaticalization and reanalysis concerns
ambiguity (cf. Table 2.1). Although not much attention is paid to this criterion in
Haspelmath (1998), we can conclude that grammaticalization does not produce
ambiguous structures, while reanalysis does. However, this does not seem to be a
definitional criterion, since ambiguity is not a necessary characteristic of
reanalysis (cf. for instance, (2.4) above).

The last difference between the two types of changes, according to
Haspelmath (1998: 327), concerns their origin. Grammaticalization is said to be
due to language use, and reanalysis due to language acquisition. That
grammaticalization is due to language use is clear, it is a gradual process carried
out by the speakers of several generations.'' The idea of reanalysis being
originated in language acquisition needs further comment. Let us recall the
above-mentioned example of bikini. It has been said that it became evident that
this word was reanalysed the first time that the noun monokini appeared in
language. Relying on language acquisition as the origin of reanalysis would
imply that the word bikini was reanalysed by a generation of speakers as they
learned it and did not relate the word to the Bikini Islands. What is definitely sure
is that the first generation of speakers who learned the word monokini considered
the original bikini as a derived word.

Summing up, grammaticalization and reanalysis have been proved to be
different phenomena. This explains why there exists grammaticalization without
reanalysis and reanalysis without grammaticalization. However, their differences
do not set them so apart that they do not overlap. Radical views such as Heine ef
al.’s (1991: 217) saying that “grammaticalization and reanalysis seem to be
inseparable twins,” or Haspelmath’s (1998) argumentation that “pure”
grammaticalization “should be explained within the framework of a theory of
grammaticalization, without reference to reanalysis” will not be followed in this

piece of research. My view of grammaticalization and reanalysis, therefore, will

"' In fact, language use has been claimed to be the only origin of language change. Paul (1920
[1880]: 32) stated that “Die eigentliche Ursache fiir die Verdnderung des Usus ist nichts anderes
als die gewohnliche Sprechtitigkeit” (‘the real cause of the change of (linguistic) conventions is
nothing other than ordinary language use,’ translation by Haspelmath 1999: 1066).
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be that posited by Hopper and Traugott (2003: 58-63), that is, that they are close

types of language change that may or may not be related.

In the previous paragraphs I have examined the role of analogy and
reanalysis as processes which may intervene in grammaticalization. There is still
one feature of grammaticalization which deserves special attention: the claimed
unidirectional nature of this linguistic change. The next section briefly explains

this controversial issue.

2.1.3.3. Grammaticalization: a unidirectional phenomenon?

The unidirectionality of grammaticalization is one of the most controversial
issues of this mechanism of language change, as proves the fact that scholars do
not cease to publish articles on examples and counterexamples (cf., among the
most recent ones, Brinton 2004, Rosenbach 2004, Tsangalidis 2004, Ziegeler
2004). Some authors firmly consider that grammaticalization is unidirectional
(e.g. Haspelmath 1998, 1999, 2004), others acknowledge that there may be
exceptions (e.g. Traugott 2001, Burridge 1998, Hopper and Traugott 2003), and
finally some authors consider that grammaticalization is bidirectional (e.g. Ramat
1992, Campbell 2001, Nuyts 2001). Traugott (2001) and Haspelmath (2004)
offer a comprehensive review of most of the claimed counterexamples to the
unidirectionality criterion. Haspelmath (2004) reaches the conclusion that out of
the ca. 100 examples quoted in the literature, only eight are illustrative of a
certain antigrammaticalization (his terminology), among which we find the well-
known case of the English and Mainland Scandinavian genitive suffix —s, which
gave way to the clitic ‘s (cf., for instance, Newmeyer 1998, and compare with
Traugott 2001: 6, which considers it a putative counterexample to
unidirectionality).

Many of the alleged counterexamples to the unidirectionality criterion are
identified as instances of different phenomena by Haspelmath (2004). Thus, the
much cited example of the noun ism deriving from the derivative suffix —ism in
words such as cubism or dadaism (cf., for instance, Ramat 1992: 549) is indeed

an example of “delocutive word-formation” (cf. Haspelmath 2004: 29-30)."> This

2 According to Haspelmath (2004: 29), “[a] delocutive lexeme is one that was derived by some
regular word-formation process from another lexeme whose use in speech somehow determines
the meaning of the derived lexeme.”
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explanation also seems to hold for bus < Latin omnibus (ablative plural of omnis
/ omne), which Hopper and Traugott (2003: 58) cite.

As for the alleged degrammaticalization of adverbs such as up into the
homomorphic verbs (cf. Newmeyer 1998: 273), Haspelmath believes that it is
nothing more than a case of conversion, very much like that of the verb bottle
from the homomorphic noun. This phenomenon is also referred to as
lexicalization (cf. Heine ef al. 1991: 50). Another case of degrammaticalization
postulated in the literature is the Spanish and Italian derivational suffix —ante / -
ente, which derives from the inflectional ending of the Latin present participle.
Haspelmath explains this as the loss of the Latin inflectional category which
leaves some traces in items which are productive not inflectionally, but
derivationally.

Another well-known case of degrammaticalization is English dare, whose
lexical facet far overrides its auxiliary use (cf. Beths 1999). This phenomenon,

29 ¢¢

which has been called “amphibian nature,” “twin role,” split or divergence (cf.
Abraham 1990; Burridge 1998: 28; Hopper and Traugott 2003: 118-122) is better
explained as retraction, because it implies that a given form prefers to reinforce
its original lexical component rather than undergoing a full grammaticalization
process (cf. Haspelmath 2004: 33-35). Haspelmath bases himself on Traugott’s
(2001: 9) explanation as for this case: ‘“the earlier main verb use was
marginalized in the early periods and then the grammaticalized one was
marginalized in turn and then lost in later periods.” In other words, lexical and
grammatical dare appear to have coexisted since early periods and while in some
periods the grammaticalized element predominated over the lexical one,
nowadays the grammaticalized dare is marginalized in favour of the lexical dare.
We will see below that PDE need seems to be another case of retraction (cf. also
Taeymans 2004a).

The last refutation to an alleged counterexample to the unidirectionality of
grammaticalization concerns examples such as the development of the French
particle 7i, as in examples (2.5a) and (2.5b):

(2.52) Votre perenp party —ilpro? (standard French) -
‘Does your father leave?’
(2.5b) Votre perenp par[D]y tiprcr? (colloquial French)

‘Does your father leave?’

In colloquial French, the third person singular pronoun i/, a grammatical element,

grammaticalizes into an interrogative particle, #, due to its usual collocation after
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verbal forms ending in —. Neither the personal pronoun is more grammatical
than the interrogative particle or vice versa. This is, then, a case of
regrammaticalization, a term coined by Greenberg (1991). An attempt to account
for the development of new grammatical functions of already grammaticalized
elements has been done by Lass (1990), who proposes the term exaptation, which
he borrows from biology (cf. also Lass 1997: 316-324). Exaptation would refer
to those cases in which a grammatical element which had become marginal (what
he labels “junk™) acquires a new grammatical value and becomes productive
again (cf. Wright 2004 as an example of exaptation of English plural be in
AAVE). The difference between Lass’s exaptation and Greenberg’s
regrammaticalization is that the latter does not require the marginalization of the
early grammatical element (cf. Traugott 2001).

Therefore, most of the alleged counterexamples to the unidirectionality of
grammaticalization have been accounted for as examples of different phenomena
(cf. Traugott 2001, Haspelmath 2004). The few examples of
degrammaticalization (antigrammaticalization, in Haspelmath’s terms) are so
scarce and so rare that the unidirectionality of grammaticalization seems to be

close to universal.

2.1.3.4. English Modals: a paradigmatic case of grammaticalization

Auxiliary verbs are a paradigmatic example of grammaticalization and have
recently been subject of numerous studies (to cite just a few, Heine 1993, Warner
1993, Bybee et al. 1994 and Kuteva 2004). According to Heine (1993: 70), an
auxiliary “is a linguistic item covering some range of uses along the Verb-to-
TAM chain.” Such a chain refers to the grammaticalization chain mentioned
above, which, according to Heine, consists of four processes: desemanticization,
decategorialization, cliticization and erosion. As Kuteva (2004) says, “depending
on [...] their location along that chain, they will be more grammatical or less
grammatical.” Among these, Warner (1993) considers the PDE central modals
(i.e. can, could, may, might, shall, should, will, would and must, according to
Quirk ez al. 1985: 137) prototypical auxiliaries, stemming from Rosch’s (1977,
1978) prototype theory or theory of categorization. As is well-known, this theory
has to do with the human mental categorization of the world. We tend to have in
mind the simplest element of a class, and that element becomes a prototype to

which we refer in order to check if, and to what extent, a particular item enters
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that category. Therefore, Warner implies that PDE modals are the prototype to
which we must refer in order to categorize auxiliaries.

The consideration of auxiliaries as a class is not free from controversy
and, as Kuteva (2004: 5) mentions, up to eight different proposals have been
postulated in the literature. A widely-acknowledged set of criteria to identify
auxiliaries is that proposed by Quirk et al. (1985: 137), who compare auxiliaries
to main verbs and, among auxiliaries, modals are further described according to

four additional criteria, as seen in Table 2.2:

AUXILIARY CRITERIA AUXILIARY MAIN VERB
(Op = operator)
(a) Op in negation He cannot go *He hopes not to go (cf. note 1)
(b) Negative contraction can’t *hopen’t
(c) Op in inversion Can we go? *Hope we to go?
(d) Emphatic positive *Yes, I DO can come. Yes, I DO hope to come.
(e) Op in reduced clause I can come if you can. *1 hope to come if you hope.
(f) Position of adverb We can always go early We always hope to go early.
(g) Postposition of quantifier =~ They can all come ?They hope all to come.
(h) Independence of subject Ann can do it. ~ He hopes to do it.

It can be done by Ann. *It hopes to be done by him.
MODAL AUXILIARY CRITERIA° MODAL AUXILIARY MAIN VERB
(a) Bare infinitive I can go. *1 hope go/ 1 do go (cf. note ii)
(b) No infinitive forms *to can, *canning, *canned  to hope, hoping, hoped, to do

doing, did

(c) No —s form *She cans come. She hopes to come/ She does

come (cf. note ii).
(d) Abnormal time reference  You could leave this evening. You hoped to leave this
[no past time] evening/ You did leave this
evening. [past time]

NOTE i [original]: He hopes not to go is acceptable in the sense ‘He hopes that he will not go;’
but this is then a case of the negation of 70 go, not of hopes.

Note ii [mine]: I do go or She does come are correct in emphatic contexts such as that
exemplified in Yes, I do hope to come above, that is, it is an alternative construction to the
unmarked one / go (cf. obligatoriness of / can go).

Table 2.2: Formal criteria for auxiliary verbs and modals (adapted from Quirk et al.
1985:137).

As the examples in the second and third column of Table 2.2 show, modals
constitute a class of words different from main verbs and from non-modal

auxiliary verbs."” They are the result of subsequent changes of an OE class of

" From a cognitive-pragmatic point of view, the current grammatical nature of modal
auxiliaries is born out of the speakers’ need to code the “conceptually elementary and
systematically recurrent” categories (i.e. root and epistemic categories) into linguistic structure,
and it is intensified by the fact that both root and epistemic qualifications are closed classes
(Nuyts 2001: 270).
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verbs known as pre-modals'* in the history of English. The OE pre-modals
cunnan, magan, *sculan, *motan, willan, *durran and purfan are the ancestors of
the PDE modals can, may, shall, must, will and dare (as will be repeatedly
mentioned, purfan dies out earlier).”” The gradual process by which pre-modals
develop into PDE modals implies grammaticalization (see section 2.1.3, for a
description of this type of language change), and has been the subject of
outstanding pieces of research (cf., for example, Lightfoot 1979; Plank 1984;
Heine 1993; Warner 1993; Krug 2000). It is a widespread belief among scholars
that the grammaticalization of linguistic items is gradual (cf., among others,
Plank 1984, Givon 1984, Krug 2000, Hopper and Traugott 2003), which
contrasts sharply with the improvised linguistic accidents proposed by scholars
such as Lightfoot (1979) or “hopping rules” (cf. Pullum and Wilson 1977).

To cut a long story short, we may say that at the least grammaticalized end
of the grammaticalization chain of modals stand the OE pre-modals, and at the
most grammaticalized end stand PDE modals such as should or may. The
characteristics of the OE pre-modals differ from one verb to another syntactically
and semantically. Thus, it is worth-mentioning that some of these verbs show
auxiliary-like characteristics as early as in Old English (for a detailed explanation
see section 3.2; cf. also Goossens 1987; Denison 1990a; Warner 1993; Beths
1999). Among the syntactic characteristics which relate these words to auxiliaries
is their possibility to occur in elliptical and impersonal constructions. There are
also semantic features which relate OE pre-modals to PDE modals. Warner
(1993) recognizes the deontic (comprised in which I will call root modality)
modal meaning as the main meaning conveyed by these verbs. In the course of
the ME period, these verbs gain weight as an auxiliary group due to the
development or intensification of formal features, such as the fact that they cease
to take nominal direct objects. In addition, it has often been claimed that the
disappearance of the inflectional subjunctive left a gap which was soon filled by
the modals, which in combination with an infinitive became periphrastic verb
phrases expressing modality (cf., for instance, Fischer 2002). In this sense,
(pre)modals were reanalysed as analytic mood markers at the same time as the

following infinitive was reanalysed as the main verb of the sentence (cf. section

' The term used to refer to this class of OE verbs is not free from controversy. I use the term
pre-modal without inverted commas for the reasons adduced in section 3.2.

' Since the status of the pre-modals throughout history will be described in detail in the first
half of chapters 3, 4 and 5, this section only gives a cursory look at their evolution and pays
special attention to the grammaticalization mechanisms involved in the overall development.
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2.13.2) for an explanation of reanalysis in combination with
grammaticalization).

Further developments took place in the eModE period, when modals
began to occur in inversion and in negative contexts without do-support. In
addition, semantics also plays a role in this period, since epistemic meanings
arise between the ME and eModE period, probably due to subjectification (cf.,
for example, Traugott 1989; Goossens 2000; Pelyvas 2000; Hopper and Traugott
2003). Interestingly enough, scholars such as Nuyts (2001: 176-178) and Pelyvas
(2003), consider that epistemic modals are closer to the grammatical (i.e.
auxiliary) end of the chain than root modals.

Although most of the members of the class of OE pre-modals have
survived into Present-Day English, the modal class has been subject of some
losses and some gains throughout history. Among the losses, we may highlight
that in Middle English some preterite-present verbs dropped out of the language
probably due to their synonymy with other verbs, such as, for instance, tharf,
which was replaced by neden ‘to need,” or cunnan, which was replaced by witan
‘to know” (see Plank 1984: 312).' In early Modern English mote drops out of the
language and leaves must unpaired. However, the class may also grow larger and
in this period need and ought enter the class, so that the modals in the central part
of the eModE period are can / couth, dare / durst, may / might, shall / should,
will /would, must, need and ought (cf., for instance, Gorlach 1991: 114). As
mentioned above, the PDE class of central modals is more reduced than this one,
which implies that it has not ceased to undergo losses. For example, durst is out
of the paradigm, whereas need and ought are considered marginal modals. At the
same time that the central class of modals appears to get more reduced, other
verbs acquire new functions and meanings and get closer to the modals although
they do not fulfil all their characteristics, such as be going to or have to (cf., for
instance Heine 1993, Krug 2000). On some occasions, the newly born emerging
modals, such as have to, push out old, traditional modals such as must (cf., for
instance, Smith 2003). These gains in the modal group are in tune with Croft’s
(1990) idea that grammaticalization is in constant operation.

The fact that not all modal auxiliaries developed at the same time and in

the same way implies that one must analyse them gradually and considering

' This avoidance of “homonymic clash,” as labelled by Hopper and Traugott (2003: 102),
follows the perspective of “one meaning-one form,” postulated, among others, by Geeraerts
(1986).
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different factors as is suggested by Mortelmans (2003). For this reason,
diachronic research seems to be the ideal perspective to study this phenomenon.
At the same time, synchronic data, such as synchronic variation, may reveal facts
about the origin and reasons for the grammaticalization. This double perspective
of grammaticalization is summarized under the label panchronic or metachronic
(see Heine 1993: 76). These terms refer to anything which is neither exclusively
diachronic nor synchronic, but which works in both dimensions. In this piece of
research I will analyse each single period of the history of English
synchronically, and at the end I will provide the diachronic development of each
of my verbs. The intention, therefore, is to adopt a panchronic or metachronic
perspective, which can help me obtain an explanatory account of the evolution of

the semantic predecessors of need.

2.2 Present-Day English need and need to: an insight into modality

Need and need to constitute a complex phenomenon: apart from the pair dare /
dare to, there appears to be no other pair of English verbs which exhibits twofold
morphosyntactic features, namely those typical of auxiliary verbs and those of
lexical verbs. Due to this double nature, a controversial issue arises: should we
treat need and need to separately, as two different verbs, or as one verb with two
different syntactic realizations? With the aim of answering this question, in the
remainder of this section I will examine the morphosyntactic and semantic

features of need and need to.

2.2.1. Morphosyntactic features

From a morphological perspective, need and mneed to exhibit important
differences which have been variously analysed by scholars. The next two sub-
sections review the most widely acknowledged accounts of the classification of

these verbs, both traditional and modern ones.

2.2.1.1. Traditional considerations

Traditionally, the PDE verb need is said to be a (marginal) modal verb which has
a homomorphic non-modal counterpart'’ (cf. Huddleston 1984 and Quirk et al.

' This is a simplification of a three-term classification which distinguishes modal auxiliary need
(He need not sign up), non-modal full verb need (I need a ticket) and catenative verb (He needs
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1985). This idea is supported by the morphological and syntactic differences
between both: while non-modal need behaves like any regular transitive verb
(which takes both nominal and sentential complements), modal need complies
with all the requisites of a modal auxiliary, with the so-called NICE properties
(cf. Huddleston 1980). Let us compare, for instance, the following pairs of

examples:

(2.6a) Your needn’t do that (= negation)

(2.6b) You don’t need to do that

(2.7a) Need I sign in again? (= inversion)

(2.7b) Do I need to sign in again?

(2.8a) John needn’t do the exercises and neither need Susan (= ‘code’)
(2.8b) John doesn’t need to do the exercises and neither does Susan.

The (a) examples show instances of modal need, while the (b) examples show the
non-modal counterparts. As is obvious, the latter do not exhibit any of the NICE
properties (negation, inversion or code, in the case of need). '® Another auxiliary-
like syntactic characteristic of need is its possibility to occur in tag-questions
(She needn’t do it, need she?), as mentioned by Jacobsson (1974: 56).

Apart from these strictly syntactic features, modal need also shares
morphological characteristics with the other modal auxiliaries, as Coates (1983:
4, 50) notes:

- No —s form for third person singular (*he needs not do if)
o VS. he needs to do it

- No occurrence with another modal (*he will need not do it)
o VS. he will need to do it.

- No past forms (*he needed not do if)
o VS. he needed to do it

In connection with the last morphological feature, it must be pointed out that
Quirk ef al. (1985: § 3.40) mention another characteristic of modal auxiliaries:
their abnormal time reference. According to them, the so-called modal past forms
—also called distal forms (cf. Sweetser 1990: 62 ff.)— namely might, would, could

and should, can be used to express present time with a nuance of remoteness (as

to write a paper), as proposed by, for example, Jacobsson (1974: 56). The simplification to
modal and non-modal leaving aside the construction with a nominal object focuses on the
constructions with a following infinitive, which is our main concern here.

'8 Not all authors agree on the extent to which need exhibits the NICE properties. Palmer (1979:
4, 127) points out that need does not have the properties of code and emphatic affirmation.
However, as can be seen in example (2.8a), code is possible with need.
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in he might win the race). In addition, some of the so-called present forms (i.e.
may, will, can, shall or must) may refer to the past when combined with a perfect
infinitive (e.g. must, as in he must have come yesterday). As for need, it can be

inflected for the past tense only when it is a non-modal verb. See, for instance:

(2.9) I need to go

(2.10) I needed to go

(2.11) I didn’t need to go (=I didn’t have to go).
In contrast, modal need does not have a past tense form. It may nevertheless
express past time when used in indirect speech, as in She fold him he needn’t
come, or when in combination with the perfect infinitive, yielding need not have
plus past participle (cf. Jacobsson 1974: 56). Needn’t have commonly implies
that it was not necessary that the action expressed by the proposition took place.
The proposition in (2.12) is positive (‘I have gone’), but the modality, needn’t
(=absence of obligation, exemption) is negative. Thus, (2.12) means ‘it was not

necessary for me to go, but I went:’"’

(2.12) I needn’t have gone.

Therefore, need seems to qualify as a modal auxiliary, since it complies
with nearly all the requisites. There are only two exceptions; the first is the
expression of emphatic affirmation, as already mentioned. The second concerns
morphology. Modal verbs do not have non-finite forms, i.e. forms such as *zo
can or *musting are ungrammatical. Nonetheless, the form 7o need is possible.
Although it 1s not possible to determine whether this form belongs to modal need
or non-modal need to, scholars do not address this issue, and omit any reference
to this non-finite form.

One NICE feature which is absent in modal need is the property of
emphatic affirmation (cf. footnote 18 this chapter), as exemplified in (2.13), from
Coates (1983: 4):

(2.13) Ann COULD solve the problem.

' As mentioned, the most general difference between sentence (2.11) and sentence (2.12) is that
(2.11) implies that the action was not carried out, while (2.12) implies that the action was
actually carried out. The difference between both sentences is neutralised, however, when in
(2.11) the stress falls on need. This characteristic of oral speech suggests that the action was
accomplished (cf. Westney 1995: 141).
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Examples of emphatic affirmation with need are not grammatical (*Peter NEED
come at 10 o’clock), possibly due to the fact that modal need basically occurs in
negative contexts. Possibly these are the reasons why dare and need are
considered marginal modals by scholars such as Huddleston (1984) and Quirk et
al. (1985).

In the analysis of need and dare, traditional grammars normally allude to
their distribution according to the system of polarity. Traditional grammars state
that non-modal need tends to occur in positive sentences while modal need
features mainly in negative ones. However, when this tendency is checked in real
language, the findings reveal that there is not a neat distribution of the modal and
non-modal verb according to the polarity of the sentence. Modal need is rarely
used in assertive contexts; it is normally found in the ten contexts listed in
Jacobsson (1974: 60-62), all characterized by non-assertiveness or subjunctive.
The ten contexts are: questions, negation, shifted negation, semi-negatives
(hardly, scarcely), hidden negation, comparative clauses, after superlatives, in
before-clauses, subjunctive forms and concessive clauses (see also Klima 1964:

313 and Palmer 1979: 40). These are shown in the following examples:

(2.14) Need he repeat the exam? = QUESTION

(2.15) You needn’t do the exam. = NEGATION

(2.16) There is nothing you need worry about. = SHIFTED NEGATION

(2.17) He need scarcely talk to his boss in order to get a day off. = SEMI-
NEGATIVE

(2.18) All he need do is stay calm (= ‘he needn’t do more than stay calm’).>
HIDDEN NEGATION

(2.19) He is more worried than he need be. > COMPARATIVE CLAUSE

(2.20) He has said most that need be referred to. » SUPERLATIVE FORM

(2.21) Peter has fifteen minutes before he need go. = BEFORE-CLAUSE

(2.22) I doubt that he need have asked for the cheapest ticket. = SUBJUNCTIVE

(2.23) However exact he need be, he will do it. > CONCESSIVE CLAUSES

What these ten contexts have in common is their non-assertiveness. In other
words, in all of the examples the existence of the necessity or the obligation is
not asserted, but is, on the contrary, denied, questioned or represented as a non-
positive fact, as noted by Jacobsson (1974: 62). Two different negative contexts
are exemplified in (2.24) and (2.25):

(2.24) I wonder whether he need turn in the paper or not.
(2.25) I don’t think we need fill out this form again.
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Sentence (2.24) is an instance of embedded interrogative (cf. Duffley 1994: 220).
Sentence (2.25), in turn, is an example of the so-called transferred negation
(Quirk ef al. 1985: §14.36 ff). The negation has been transferred to the
superordinate clause, although semantically it belongs to the subordinate one (/
think we need not fill out this form again). The subordinate clause includes the
modal need, which negates the kind of root necessity expressed by must in

examples such as

(2.26) You must fill out this form again.

Therefore, it may be said that in these 12 examples ((2.14) to (2.25)), needn’t and
need express negative root necessity, and it is the corresponding negative form
for the root modal must, as in He must come very early. Table 2.3 establishes the

relationship between the affirmative and non-affirmative PDE modals:

POSITIVE NEG. MODALITY NEG. PROPOSITION
Epistemic Possibility  |may can’t may not
Epistemic Necessity must (may not) (can’t)
Root Possibility may/can May not/can’t (needn’t)
Root Necessity must needn’t mustn’t

Table 2.3: Scope of the negation in epistemic and root possibility and necessity
(adapted from Palmer 1979: 39).

In this table we observe that modal needn’t is mainly used to express the
negation of root necessity, i.e. absence of obligation or necessity conveyed by
PDE must. Modal need, therefore, is rarely used in positive contexts. However,
Coates (1983: 50) provides an example: there is a lot to be done internally before
they need do the external part, meaning ‘before it is necessary for them to do the
external part.” Krug (2000: 199), in turn, provides another example taken from
the Brown Corpus, namely He need only pick up one of the red telephone
receivers at his extreme left,.. (Brown G03). The choice between the modal and
the non-modal verb in positive utterances could be regarded as a generational
matter, since the example which Krug offers is American English and dates back
from the 1960s and, according to him, it does not sound natural for present-day
speakers (2000: 200).

Although modal need is, therefore, mostly used in non-assertive contexts,
its non-modal counterpart is also frequently found in negative contexts, as well as

in questions. As for interrogatives, it is worth pointing out that the only
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difference between the modal and non-modal need concerns style. In this respect,
the difference between Need [ say more? and Do [ need to say more? is just
stylistic, the latter, non-modal verb, being more likely to appear in formal and
written texts (Palmer 1979: 128).

As for negatives, however, it has often been posited that the difference
between the use of modal need and non-modal need is based on semantic
grounds (Bolinger 1942; Leech 1987: 102; Dixon 1991: 188). The main semantic
difference between both forms is said to be related to subjectivity and objectivity.
While modal need implies the existence of an external objective force, non-
modal need is related to a personal wish, and is therefore subjective. The
examples used by Leech (1987: 102) to illustrate this difference are the
following. If a lady tells her gardener The hedges needn’t be trimmed this week,
she is excusing the gardener from the obligation to trim the hedges. If, on the
contrary, she says The hedges don’t need to be trimmed this week, she is
implying that the hedges do not require his attention, because they are probably
tidy. Other authors argue that while the non-modal need fo focuses on the
likelihood of the realization of the proposition, modal needn’t implies a weak
imperative (Westney 1995: 139-141). This view makes it possible to consider
grammatical a sentence such as You needn’t go to the toilet if you don’t need to
(Perkins 1983: 63), since it would imply ‘don’t go to the toilet if you don’t need
to,” at the same time that You must go to the toilet means ‘go to the toilet.’

However, Duffley (1994) does not consider the subjective/objective, or
internal/external, distinction enough to account for all the semantic differences
between need and need to, or rather needn’t and don’t need to, since the claim is
made on non-assertiveness. Duffley (1994: 222 ff.) argues that their selection
depends on the conditions which determine whether a need is felt to be possible,
and not on its real existence. From that perspective, three conditions are
highlighted: indispensability, or the “existence of some imperative reason to do
something;” inevitability, or “the existence of some necessary cause or fatal
reason for it to come to pass;” and logical necessity (called epistemic necessity in
Palmer 1979), which is the impossibility to consider the state of affairs as not
being true. Inevitability and logical necessity may only be expressed by modal
need, while indispensability may be expressed by both modal and non-modal
need (Duffley 1994: 233-234).

As mentioned above (Table 2.3), needn’t is used to negate the modality in

utterances that would have must in assertive contexts. For example, the negative
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counterpart of You must be there five minutes earlier is You needn’t be there five
minutes earlier. When a negative form is used in questions, the negation may
affect, apart from the modality and the proposition (as mentioned above in Table
2.3), the question itself. It is said that a question is negative when the expected
answer is affirmative (cf. Palmer 1979: 119), the paraphrase being ‘isn’t it the
case that X?” However, it must be noticed that with the form needn 't the negation
affects the modality exclusively, not the proposition or the question itself. An
example like (2.27), therefore means ‘is it the case that it is not necessary for me

to come?’

(2.27) Needn’t [ come?

Another possible paraphrase of this example could be ‘I needn’t come, need 17’
Both paraphrases lead to the conclusion that the question is positive (‘is it the
case that it is not necessary for me to come?’), the modality is negative (‘it is not
necessary’) and the proposition is positive (‘that I come is not necessary’). If we

want to negate the question, the non-modal need must be used, as in (2.28):

(2.28) Don’t I need to come?

which implies ‘I need to come, don’t 1?” and can be paraphrased as ‘isn’t it the
case that it is necessary for me to come?’ The expected answer is ‘yes.” This
implies that (2.28) is a negative question, the modality and the proposition being
positive. In example (2.28), don’t need resembles mustn’t, according to the

following diagram provided by Palmer (1979: 119):

Question Modality Event

Neg. Pos. Pos mustn’t
Pos. Pos. Neg. mustn’t
Pos Neg. Pos. needn’t

Table 2.4: Semantic distribution of mustn’t and needn’t in Present-Day English
(from Palmer 1979: 119).

The following examples illustrate the three possibilities depicted in Table 2.4:

(2.29) Mustn’t I come? = ‘Isn’t it the case that there is a necessity for me to
come?’

(2.30) Mustn’t I come? = ‘Is it the case that there is a necessity for me not to
come?’

(2.31) Needn’t I come? = ‘Is it the case that there is no necessity for me to
come?’
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Mustn’t in (2.29) is similar to don’t need to in (2.28) (Mustn’t I come? - Don’t I
need to come?) because both mean ‘isn’t it the case that X is necessary?,’
implying that ‘it is the case, isn’t it?” What is relevant here is the distribution
between need and need to in negative and interrogative contexts, as exemplified
in (2.28) and (2.31) respectively, i.e. between Don’t I need to come? (negative
question, positive modality, positive proposition) and Needn't I come? (positive
question, negative modality, positive proposition).

With this final remark about interrogative contexts, I close the review of
traditional considerations about need and need to, and turn now to the analysis of

modern perspectives.

2.2.1.2. Recent approaches

Despite the semantic and formal differences between need and need to noted in
traditional grammars, it is now widely acknowledged that the differences
between them are blurred. Firstly, the semantic differences accounted for by
Leech (1987) or Duffley (1994) are highly dependent on the contexts where these
verbs appear, and do not condition the selection of need or need to. Quite on the
contrary, both verbs are considered to express weak or medium obligation (cf.
Westney 1995: 140; Heine and Kuteva 2002: 215). Secondly, there are cases of
blend constructions which reveal that these verbs are not settled apart for the
speakers. Therefore, it is possible to find constructions such as ke needs not do it,
where the verb need in inflected as in its non-modal representation, at the same
time that the infinitive, do, is not preceded by the fo-particle (cf. 1b). These
constructions are rather infrequent, though, and associated mainly with non-
native speakers (cf. Jacobsson 1974: 63; Duffley 1994: 237).%° Thirdly, and most
importantly, recent studies reveal that need fo is replacing need in all contexts in
British and American English (Nykiel 2002, forthcoming (a); Leech 2003;
Taeymans 2004a), as well as in Australian English (Collins 2001). The decrease
in use of need in favour of need to can be shown by comparing four matching
corpora from different periods. Smith (2003) studies the changes in need and

need to, among other modals and semi-modals (his terminology) in corpora from

2 Tt is interesting to note that blend constructions tend to show the above-mentioned structure,
that is, inflected verb and bare infinitive. The alternative blend construction with a non-inflected
verb followed by a fo-infinitive (e.g. he doesn’t need do it) is even rarer (cf. Jacobsson 1974:
63).
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1960 (LOB, Brown) and 1991-1992 (FLOB and Frown)*' of both British and
American English, taking into account the following text-types: Press, General
Prose, Learned and Fiction. The rise of need to to the detriment of need i1s
reflected in all the genres which Smith (2003) studies in the four corpora.”* Leech
(2003) obtains similar findings. In addition, he provides information concerning
oral English, which shows that need is no longer used in spoken corpora from
1990-1992 (ICE-GB, International Corpus of English).

From the preceding paragraph it can be concluded that the non-modal
need to is a regular full verb which is replacing modal need in Present-Day
English. However, scholars such as Haspelmath (2004) and Traugott and
Dascher (2002) do not consider that the case of mneed violates the
unidirectionality hypothesis of grammaticalization, that is, contrary to what may
seem at first sight, need to is not an auxiliary verb being lexicalized. Quite on the
contrary, a commonly accepted view is that non-modal need existed long before
modal need arose, and that the latter has had a very short life, which began in the
eModE period. When modal need falls into disuse, non-modal need becomes the
predominant form again, as it used to be before the rise of modal need (cf.
Taeymans 2004a). This phenomenon, which Haspelmath (2004) calls ‘retraction’
implies the recovery of the old morphosyntactic features (i.e. third person
singular morpheme {-es}, presence of to before the infinitive, etc.), which are
claimed to be proper of lexical verbs, as seen above.

However, the picture is not so simple. There seems to be enough evidence
to consider that non-modal need to is not a pure lexical verb, but is itself
undergoing a particular process of grammaticalization, and syntactically and
phonologically it is close to the class of emerging modals (Krug 2000: 238).
Emerging English modals form a new category of verbs which have auxiliary
function and modal semantics, and can be considered, therefore, proper modal
auxiliaries (cf. Krug 2000: 214).” The prototypical members of this class are

going to, have to, want to and got to, and the marginal modals reed (to), ought to

! The LOB Corpus contains British texts from 1960, while the FLOB is the corresponding
corpus from 1991-1992. The same relation applies to the Brown and Frown Corpora, which
contain American English.

*2 The situation of PDE need and need to is parallel to the rise of have to to the detriment of
must, as noted by Smith (2003).

* Krug (2000) has paved the way for a number of researchers who are interested in emerging
modals (cf., for instance, Desagulier 2003).
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and dare (to) oscillate between the central modals (e.g. will, may) and this new
emerging class (Krug 2000: 239).

Going to, have to, want to and got to have enough characteristics in
common to be grouped together in “a subcategory within the higher-level class of
modal verbs” (Krug 2000: 214). The reasons that Krug (2000: 215-217) adduces
to justify the introduction of this new sub-category, i.e. emerging modals, are the

following:

1. The traditional classification of auxiliaries (quasi-auxiliaries, semi-
modals, secondary auxiliaries, etc.) does not allow for the identification of
an evolving class of verbs.

2. According to Krug (2000: 214), “It would not seem helpful to exclude all
verbs taking infinitival 7o complements from auxiliarihood simply because
they do not share the syntactic properties of the central modals.” Of
course, this also holds for the marginal modals need (t0), ought to and
dare (to).

3. The phonological reductions observed in going fo, have to, want to and
got to are “perfectly regular.” E.g. want to >wanna, got to > gotta. It must
be noted that the same reduction is recorded with ought to and need to
(need to > neeta/needa (cf. Krug 2000: 285-286, note 60)).**

4. The fact that highly grammaticalized paradigms are usually smaller than
less grammaticalized ones (cf. Lehmann 1995 [1982]: 132 ff.) gives Krug
(2000: 217) enough evidence to consider emerging modals more
grammaticalized than other items taking to-infinitive complements,
because “not all can serve as hosts to cliticized 7o (e.g. *attemma from
attempt to (...)),” and, therefore, they form a restricted group.

5. The existence of a modal category makes possible the emergence of “a
new modal layer.”

From Krug’s (2000) point of view, then, there are enough reasons to consider
going to, have to, wan to and got to as the prototypical members of the sub-
category of emerging modals. This way he unifies the apparently messy
characterization of these verbs in the literature and pays attention to the dynamic
nature of language. As for need (to), ought to and dare (to), Krug claims that
they oscillate between the central modal group and the prototypical emerging
modals. With the help of his gravitation model, he proves that need (to0) is the

* The existence of needa/neeta as a phonological reduction of need to, parallel to widely-
acknowledged contractions such as wanna or gotta, has also been noted by Gramley and Pétzuld
(1992: 161) and Westney (1995: 33). It has, however, been rejected by Pullum (1997: 82), who
attributes such pronunciation to “rapid or very casual speech.”
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closest to the new emerging class and, in consequence, the farthest from the
central class of modals (2000: 238-239).

As can be gathered from the preceding paragraphs, need to is considered
to be a non-modal verb (Huddleston 1984, Quirk er al. 1985), a semi-modal
(Leech 2003, Smith 2003) or a marginal modal very close to the group of
emerging modals (Krug 2000). I object to the analysis of authors such as
Huddleston (1984) and Quirk ef al. (1985) on the grounds that they ignore the
features that all emerging modals have in common and which bring them
together, namely, their regular phonological reduction and the place they occupy
in the grammaticalization scale, as opposed to verbs such as attempt to, for
example. On the contrary, they analyse these verbs as radically different items.
Huddleston (1984), for example, resorts to three different labels to refer to these
verbs: ought to is closer to the modal class than any of the other verbs, and is said
to be in the “periphery of the class” (1984: 165); want to and have to are
considered “catenative verbs” (1984: 142, 166); and need fo is said to be a main
verb, as already mentioned (1984: 165). In turn, Quirk et al. (1985) coincide with
Huddleston’s classification of ought fo as a marginal modal (1985: §3.40). As for
the other verbs, have to is a semi-auxiliary (1985: §3.40); have got to is a modal
idiom (1985: §3.40); want to is explicitly called non-catenative (1985: §3.49) and
need to is a lexical verb (1985: §3.41). None of these authors make reference to
got to without have. In other words, the view adopted in these grammars is too
general, while Krug’s (2000) classification seems more appropriate to account
for the syntactic, morphological and semantic characteristics of the verbs are
concerned. Therefore, for the purposes of this dissertation I will follow Krug’s
(2000) view about the existence of a “new”
which PDE need to is close.

category of emerging modals, to

2.2.2 Semantic features

Once | have described the morphological and syntactic characteristics of need
and need to (cf. 2.2.1), in this section [ will try to explain their semantic features.
Since the limits between one category and another are not so clear in semantics
as they are in morphology and syntax, I will first describe the semantic
framework used for the classification of my verbs. For this purpose, this section

consists of three sub-sections. 2.2.2.1 is devoted to the definition of the term
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modality. The need for an insight into the category of modality arises from the
fact that, as seen in the previous sections, PDE need (fo) is considered to be close
to the group of emerging English modals (cf. Krug 2000). In 2.2.2.2 the different
types of modality are examined, with a discussion on the different theoretical
approaches to this linguistic category. Finally, 2.2.2.3 analyses the semantic

features of PDE need and need fo from the point of view of modality.

2.2.2.1. The concept of modality

Though much has been written on modality, linguists do not seem to reach an
agreement as to how to define this category. As already mentioned, modality is a
semantic category, i.e. it is related to meaning in the same sense that syntax is
related to structure, or morphology to word forms. In this way, modality is
parallel to concepts such as time or sex, since the three of them belong to the
extra-linguistic reality. Time refers to the temporal axis of the world, and it is
grammaticalized in language as tense. Thus, we distinguish between make
(present tense) and made (past tense). Likewise, sex is an extra-linguistic
category that divides the world in male and female. The corresponding linguistic
category may be gender; hence, we find masculine and feminine nouns and
adjectives in some languages, such as Spanish, for example, to mark this an other
distinctions. Of course, there is no one-to-one correspondence between time and
tense on the one hand, and sex and gender on the other hand. Tense and gender
are grammatical categories which, as such, may have no parallel in the extra-
linguistic reality. Thus, for instance, the construction If [ went there, I would see
her contains a past tense form of the verb go, went, which does not refer to past
time. At the same time, the Spanish word mesa (‘table’) is grammatically
feminine, although it does not refer to any female being in the extra-linguistic
world.

Modality also refers to the extra-linguistic field. It is the term used to
name the speaker’s judgement of his proposition, according to its truth or
falsehood, its probability, etc. This is the most widely acknowledged view (cf.
Halliday 1970, 1985; Jiménez Julia 1989). In Halliday’s (1970: 335) words:

a form of participation by the speaker in the speech event. Through modality, the
speaker associates with the thesis an indication of its status and validity in his
own judgement; he intrudes and takes up a position.
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He later expresses the same idea as (1985: 75): “Modality means the speaker’s
judgement of the probability, or the obligations, involved in what he is saying. A
proposition may become arguable by being presented as likely or unlikely,
desirable or undesirable —in other words, its relevance specified in modal terms.”
By assuming this idea, these authors base their definition of modality exclusively
on epistemic modality, i.e. that related to the mental world, “the one which most
clearly is relevant to normal language” (Coates 1983: 18). A clear definition of

epistemic modality is that proposed by Nuyts (2001: 21):

(the linguistic expression of) an evaluation of the chances that a certain
hypothetical states of affairs under consideration (or some aspect of it) will
occur, is occurring, or has occurred in a possible world which serves as the
universe of interpretation for the evaluation process, and which, in the default
case, is the real world.

However, epistemic modality developed relatively late in the history of all
languages (cf. Shepherd 1982, Bybee and Pagliuca 1985, or Bybee et al. 1994 as
studies devoted not just to English). The items which came to express epistemic
modality existed in the languages before this meaning was grammaticalized. In
English, the linguistic items which have finally expressed epistemic modality are
the so-called modal verbs,” a class of verbs characterized by a preterite-present
morphology and by an auxiliary-like syntax. In other words, most of these items
have common morphological and syntactic features which go back to Old
English times (with the exception of will). Therefore, the items which came to
express epistemic modality in English already formed a class of their own in
syntactic and morphological terms. The question to be answered, therefore,
would be whether these verbs were also semantically similar before the
grammaticalization of epistemic modality or, on the contrary, they became
semantically close when epistemic modality was grammaticalized. It is
commonly accepted that this class of English verbs used to have a common kind
of meaning from which epistemic modality derived. This common kind of

meaning is called ‘root’ and it is related to the real world, instead of the mental

* There are other non-grammatical ways of expressing epistemic modality, such as adverbs
(e.g. possibly), adjectives (e.g. possible), or mental state predicates (e.g. I think that...), as
mentioned, for instance, by Nuyts (2001: 29). Nevertheless, the polysemy of modal auxiliaries
(which express both deontic and epistemic modality) is attested in many West European
languages and also in many typologically completely different ones (cf. Steele 1975, as
mentioned by Nuyts 2001: 171).
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world present in epistemic modality (cf. Sweetser 1990; Traugott 1991, 1992;
Bybee ef al. 1994, among others).

As a consequence, the concept of modality in English is generally
broadened to include the root meanings of the modal verbs which later derived
into epistemic modals.*® Thus, not only the senses of likelihood or the degree of
truth of a proposition are included in the concept of modality, but also meanings
such as obligation, permission and the like, all implying the power which is being
exerted on the doer of the action expressed by the infinitive following the
modals.

Modality, therefore, implies the reflection of the speaker’s attitudes and
opinions through his speech (cf. Palmer 1986: 16). This reflection must take
place by means of linguistic items. In other words, first the speaker decides to
include his opinions in his speech (modality), and secondly, modality needs to be
expressed by means of language (i.e. modality is conveyed by language, which is
equated with the grammaticalization of modality), as can be seen in the following

figure:

Speaker’s attitudes > Modality > Grammaticalization
and opinions of modality

Figure 2.2: Modality: from the extra-linguistic world to grammar (adapted
from Palmer 1986).

The expression of modality may be realized by several linguistic items. In
English different parts of speech may carry modal meaning (cf. Perkins 1983),
namely adverbs (e.g. certainly), verbs (e.g. can, suppose, think) or adjectives
(e.g. possible; cf. Huddleston 1984: 166). Adverbs and adjectives are lexical
words, i.e., words carrying full meaning. They are grammatically independent,
since they do not require the support of any other part of speech. The English
modal verbs, however, are a kind of intermediate stage between fully lexical
items and purely grammatical items (like conjunctions or prepositions). That is,

they have a stronger referential meaning than, for example, the preposition of,

% T must specify that this broadening of the concept of modality takes place mainly in English
linguistics, because in other languages, such as Spanish, the concept of modality is restricted to
the so-called epistemic meanings, expressed by inflectional mood (cf. Jiménez Julia 1989 for a
detailed explanation of the origin of modality —modus clausal in his own terminology- in
Spanish).
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but, at the same time, they share all the features of auxiliaries (e.g. primary
auxiliary do, cf. Quirk et al. 1985: §3.40).

There is another way of conveying modality, namely inflectional mood.
This device is not found in English but is common in Romance languages such as
Spanish. The main verb in the sentence is inflected to express some of the modal
meanings. For instance, if the speaker believes that at the time he is speaking it is
five o’clock, he may resort to any of the three devices we have just mentioned

(the instance of inflectional mood is provided in Spanish for obvious reasons):

(2.32a) It is possibly the case that it is five o clock. (modal adverb)
(2.32b) It must be five o’clock. (modal verb)
(2.32¢) Quiza sean las cinco. (present subjunctive of the verb ser ‘to be”)

Thus, we could draw another figure to represent the last stage in Figure
2.2, grammaticalization of modality, which may be linguistically expressed in, at

least, these three ways, ranging from less to more grammaticalized means:

Adjectives and adverbs >  Modal verbs > Inflectional mood

- grammaticalized + grammaticalized

Figure 2.3: Grammaticalization of modality (based on Palmer 1986: 4).

Once we have described the different formal realizations of modality, we
should turn to the analysis of the possible modal meanings. As has been
suggested earlier, the classification I will follow here is that of the root/epistemic
dichotomy. However, other classifications are available. In the next section, I
will comment on different theories for the classification of modality, and discuss

the framework within which I am going to analyse my examples.

2.2.2.2 Types of modality: root and epistemic

The myriad of notions associated with modality allow for a wide variety of
classifications in the literature. >’ Some of them divide modality into two sub-
groups, while others distinguish three or four sub-groups. As noted by Siemund
(1997: 281), Mindt (1995) proposed up to 17 different types of modality.

%7 Some of the notions proposed are: subjectivity, non-assertion, non-factivity (Palmer 1986: 4),
permission, obligation, volition, prediction (Quirk et al. 1985: §4.49), and possibility and
necessity, which are common in the interpretations of both works.
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As for the division into two types of modality, I will highlight three major
approaches. The three of them are based on the human control of events. In other
words, they assume that there may exist some kind of intrinsic control over the
event expressed in the proposition or, on the contrary, there may be no control,
but just some sort of human judgement. According to these criteria, modality
types may be intrinsic vs. extrinsic (cf. Quirk ef al. 1985), deontic vs. epistemic
(Huddleston 1984) or root vs. epistemic (Sweetser 1990). The difference between
these three approaches is not just one of terminology, but of perspective in
general. While Sweetser resorts to the historical evolution of modality from root,
i.e. basic, meanings, to epistemic ones, the major grammars by Huddleston
(1984) and Quirk et al. (1985) provide a broad list-like classification of the
English modals.

Other specific works on modality reveal the need for a third type of
modality where meanings such as volition or ability would fall in. This is the
case of Palmer (1979, 1986, 2003), who, based on Lyons (1977), acknowledges
three types of modality: deontic, epistemic and dynamic (the latter term is taken
from modal logic, cf. von Wright 1951). This threefold division is also defended
by authors such as Goossens (1985, 1987), who uses the term ‘facultative’ to
refer to the third type of modality, Hengeveld (1988), who prefers the term
‘inherent,” Vihla (1999), and Warner (1993: 14-17).

In addition to these types of modality, other authors include subordinating
moods as a subtype of modality. This idea, supported by Bybee e al. (1994), is
based on a typological analysis of a large number of languages of the world.
Since modality is the grammaticalization of subjective attitudes and opinions,
and is expressed by means of different devices, these scholars draw some
diagrams which show the development of the different modal meanings which
stem from three basic notions, namely, obligation, desire and ability (Bybee et al.
1994: 240, §6.13). Although this study is very interesting from a typological
point of view, it does not seem appropriate, however, to adopt this classification
for the study of the English language intended here. Moreover, if we exclude the
subordinating moods, their analysis is parallel to the threefold pattern proposed
by Lyons (1977) and Palmer (1979, 1986, 2003), because it identifies three types

of modality, namely speaker-oriented, epistemic modality and ‘agent-oriented,’
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which includes those notions which are difficult to classify, such as ability and
volition.*®

At first sight it could seem that the more types of modality, the more
exhaustive an analysis would be. This was my view in an earlier version of this
piece or research, when I resorted to Palmer’s threefold classification of modality
(deontic, epistemic and dynamic) in search for a comprehensive classification
which did not leave any question unanswered. However, a deeper look into the
possible classifications revealed that the scientific quality of a fine-grained
theory is not directly proportionate to the number of modality types
distinguished, but to the criteria used to delimit each type.

Palmer (1979, 1986, 2003) follows the tradition of modal logic presented
by von Wright (1951) and Lyons (1977). Stemming from the basic meanings of
possibility and necessity, he describes the three types of modality, epistemic,
deontic and dynamic, which are to be recognized in many languages, the first
being “solely concerned with the speaker’s attitude to the status of the
proposition,” the other two being related “directly to the potentiality of the event
signalled by the proposition,” deontic modality is concerned with external
circumstances and dynamic modality with internal ones (Palmer 2003: 7). The

logical relation between possibility and necessity implies that

if X is not possible, then not-X is necessary and, consequently
if X is not necessary, then not-X is possible.

That 1s, if raining is not possible, not raining is necessary. Actually, the relations
between possibility and necessity are acknowledged to play a fundamental role in
linguistics, as can be observed in the development of German modal diirfen ‘to
be allowed.” This verb originated as a polarised necessity modal conveying
negative necessity (namely ‘need not’). Later it acquired a negative possibility
meaning (namely ‘cannot,” from an original necessity not to, i.e. ‘must not’), and
finally it developed the current positive possibility meaning ‘may, to be allowed’
(cf. van der Auwera and Plungian 1998: 99).

* A more recent typological study based on Bybee ef al.’s (1994) work is van der Auwera and
Plungian (1998). They subdivide modality into non-epistemic and epistemic. The former has
three subdivisions: participant-internal, participant-external and deontic meanings. Van der
Auwera and Plungian’s study is typologically-oriented, and their classification will not be
followed in this piece of research, since our main concern is English modals and other
classifications seem more appropriate to capture their nature and evolution.
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Following the logical relations established between possibility and

necessity, we can formulate what is implied in the following figure:

‘not possible’ - ‘necessary not’
‘not necessary’ - ‘possible not’
Figure 2.4: Logical relations between necessity and possibility

According to Palmer, this formula explains the relation between the two
kinds of meanings conveyed by each type of modality, obligation and permission
(deontic modality), deduction and probability (epistemic modality), and desire

and ability (dynamic modality), as shown in the following table:

DEONTIC EPISTEMIC DYNAMIC

NECESSITY Obligation- Deduction (inferred | Desire, volition,

exemption certainty, logical necessity
necessity)
POSSIBILITY |Permission- | Possibility, Ability

prohibition probability
Table 2.5: Types of modality and modal meanings stemming from the
basic notions of necessity and possibility.

This table clarifies Palmer’s classification of modality. Stemming from the basic
meanings of necessity and possibility, and filtering them through modality, we
obtain a variety of meanings ranging from obligation to ability.

Palmer’s classification, therefore, is very tidy and seems to be more fine-
grained than twofold classifications, since it distinguishes the third, polemical
type of modality, namely, dynamic modality. Palmer himself (1979: 36)

characterizes dynamic modality as a peripheral kind of modality:

dynamic modality is subject-oriented in the sense that it is concerned with the
ability and volition of the subject of the sentence, rather than the opinions
(epistemic) or attitudes (deontic) of the speaker (and addressee). It could well be
argued that, because of this, dynamic modality is not strictly a kind of modality
at all, modality being essentially subjective (...), for CAN and WILL merely
make objective statements about the subject of the sentence, as do most other
verbs.

These are the reasons which made me lean on Palmer’s classification in a first
approach to this study. However, a later review of these thoughts led me to
discard part of Palmer’s classification for the reason that follows. However clear
and tidy Palmer’s classification may be, its clarity and neatness works only in the

world of logic, where clear-cut distinctions between one category and another are
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possible. In the world of language, however, such clear-cut distinctions are not
always possible, and we often have to resort to the notion of gradience as a link
or intermediate stage between prototypes.”” In fact, Palmer’s classification is
born out of the analysis of core examples, such as You must finish your
homework before I'm back (deontic obligation), or You may choose whichever
you want (deontic permission), or He can play piano (dynamic ability). However,
as Coates (1983: 21) notes, these examples are only rarely found in real
language. What we find is, rather, peripheral examples of the three classes which
Palmer recognizes. In addition to this, Palmer’s classification does not establish
any connection between the different types of modality, up to the point that it is
difficult to understand what the three of them have in common.

Despite its logical status, Palmer's classification is not, therefore, the most
appropriate one when dealing with language, especially with corpus-data, since
the meanings of the modal verbs will vary according to the context and normally
cannot fit into any of the categories he proposes. As an alternative to Palmer’s
classification, I have reviewed other authors’ conception of modality and the
different types of modal meanings they put forward, paying special attention to
those scholars who recognize two types of modality. Thus, Coates (1983) and
Sweetser (1990) distinguish between root and epistemic modality. This may
seem at first sight too broad a classification, since obviously they are grouping
together Palmer’s deontic and dynamic modality under the label ‘root.” Their
classification, nevertheless, is language-based, instead of logic-based, and it
clearly specifies that core meanings are just a reference, while gradient examples
are the most representative set in any corpus (cf. Coates 1983: 18-22). An
example of the language-based nature of their account is that the label ‘root’
(used instead of deontic, which is taken from logic) is historically accounted for,
since it is the meaning which gives birth to epistemic modality. *°

For the purposes of this work, I have combined Coates’ (1983) and
Sweetser’s (1990) view of root and epistemic modality with Talmy’s (1988,

2000) cognitive semantic approach to modal meanings in terms of force

* On the theory of prototypes and categorization, see, for example, Rosch (1977, 1978), and
Taylor (1995). On the theory of gradience, see, among others Bolinger (1961), Lakoff (1987),
and Aarts (1997).

%% This conception of epistemic meanings rooting from socio-physical ones is related to the
theory proposed by the German philosopher von Humboldt (1825), who suggested that in the
earliest stages of language only concrete ideas could be expressed. Grammatical forms are, then,
the abstract result of the evolution of those concrete ideas (cf. Hopper and Traugott 2003: 19-
20).
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dynamics (cf. also Jackendoff 1990). Even though the perspective adopted for
this piece of research is not cognitive in essence, I follow Nuyts (1992, 2001,
2003, and 2004) in relying on the synergic cooperation between functional and

cognitive approaches to language:

The cognitive and the pragmatic or functional dimensions of language are not
just two separate issues (...). They are two faces of one phenomenon, which
must be mutually interrelated and interdependent. (2001: 3).

In fact, Nuyts (1992) is a proposal for a cognitive-pragmatic theory of language,
based on the fact that linguistic behaviour requires a cognitive infrastructure (i.e.
a set of mental rules or tendencies), but is functional for a human being (i.e. it has
an instrumental character). Therefore, when dealing with language both
dimensions must be simultaneously and coherently accounted for. In this line, I
will combine more Coates’ (1983) functional approach to modality with Talmy’s
(1988, 2000) cognitive semantic analysis in terms of forces.

The analysis of modality in terms of forces is not an innovation of
Talmy’s, but there are earlier works such as, for example, that of the psychologist
Fritz Heider (1958). Later, Sweetser (1990) adopted Talmy’s theory to interpret
the meanings of the English modals and has inspired studies such as Nykiel
(forthcoming (b)). In this study, I will present my own view of the semantic
analysis of English modals in terms of forces. However, before proceeding to
apply such an analysis, some notions must be clarified.

Root modal meanings (e.g. obligation, permission, etc.) belong to the
socio-physical world, while epistemic modal meanings (e.g. deduction, inferred
certainty, etc.) refer to the mental world. In these two domains, i.e. the socio-
physical and the mental one, there may be force interaction (cf. Talmy 2000:
410). The forces are in principle only of physical interaction (e.g. You cannot
open the door —it is locked). However, by metaphoric extension, they can also be
of mental and psychological interaction (e.g. That cannot be true —I talked to him
a minute ago). These examples serve as an introduction to understand what force
dynamics is. According to Talmy (2000: 410), force dynamics is a member of the
“privileged set of fundamental semantic categories,” which involves aspect,
mood and evidentiality. Force dynamics fits into cognitive semantics, since it
includes the idea that “language uses certain fundamental notional categories to
structure and organize meaning, but that it excludes other notional categories

from this role” (2000: 410). In addition, force dynamics is also recognized in
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non-cognitive approaches such as that of Hopper and Traugott (2003), which
consider that it is one of the metaphorical relationships occurring in the processes
of language change (2003: 84).

Force dynamics implies the existence of two types of forces: the local
force or agonist, and the opposing force or antagonist (cf. Talmy 2000: 413). If
we take the lexical verbs make and let as paradigmatic examples of force
dynamics, the agonist and the antagonist are easily recognizable as the object and

the subject respectively:

(2.33) The policeman made the robber tell the truth.
(2.34) The judge let the robber go without punishment.

In both instances, the agonist is the robber, who has his own will, and who is
under the power of others, the antagonists, i.e. the policeman and the judge, who
represent the opposing forces to the agonist. In (2.33), the antagonist (the
policeman) exerts its force on the agonist, while in (2.34) the antagonist (the
judge) lifts a barrier for the agonist to do his will. The verb make represents
forces or the modal meaning of necessity, while the verb /et represents barriers or
the modal meaning of possibility. Therefore, we observe that in Talmy’s (2000)
analysis there is some influence from the modal logic.”'

The same force interaction found in make and let is observed in the
English modals. In fact, Talmy (2000: 443) coins the term “greater modal
system” to refer to the group formed by modal verbs plus make, let, causative
have (as in He had me correct all the exams) and help. The reasons which he
adduces to include the latter four verbs in the same group as modals are related
not only to force dynamics, but also to syntax, since they may take bare
infinitives as complements. Moreover, these four verbs take the antagonist as
syntactic subject (cf. (2.33) and (2.34)), while the agonist is the subject of modals
(e.g. you must tell the truth). The fact that both groups, causative verbs and
modal verbs, complement each other makes Talmy (2000: 443) group them
together under the same label: greater modal system. However, from my point of
view, the reasons adduced by Talmy are not enough to consider them as
belonging to the same group. Semantically, both causative and modal verbs

express the same kind of meanings (e.g obligation, permission, etc.), but

*' I have rejected the application of strict logic concepts to language, such as Palmer’s (1979,
1986, 2003) clear-cut threefold view of modality. However, the distinction between the logic
notions of necessity and possibility will be basic for my analysis, and in general, for any study
of English modality.
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syntactically they differ in, at least, three aspects. Firstly, while the subject of
modal verbs is the agonist of the force, the subject of causative verbs is the
antagonist. Secondly, while modal verbs are immediately followed by an
infinitive, causative verbs are followed by a noun phrase, which functions as
direct object, and an infinitive. Thirdly, while the subject of the modal and the
subject of the following infinitive is the same, the subject of the causative verb
differs from the subject of the following infinitive.

Leaving lexical verbs aside, English modal verbs can certainly be defined
in terms of forces and barriers, and this is what my study will attempt to show.
Whenever a modal verb is used, there is an agonist and an antagonist confronted,
be it in the socio-physical or in the mental world. That is, force dynamics
explains the semantics of both root (socio-physical) and epistemic (mental)
meanings, as Sweetser (1990) shows, since epistemic meanings are just a
metaphoric extension of original root meanings.

English modal verbs exhibit in their origin, i.e. in their root senses, a wide
variety of meanings related to the socio-physical world; consider, for example,
OE motan ‘be allowed,” OE magan ‘be strong, be able,” or OFE *sculan ‘be
obliged,” for example. Nearly all of them may be defined in terms of forces and
barriers which permit or prevent events from happening. For example, when one
is allowed to do something, all the barriers are removed; when one is obliged to
do something, forces are used to impose the obligation. All English modals
involve two opposing forces, the agonist and the antagonist. In this respect, in
English some root modals are not far from directive and commissive speech act
verbs, such as command, order, etc. (cf. Sweetser 1990, Traugott 1991), since
they concern both the speaker and the addressee. See, for instance (2.35) and
(2.36):

(2.35) I command you to finish your work.
(2.36) You must finish your work.

In these examples the speech act verb command and the modal verb must convey
the same kind of meaning, namely obligation. In both sentences there are two
participants involved: the person imposing obligation (antagonist) and the person
being obliged (agonist). Traugott (1991) even refers to the connection between
speech act verbs and mood morphology, which becomes fairly clear if we

compare examples (2.35) and (2.36) to (2.37), an example of imperative mood:
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(2.37) Finish your work!

We could sketch the pragmatic implications of the last three examples as follows
(cf. Talmy 2000):*

A. The agonist does not want to finish his work.

B. In the antagonist’s system, there are enough social reasons for the agonist to
finish his work.

C. Not finishing his work may have social consequences for the agonist (the
latent threat on the antagonist behalf).

D. Because of A-C, the antagonist wants the agonist to finish his work.

Therefore, English modal verbs originally display meanings related to the
socio-physical world and they act as links between the world and words.
However, we know that PDE modal verbs not only convey root meanings, but
may also refer to the mental world. In He has got three houses, four cars and a
yacht; he must be very rich, nobody is being forced to be rich, there is not any
social or physical force or barrier implied, the forces and the barriers are now
mental, they only exist in our minds. Our subjective knowledge of the world
forces us to gather that such a person is necessarily rich (cf. Traugott 1989,
Hopper and Traugott 2003: 92). This tendency for meanings based on the
external referential world (such as root modal meanings) to come to express
meanings based on the internal world (such as epistemic modal meanings) has
been labelled by Traugott “Tendency I” of semantic change (cf., for instance,
Traugott 1989: 34-35). The semantic evolution of English modals in the history

of the language would be sketched as follows:

referential meanings > “deontic” or root meanings > epistemic meanings
physical world > social world > mental world
Figure 2.5: Meanings conveyed by modal verbs in the history of English: from
the physical to the mental world.

This figure is also the simplified version of a more complex one which can be
found in van der Auwera and Plungian (1998: 111) and in Traugott and Dascher
(2002: 121). In those works, the respective authors account for the difference
between internal and external root meanings. While van der Auwera and
Plungian (1998) maintain that internal meanings are prior to external ones,

Traugott and Dascher (2002) claim that “the historical record is not always clear

32 In this section I offer the different sketches of the pragmatic implications of my verbs based
on Talmy’s (2000: 447-451) analysis, though he actually provides an outline only for the modal
verbs should and have to.
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that the one type definitively preceded the other.” We will see that the data in my
corpus can shed some light on this polemic issue.

In order to illustrate the evolution of meanings in Figure 2.5, it proves
useful to resort to the development of PDE may. In Old English times this verb
has a pure referential meaning which refers to the physical rather than to the
social world, namely ‘to be strong, to be able.” Later on in history, this verb
acquires a social connotation and it implies ‘to be allowed.” Finally, this verb
starts being used in a metaphorical way; it refers to the mental domain and has an
epistemic sense related to the possibility of the truth expressed by the
proposition. In Present-Day English, only the latter two stages co-exist in may, as
in all modal verbs. That is to say, as for modal may, only the root (social)
meaning of permission and the epistemic (mental) meaning of possibility are to

be found in language, as shown in the following examples:

(2.38) May I come in?
(2.39) She may be in the library, she told me she needed to go there.

Sentence (2.38) exemplifies the use of may expressing a social barrier. The
subject (/) 1s going to enter an office and he asks for permission (root possibility),
because that is a social convention. The analysis of the opposing forces would
be:

A. The agonist wants to come in.

B. In the agonist’s belief system, there may be reasons why he cannot come in.

C. The antagonist represents the barrier which would prevent the agonist from
coming in.

D. Due to A-C, the agonist opts to ask the antagonist for permission.

Sentence (2.39), on the contrary, makes no reference to social or physical
barriers in any sense. When I produce a sentence like (2.39), I am making use of
my knowledge of the world, I am resorting to the data I have in my mind to

gather what reality is liable to be like (epistemic possibility). Let us sketch the

connotations:

A. In the agonist’s system (the world), it is possible that she is anywhere. All
barriers are open.

B. In the antagonist’s system (the mind), there is an open barrier which
demands special attention: the fact that she mentioned her intention to go to
the library.

C. Due to A-B, chances are that she is in the library, although there are no
forces which control it.
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At first sight, both meanings seem to have nothing in common, but, in

Sweetser’s (1990: 60) own words, they present two common features:

1. “nothing prevents the occurrence of whatever is modally marked by may; the
chain of events is not obstructed.”

2. “there is some background understanding that if things were different,
something could obstruct the chain of events.”

Actually, these two features are fairly clear in root may. In sentence (2.38), an
affirmative answer giving permission such as Yes, you may come in, would imply
that nothing prevents the first speaker from coming in (Sweetser’s first feature).
However, a negative could also be possible, which constitutes the background
understanding that the chain of events, that is, the fact of coming in, could have
been obstructed (second feature). As for epistemic may in example (2.39),
nothing prevents her from being in the library (first feature), although, of course,
we all know that if she had said that she would not go to the library, that

possibility would be cancelled (second feature).

Therefore, Sweetser (1990) proposes a coherent and sound theory about
the origin of epistemic modality, taking as starting point the original meanings of
English modals, which she decides to call ‘root.” On the other hand, Talmy’s
(2000) account of the meaning of the modals from the point of view of force
dynamics is also helpful, because it makes it possible to connect both root and
modal meanings in terms of forces and barriers, and of agonists and antagonists.
With the purpose of analysing from a diachronic perspective the verbs expressing
any of the meanings of PDE need, 1 will combine both Sweetser’s (1990) and
Talmy’s (2000) approaches. The advantages of this classification as compared to
Palmer’s are now self-evident. First of all, the two classes of modality, root and
epistemic, are historically interrelated. Secondly, the distinctions these authors
draw between both classes are not based on core ideal examples. Finally, both
classes may exhibit an ample range of meanings depending on different factors,
that is, there is gradience within each class, as is explained in the paragraphs that
follow.

As far as the root modals are concerned, the gradience has to do with the

degree of subjectivity:

(2.40) You must get out of the bath now (= subjective root)
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(2.41) Clay pots ...must have some protection from severe weather (= objective
root)

These examples, taken from Coates (1983: 21), are extracted from some of the
corpora she uses in her study on the semantics of the English modals. As can be
easily seen, (2.40) implies the existence of a subject imposing obligation on
somebody else (animate human antagonist —the speaker- and animate human
agonist —the interlocutor). Example (2.41), however, states a piece of advice as
for the maintenance of clay pots by making reference to their fragile nature (the
antagonist is an objective rule, as opposed to the passive non-human non-animate
agonist, namely clay pots).

Root modals may also show gradience with respect to the strong-weak
continuum. Obviously, there is a difference in strength between examples such as

the following:

(2.42) She must pay taxes every year (=2 stronger root)
(2.43) She must buy a new pair of shoes (= weaker root)

In example (2.42) the agonist feels a strong threaten from the superior antagonist
(i.e. the state). That is, there are severe consequences derived from the fact that
she does not pay taxes. However, in example (2.43) the agonist feels that in the
antagonist’s belief system, she would fit better in society if she bought a new pair
of shoes.

The last scale of gradience as for root modals is that which concerns the
origin of the force or of the barrier which conditions the event (Talmy 2000). The

origin of the force or the barrier may be external to the subject or internal:

(2.44) I must turn in this paper tomorrow (= external force).
(2.45) I need to call her now (> internal force).

As for the epistemic gradience, there does not seem to be a strong / weak
contrast in epistemic modality, and the external / internal scale is obviously out
of question, because epistemicity has to do with mental notions, and is, therefore
always internal. The only scale of gradience which applies to epistemic modality
is, therefore, the subjective / objective scale. According to Lyons (1977),
objective epistemic modality expresses a mathematically computable chance that
the state of affairs is true or untrue. Subjective epistemic modality, on the other

hand, merely involves a subjective guess as for the truth of the statement.
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Objective epistemic modality, however, is rare, as mentioned and verified by
Coates (1983: 18) with the following corpus examples:

(2.46) Paul must be in Liverpool now (= subjective epistemic)
(2.47) The simple truth is that if you're going to boil eggs communally, they
must be hard. (= objective epistemic)

This example is also used by Warner (1993: 14) to illustrate objective epistemic
modality. However, Traugott and Dasher (2002: 111) consider it a case of
deontic modality (“it is necessary for the cook to boil eggs hard”). Some scholars
(cf., for instance, van der Auwera and Plungian 1998: 117, note 1) deny the
existence of objective epistemic uses of the modals, since “for reasons of logic,
the speaker’s certainty with must happens to be absolute, but it remains the
certainty of the speaker.”

Another aspect 1 will take into consideration when dealing with the
semantics of root and epistemic modals is the distinction between necessity and
possibility, based on Lyons (1977), Palmer (1979, 1986) and van der Auwera and
Plungian (1998). I consider this distinction relevant for my study, since I am
concerned with necessity verbs. The difference between necessity and possibility

can be observed in the following examples:

(2.48) They must answer 50% of the questions (= root necessity = obligation)

(2.49) They may use the dictionary (= root possibility = permission)

(2.50) They needn’t answer 100% of the questions (= root necessity =
exemption)

(2.51) They cannot use the dictionary (= root possibility = prohibition)

Root necessity and root possibility are two radically different concepts, if
considered in terms of barriers and forces. While root necessity, as in (2.48) and
(2.50), implies some forces compelling or exempting the doer from performing
the action (parallel to the lexical verb make), root possibility, as in (2.49) and
(2.51) implies open or closed barriers for the action to be performed (parallel to
the lexical verb /et).

My overall classification of the different types of modality will be based

on the parameters shown in the following table:
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Objective | Subjective | Strong | Weak | External | Internal
Necessity X X X X X X
ROOT -
00 Possibility X X X X X X
Necessity X X
EPISTEMIC PR
Possibility X X

Table 2.6: Gradience within root and epistemic modality.

Together with all these semantic differences between root and epistemic
modality, namely degree of subjectivity, strength of the force, and origin of the
force, Coates (1983: 21) also mentions some syntactic features “linked with Root
meaning.” Those features are the presence of an animate subject, an agentive
verb and the possibility to appear with a verb in the passive voice, as illustrated
in (2.52) and (2.53).

(2.52) You must cook dinner tonight (animate subject, agentive verb).
(2.53) Work must be finished by next week (passive voice).

However, these features are not exclusive of root modality, as in (2.52) and
(2.53). They may also be characteristic of sentences with epistemic meaning.

See, for example:

(2.52b) He may cook dinner tonight (‘it is possible that...’).
(2.53b) [I've seen them working hard, so I think] work may be finished by
tomorrow (‘it is possible that...”).

The semantic ancestors of need found in my corpus will be analysed taking into
consideration all these semantic and syntactic features. The possible meanings of

PDE need and need to are shown in the next section.

2.2.2.3 Semantic features of Present-Day English need and need to

This section complements the morphosyntactic description of PDE need offered
in section 2.2.1 and describes the semantic features of PDE need and need to. As
suggested above, the alleged original semantic differences between both verbs —
need to being concerned with internal necessity, and need with external
necessity— have been neutralized in Present-Day English and the overwhelmingly
frequent need to expresses both internal and external necessity (cf., for instance,
Vihla 1999, Taeymans 2004a: 105). These verbs, then, prove to be semantically
equivalent at least in the expression of root meanings, as will be seen in the

following paragraphs.
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Root meanings may be originated externally or internally, as seen above.
External root need and need fo are not at all common in affirmative contexts
expressing obligation, that is, the existence of a an external force imposed by the
antagonist on the agonist. In Present-Day English this meaning is mainly
expressed by must and, with increasing frequency, by have to (cf. Smith 2003).
Need, however, may be used to convey an external piece of advice on the

agonist, as in the following example:

(2.54) You need to get a hair-cut - weak obligation.
(example from Leech 1987: 101)

In sentence (2.54) need expresses a weakest external force which may make the
agonist feel a somewhat urgent necessity to get a hair-cut. According to Smith
(2003: 245) and to Taeymans (2004a: 107), PDE British need expresses external
obligation only rarely and, when it does, as in (2.54), speakers resort to the
internal quality of need to obtain some advantage, that is, they combine their
wish with the addressee’s best interest. In other words, the speaker knows that by
using the verb need, the agonist will react more willingly than by using, for
instance, must or have to. The expression of rough external obligation is, then,
not among the main semantic features of PDE need and need to.

However, when the context is non-affirmative, need and need to are most
common expressing exemption or absence of obligation, that is, the antagonist

releases the agonist from an alleged obligation, as in (2.55):

(2.55) You needn’t type the report, I'll do it later = exemption

The very common meaning of absence of external obligation expressed by need
in sentence (2.55) can be sketched as follows:

A. The agonist does not want to VP.

B. The agonist has the belief that the antagonist wants him/her to VP.
C. The antagonist has the power to make the agonist VP or not VP.
D. The antagonist releases the agonist from the obligation to VP.

On rare occasions, non-affirmative need does not express absence of obligation,
but a force not to, i.e. prohibition, as in the following example provided by
Coates (1983: 51):

(2.56) and you needn’t glare at me like that!
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By using the verb needn’t in (2.56) the antagonist is clearly not exempting the
agonist from the act of glaring, but implies the speaker’s dislike for the addressee
doing so. This meaning is clearly to be kept apart from the ones sketched above.
Here the antagonist does not want the agonist to VP, i.e. to glare at him, and
places a strong barrier which obstructs the agonist from doing so, or else he
should assume the consequences. This prohibition meaning of need (to) is
expected to be exceptional and only found in particular contexts.

Need may express root internal necessity, that is, both the obligation and
the exemption may be internally originated. Consider (2.57) and (2.58):

(2.57) I need/have to stay home tonight to study for the test -» internal
obligation.
(example from Sweetser 1990: 53).
(2.58) I need not read it again, I know it by heart = internal exemption.

In both examples the antagonist is located in the self of the agonist. The self is
split and opposing forces fight internally. Thus, in (2.57) the agonist’s self splits
into one half which imposes on the other half the force to stay up all night to
study. In (2.58), the most severe half of the agonist’s self releases the other half
from reading the text again. These are examples of strong internal forces, but

these may also be weak as in, for example, (2.59):

(2.59) I need to buy a new pair of shoes.

In this sentence need to expresses weak internal force and the semantic sketch
could be the following:

A. The agonist wants to VP.

B. There is no external antagonist obstructing the agonist.

C. The agonist’s self seems to require some inner permission (from the internal
antagonist) to VP (otherwise, the sentence would be I WILL/AM GOING TO VP).

D. The agonist’s self (i.e. the antagonist) seems to grant itself permission to VP.

Another example of need expressing internal force is Sweetser’s (1990: 62) he
needs to go to the grocery store, in which the internal forces of wanting to eat
compel the agonist to perform the action.

In addition to external and internal root meanings, need also expresses

epistemic necessity,” that is, forces related to the world of logic and which are

3 According to Taeymans (2004a) only need (not need to) can express epistemic necessity and,
indeed, the scarce examples I have found seem to corroborate her statement.
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originated in the mental domain. According to Sweetser (1990: 154, note 17),
epistemic need only occurs in non-affirmative contexts, just like epistemic can

does. One of such examples is (2.60):

(2.60) No, he needn’t be a New Yorker —he could just have lived there a long
time, or imitate accents well.
(example from Sweetser 1990: 62).

The meaning of needn 't in this sentence is clearly born out of logical factors, i.e.
it 1s originated in the mental domain. Sentence (2.60) implies, on the one hand,
that there appears to be enough evidence to think that he is a New Yorker, such
as his revealing accent. However, this sentence also implies that that there are
logical reasons why he could seem a New Yorker, while actually he is not one.
The speaker’s knowledge of the world allows him to state that not everybody
who sounds like a New Yorker must be from New York, because in his belief
system he knows that people may imitate or learn new accents.

In addition to negative examples of epistemic need such as (2.60), I have
also found an affirmative example in Visser (1963-1973: § 1346), which seems
to be a counterexample of Sweetser’s (1990) claim that epistemic need is

restricted to non-affirmative contexts. Such an example is (2.61):**

(2.61) I need look somewhat changed ... for I have undergone some suffering,
both of mind and body.
(1838-1839 Dickens, Nicholas Nickleby XX)

The implications of (2.61) are: since I have undergone so much suffering, it is
necessarily the case that I look somewhat changed. Need in this example is, then,
fairly similar to must in the above-mentioned example ke has got three houses,
four cars and a yatch; he must be rich. Our knowledge of the world forces us to
assume that bodily and mental suffering has an effect on the physical aspect of
the sufferer.

With these examples of need expressing epistemic modality, I close this
section devoted to the morphosyntactic and semantic features of PDE need and
need to. The latter may be summarized in the following list: (i) absence of
external obligation, (i1) internal obligation and necessity, (iii) lack of internal
obligation and necessity, and (iv) epistemic necessity. We have also seen that it

has been marginally found expressing weak external obligation and prohibition,

** This sentence is, according to Nykiel (2002), the first instance of epistemic need in his study
on need from Shakespeare onwards.
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although these meanings are not at all central to this PDE verb. In the analysis of
the corpus (chapters 3, 4, 5 and 6) we will see whether or not the semantic

ancestors of this verb exhibit some or all of its semantic features.

2.3. Impersonal verbs and constructions

In addition to their propensity to undergo grammaticalization and their ability to
convey modal meanings, the third common characteristic of the verbs analysed in
this study is that all of them occur in so-called impersonal constructions at some
point of history. In fact, impersonals and modals appear to be tightly related (cf.
Pantaleo 2002). For this reason, this section aims at describing the notion of
impersonality and clarifying some related concepts. Firstly, I will discuss a
number of terminological issues (section 2.3.1). Secondly, section 2.3.2 offers
some definitions of impersonal construction as found in the literature and
describes each of the obligatory and optional constituents that make up
impersonal constructions. Finally, in 2.3.3 some remarks are made about the

evolution of impersonal constructions in the history of English.

2.3.1. Terminological issues

The term ‘impersonal’ is used in the literature to refer to rather different
concepts, such as (i) clauses whose verbs have no personal argument, (i1) clauses
whose verbs have personal arguments with a function other than that of subject,
(111) clauses whose subject is not personal, and finally (iv) any verb occurring in
any of the previous contexts (Denison 1993: 62). These four contexts have in
common the absence of the subject or of some property of the subject in a kind of
construction or verb (cf. Ferndndez Soriano and Tdboas Baylin 1999: 1725).

The polyvalence of the term ‘impersonal’ may sometimes result in
ambiguity (cf., for instance, Allen 1997: 1-2), but such an ambiguity may be
increased if alternative terms are used for the same notion such us, for instance,
‘subjectless,” ‘quasi-impersonal,” ‘nominative-less,” etc. (cf. Méndez Naya and
Lopez Couso 1997: 185). The variety of labels proposed by different scholars is
an attempt to use a clear terminology and to delimit the boundaries of the
concepts they posit. For instance, traditional studies such as van der Gaaf’s
(1904) distinguish between (true) impersonals, namely constructions containing

weather verbs, and quasi-impersonals, namely constructions featuring any of the
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However, as mentioned, the rise of so many different terms has only
served to cause more confusion. The most frequent alternative label for the term
‘impersonal’ is ‘subjectless,” defended, for instance, by Elmer (1981) and von
Seefranz-Montag (1984). This label seems to be more precise, because it does
not imply the absence of a personal argument in a clause, but the absence of a
(syntactic) subject. Nevertheless, the term ‘subjectless’ is by no means free from
controversy. Some of the problems concerning this label, as mentioned in
Denison (1993: 61-62) are: (i) how to account for the presence of a dummy
subject it (hit in Old English), as in the OE contrast rind vs. hit rind (Lit.: ‘rains’
vs. ‘it rains’); (i1) how to analyse content clauses introduced by that (dcet in Old
English) when they are the only argument of a verb, are they a subject or an
object?; and (ii1)) some scholars consider the oblique animate noun phrase as
subject, so that the label ‘subjectless’ turns out to be, to say the least,
paradoxical. Among the scholars who analyse the oblique noun phrase as subject
are, for instance, Elmer (1981), who resorts to the term ‘subjectless,” and Allen
(1995), who prefers the term ‘impersonal’ in order to avoid the above-mentioned
contradiction, though she acknowledges that ‘impersonal’ is not wholly trouble-
free (cf. Allen 1995: 20).

Summing up, terminology is inexact in the field of impersonality. Neither
the label ‘impersonal’ nor the label ‘subjectless’ prove unproblematic. For the
purposes of this paper, I will use the label ‘impersonal,” following the traditional
term defended by most scholars, though I am aware that, as Visser (1963-1973:

29) says, it is a term used for convenience and for want of a better one.

2.3.2. Impersonal constructions. definition and structure

The first decision we must make when trying to provide a definition of
impersonal constructions is the perspective we will adopt, that is to say, should
the perspective be semantic of syntactic? Mitchell (1985) adopts a strictly
syntactic point of view: an impersonal construction is “one which has only the
formal subject Aif (...), or which has no expressed subject and for which no
subject other than the formal /it can be supplied” (1985: §1025). However, von
Seefranz-Montag (1984) considers that impersonal constructions have a clear

semantic component in common:

[impersonal constructions] are a productive syntactic device to encode
expressions of a specific semantic class: verbs denoting physical, emotional and
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mental experiences (...), but also needs and obligation, possession and
sometimes perceptions and abilities, existence and happenstance —processes and
situations, in which a person is unvolitionally / unselfcontrollably (McCawley
1976: 194) involved.

Her definition, therefore, takes syntax as a starting point, but uses semantics to
specify the scope of the constructions. According to Méndez Naya and Lopez
Couso (1997: 186), the question of adopting a syntactic or a semantic perspective
for the definition of impersonal constructions goes back to Wahlén (1925), who
points out that the term ‘impersonal’ may be applied to a group of verbs defined
on semantic grounds, and to a type of construction defined on syntactic grounds.
Denison (1993: 62) claims for the necessity to resort both to semantic and
syntactic considerations when analysing impersonal constructions. This idea is
also supported by Méndez Naya and Lépez Couso (1997), who propose to define
semantically the traditionally-called impersonal verbs and, therefore, differentiate
between verbs of natural phenomena and verbs of experience, as well as to define
them syntactically as constructions characterized by the presence of a verb in the
third person singular and the lack of a nominative noun phrase (1997: 190-191).
Therefore, verbs occurring in impersonal constructions refer either to
natural phenomena, namely the so-called weather verbs (e.g. rain, snow, etc.),
and verbs of experience, which include all the meanings mentioned by von
Seefranz-Montag (1984), namely physical, emotional experiences, necessity,
obligation, possession, ability, existence and happenstance.”> The constructions
in which these two kinds of verbs occur may vary. Firstly, weather verbs such as
rain do not take an argument in Old English, though they may optionally take a
dummy subject, namely it (OE hit rind = OE rind).’® Secondly, verbs of

experience may occur in two different constructions, that is, with one argument

% Since this study pays exclusive attention to verbs, in the analysis of impersonal constructions
only structures with so-called impersonal verbs will be taken into account. It must not be
forgotten, however, that OE shows an ample range of impersonal constructions involving the
copula BE and an adjective or noun, as for example me is neod ‘it is necessary for me.” See van
der Wurf (1992) for a detailed account of this kind of phrasal impersonals.

%% Breivik (in a lecture given at the USC in April 2003; and also 1983: 257) considers that Aif in
this kind of constructions is an empty slot-filler. This is a traditional treatment of this element,
maintained also by Wahlén (1925) and Mitchell (1985: §1031). However, verbs such as rain
may also take a subject of a different nature. Three different types may be distinguised. Firstly,
these verbs may take a “cognate object (or maybe subject)” (cf. Denison 1993: 93). Examples of
this construction are recorded in the OED (s.v. rain v. 3). Secondly, weather verbs may also
take an animate subject whose semantic role is recipient in glosses from Latin (cf. Denison
1993: 93). Finally, these verbs may also take an animate subject whose referent is a deity (cf.
OED s.v. rainv. 2).
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(e.g. OE hyngran ‘hunger,’ as in ac siodan him (DAT SG) hingrode (3 SG) ‘and
afterwards he hungered’),”” or with two arguments (e.g. OE tweogan ‘doubt,’” as
in dcet nanne mon (ACC SG) pees (GEN SG) ne tweod (3 SG) peet se sie strong
on his meegene pe... ‘that no man doubts (it) that he is great in strength who...),>®
as mentioned by Denison (1990b: 140).

It is precisely because of the multiplicity of constructions in which verbs
of experience occur, as well as their evolution in the history of English, that
scholars pay much attention to constructions featuring this type of verbs, rather
than constructions with weather verbs. Thus, in the most comprehensive
contribution so far to the analysis of the Old and Middle English impersonals,
Elmer (1981) leaves out of the count “genuine subjectless constructions like
weather expressions,” because “they do not occur with a pseudo-subject” (1981:
3, note 1). In a similar line, one of the most influential papers on the study of
impersonality in English, namely Fischer and van der Leek (1983), also leaves
weather verbs out, because they do not “express a physical or mental/cognitive
experience” and they have no arguments (1983: 346). This piece of research will
also pay attention to impersonal constructions involving verbs of experience
exclusively, not only because they provide a wider range of constructions, but
also because the verbs analysed in this study are obviously verbs of experience
rather than verbs of natural phenomena.

In order to centre the discussion on impersonal constructions containing
verbs of experience, as, for instance, the above-mentioned OE hyngran ‘hunger,’
tweogan ‘doubt,” or, neodian (cf. Bosworth and Toller s.v. neadian, neodian), 1
would like to provide a definition of such constructions. A very concise
definition of this kind of construction is provided by Elmer (1981: 3), as follows:
“OE predicates which generally occur with a pseudo-subject in dative/accusative
case instead of a nominative subject noun phrase.” This definition applies to
Elmer’s work, because he considers that the oblique animate NP which typically
occurs before the verb is a pseudo-subject (the reasons for this analysis will be
seen below). However, if the syntactic status of pseudo-subject is denied,
Elmer’s (1981) definition is no longer valid.” Therefore, we have need to find a

somewhat general definition of impersonal construction, such as that proposed by

7 Example taken from the OED (s.v. hunger v. 1). My translation.

3% Example and translation taken from Denison (1990b: 141).

3 As will be explained below, the function and role of the animate NP has been subject to
different interpretations. Both Fischer and van der Leek (1983) and, on a different framework,
Allen (1997) use the term ‘experiencer’ to refer to it.
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Denison (1990b), on the basis of a more complex one by Fischer and van der
Leek (1983: 347): “[i]n the true impersonal or subjectless construction the verb is
3 sg. and there is either no nominative NP in subject position or a non-argument
hit “it’ subject. The number of arguments of the verb ranges from zero to two at
least” (Denison 1990b: 140; cf. also Warner 1993: 122; and Méndez Naya and
Lopez Couso 1997: 191). Actually, this definition also covers weather verbs, as
verbs which take the non-argument subject 4if, as in, for instance, hit rind ‘it
rains.” It 1s valid for verbs which take a single argument as the above-mentioned
OE hyngrian, as in (2.62), and for verbs taking two arguments, as ofhreowan ‘to
pity,” as in (2.63):

(2.62) & ne pyrst pone neefre de on me gelyfo
and not thirsts the-one (acc.) never who in me believes
‘and he who believes in me will never thirst.’
(Jn (WSCp) 6.35)

(2.63) him ofhreow pees mannes
to-him (dat.) there-was-pity because-of-the man (gen.)
‘he pitied the man’
(£CHom 18.192.16)
(examples from Denison 1993: 68, 63)

Therefore, the claim that an impersonal construction is that which contains a verb
in the third person singular, and which lacks a nominative argument is a valid,
though broad, generalization. As a consequence, in order to undertake a detailed
analysis of this type of construction, it becomes necessary to identify different
types of impersonals. Several scholars provide relevant classifications on the
basis of various parameters. Following a chronological order, 2.3.2.1 summarizes
Elmer’s (1981) four-term classification of impersonals; 2.3.2.2 outlines Fischer
and van der Leek’s (1983, 1987) three-term taxonomy, together with Denison’s
(1990b, 1993) contribution to their analysis; and, finally 2.3.2.3 reviews Allen’s
(1995) taxonomy.

2.3.2.1. Elmer (1981)

Elmer’s (1981) work is one of the most comprehensive accounts of impersonal
(subjectless, in his own terminology) constructions in Old and Middle English.
One of the multiple merits of his work is his ability to combine semantics and
syntax in the description of these constructions, by distinguishing five semantic

classes of impersonal verbs of experience based on five semantic fields: RUE,
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PLEASE/DESIRE, BEHOVE, HAPPEN and SEEM. Although each class has different
semantic characteristics, Elmer’s syntactic classification of impersonals is
applicable to all of them. The impersonal verbs belonging to any of the five
semantic classes may occur in four different types of syntactic structure. The
following examples containing the OE verb Areowan ‘rue’ serve to illustrate all
four:

(2.64) TYPE N > me hreowep peere dede ‘I rue the deed’
obl. NPa*”  gen. NP

(2.65) TYPE 1 = me hreowep seo deed ‘I rue the deed’
obl. NPa  nom. NP

(2.66) TYPE Il = ic hreowe peere deede ‘I rue the deed’
nom. NPa gen. NP

(2.67) TYPE S > me hreowep peet... ‘I rue that...”"
obl. NPa S

Elmer’s Type N structure (N standing for a nominal argument), as example
(2.64) shows, falls under the definition of impersonals provided above, namely
Denison’s (1990b). In other words, it contains a verb in the third person singular,
it does not feature any nominative noun phrase, and it has two arguments, an
animate argument represented by an NP in the oblique case, and an inanimate
argument embodied by a genitive NP. Therefore, sentence (2.64) is undoubtedly
an impersonal construction.

Example (2.65) differs from (2.64) in the case assigned to the inanimate
NP. In (2.65) it is inflected for the nominative and governs verb agreement,
which reveals that it is a clear syntactic subject. This syntactically personal kind
of construction with a semantically impersonal verb of experience has been
named by Elmer Variant Type I (1981: 67 ff.). Depending on the word order of
the constituents, we can find Type la and Type Ib. Example (2.65) represents

Elmer’s variant Type Ib with OVS order; this order may be reversed, and,

% NPa stands for the animate noun phrase which, as explained below, Elmer considers to be a
pseudo-subject of ‘subjectless’ clauses, regardless of the case for which it is inflected.

*! These examples have been made up by Elmer (1981). It may be the case that not all four
examples invented by Elmer (1981) are veridical. For instance, Allen (1995: 80) points out that
OE hreowan and ofhreowan behave very differently, and that the former never occurs in Type
IL. In any case, Elmer’s examples are provided here to illustrate the different syntactic types, and
it is not my aim to judge whether they are faithful to Old English or not. See Anderson (1986:
170-171) or Fischer and van der Leek (1987: 82-83) for real OE examples of the verb
ofhreowan in Types N, I and II in Zlfric’s writings.
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therefore, the nominative NP may appear in initial position, this would be
Elmer’s variant Type la, which would have SVO word order, and no longer
OVS, as in sentence (2.65). Elmer (1981) highlights the fact that when the order
is OVS, the structure has the appearance of a subjectless structure (compare
(2.64) and (2.65)).** The semantic difference between Elmer’s Type N and
variant Type I is based on the grammatical relation to the second NP. In Type N
the non-animate NP has a causative value (‘I rue because of the deed’), while in
variant Type I the semantic role taken by the non-animate NP inflected for the
nominative is neutral (cf. Elmer 1981: 9, 76).

Moving on to example (2.66), this illustrates Elmer’s variant Type II,
constituted by a nominative animate noun phrase governing verb agreement. It is,
therefore, an instance of a personal construction with a “pseudo-agentive” NPa,
as opposed to its recipient role when it is oblique as in example (2.64) (Elmer
1981: 76). The inanimate NP occurs always in the genitive, an alternative
accusative object is not attested. **

Finally, the last of all possible structures in which impersonal verbs of
experience may occur is exemplified in (2.67), the most productive type in terms
of relative frequency (Elmer 1981: 76). The oblique animate NP occurs in initial,
or, at least, pre-verbal, position and it obviously does not govern verb agreement.
The verb is inflected for the third person singular, and it is followed by a
sentential complement, which may be an infinitival clause or a clause introduced
by pcet. The structure is similar to Type N, with the only difference that in Type
N the NP is not a grammatical subject since it is inflected for the genitive.
However, in Type S structures, the clause may be interpreted as a grammatical
subject or as an object. Although Elmer does not explicitly say that he considers
the clause to be an object, it becomes evident that he does, because the only
pseudo-subject element he takes into consideration is the oblique NPa (the
oblique animate noun phrase), despite the fact that the NPa bears the semantic

role typical of indirect objects, namely that of benefactive. That Elmer considers

* The frequency of each sub-variant, Ia and Ib, is not specified in Elmer’s work, but he
mentions the main reasons determining the choice of the OVS word order. This may be
founded, on the one hand, on the animateness target, which brings animate arguments to initial
position, overriding the tendency for nominatives to be sentence initial. On the other hand, it
may also be favoured by the end-weight principle, by which light elements are fronted to the
detriment of heavy constituents (Elmer 1981: 68).

# Elmer (1981: 77) states that variant Type II is the only structure found with the so often
recurrent verb /lician ‘to like.” However, Denison (1990b: 114) claims that it is also possible to
find examples of /ician with accusative and sentential cause. As will be duly seen, variant Type
I is the only type of structure available for behofian in my OE material.
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the clause to be an object is clearly shown in the “purely syntactic variant” of his
Type S in the form of the dummy if construction (Elmer 1981: 48), as in, for
example, hit hreowep me peet.... In this construction, the dummy it plays the role
of formal subject filling in the subject spot, and the oblique NPa must then play
the role of indirect object. However, in Elmer’s Type S constructions the NPa
can be considered a pseudo-subject, from a syntactic point of view (cf. also von
Seefranz Montag 1984: 527). First of all, in terms of basic constituent structure

and word order, Type S sentences do not differ from personal constructions:

Clause
NPa VP
\Y C

Figure 2.6. Basic constituent structure of Type S impersonal constructions (from
Elmer 1981: 26).

The NPa always occurs in initial position, while the infinitival or clausal element
(C, in Figure 2.6) never takes such a position.**

A second, more convincing reason to consider the NPa as a pseudo-
subject has to do with its occurrence in complex structures which coordinate
personal and impersonal verbs (cf. Allen’s 1995 coordinate subject deletion in
2.3.2.3 below). If the first clause contains an impersonal construction with an

NPa, the second, personal clause may have its subject elided, as shown in (2.68):

(2.68) gode ofhreow pa and hrape O cweep to pam engle (Lives 1, 300, 255)
NPa impers. vb. O pers. vb.
‘God had pity, then, and quickly said to the angel’
(example from Elmer 1981: 49)

These two syntactic reasons favour the interpretation of the NPa as pseudo-
subject, while semantically, as already mentioned, it is clearly an object. The
twofold nature of this element has given rise to the label ‘squishy subject,’
coined by Ross (1972); this label has not spread but has been replaced by the
term ‘experiencer,” used by scholars such as Fischer and van der Leek (1983,
1987) and Allen (1986a, 1995, 1997). Allen (1986a) coincides with Elmer (1981)

# Cf. Li and Thompson’s (1976) characterization of subjects as grammaticalized topics.
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in analysing the NPa, her Experiencer (with capital <E>), as a potential subject,

as will be seen in 2.3.2.3.

Summing up, Elmer’s (1981) classification of the structures containing
impersonal verbs of experience renders an absolute impersonal construction
(Type N), an ambiguous construction with a clausal element which may be
considered either the subject or the object, (although it is evident that he
considers it an object), namely Type S, and two variant structures with definite

personal nature (variants Type I and Type II).

2.3.2.2. Fischer and van der Leek (1983, 1987)

Although these two works by Fischer and van der Leek differ considerably as far
as the explanation of the evolution of the impersonal construction in English is
concerned, both offer the same classification of the structures in which the type
of verbs under analysis may occur (1983: 347 ff.; 1987: 82 ff.). They distinguish

three kinds of constructions, as illustrated in the following examples:

(1) ‘impersonal construction’
(2.69) him ofhreow  pces mannes
him (dat.) pity-was because of the man (gen.)
‘He was sorry for the man’

(11) ‘cause-subject construction’
(2.70) pa ofhreow  pam munece hleofian meegenleast
then caused-pity to the monk (dat.) the leper’s feebleness (nom.)
‘Then the leper’s feebleness made the monk feel sorry’

(ii1) ‘experiencer-subject construction’
(2.71) se meessepreost pces mannes ofhreow
the priest (nom.) because of the man (gen.) took-pity
‘the priest took pity on the man’

(examples from Fischer and van der Leek 1987: 82-83)

It is easy to draw a parallel between this classification and Elmer’s (1981).
Beginning with the last two types, Fischer and van der Leek’s type (ii) correlates
with Elmer’s (1981) variant Type I, since it contains an oblique experiencer and
a nominative inanimate complement controlling verb agreement. On the other
hand, type (iii) parallels Elmer’s variant Type II, which is a regular personal

construction with a nominative experiencer and a genitive complement. Denison
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(1990b, 1993) uses the same terminology as Fischer and van der Leek, namely
types (ii) and (iii).

As for the first type, Fischer and van der Leek’s ‘impersonal construction’
embraces both Elmer’s Type N and Type S, since they make no distinction as for
the nominal or sentential character of the complement. The only characteristics
of their type (1) are the oblique inflection of the experiencer, and the absence of a
nominative. Denison (1990b, 1993) opts to include a fourth type of impersonal,
which he calls type (i/ii), to account for all those cases in which the case and
function of a candidate to subject are ambiguous, as is the case of, for instance,

sentential complements:

(2.72) me sceamad pearle peet ic hit secge de
me (dat.) shames (3 sg.) grievously that I it tell you
‘it shames me grievously to tell you it’
(&£ Let 7 24)
(example from Denison 1993: 64)

The sentential complement pceet ic hit secge de, ‘that I it tell you,” may be
interpreted, as mentioned above, as a subject or as an object, since there is no
morphological marking which may prevent either reading. Elmer (1981) and
Fischer and van der Leek (1983, 1987) interpret it as an object, and do not
discuss its dubious status. Denison (1990b, 1993), however, draws attention to
this double interpretation, because it “is so frequent that it should be given due
recognition in its own right” (1990b: 119). Denison’s classification is, therefore,

the following:

(1) impersonal construction: Oblique NP + V (3 sg.) + Gen. NP

(i) cause-subject construction: Oblique NP + V + Nom. Cause NP
controlling verb agreement.

(1/i1) neutralization of (i) and (i1) : Oblique NP + V (3 sg.) + Sentential
complement.

(ii1)) experiencer-subject construction: Nom. NP controlling verb
agreement + V + Gen. NP.

Denison’s classification is similar to Elmer’s, since Denison’s Type (i) equals
Elmer’s Type N, Denison’s Type (i1) matches Elmer’s Type I, Denison’s Type
(1/11) 1s the same as Elmer’s Type S (though Elmer does not mention the
ambiguous syntactic role of the sentential complement), and, finally, Denison’s
Type (ii1) equates with Elmer’s Type II. We have seen that the different

classifications proposed by scholars differ basically in the terminology used. Let
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us now examine Allen (1995), a final and more recent classification of
impersonal constructions, before specifying which classification and terminology

will be used in this piece of work.

2.3.2.3. Allen (1995)

Allen’s (1995) comprehensive and thorough study provides a detailed analysis of
both impersonal constructions and some related ‘personal’ verbs such as OE
lician, ‘to like.” These two types of construction have some common features
which have made scholars bring them up together in grammars and specialized
books (cf. below, in section 2.3.3, Jespersen’s invented example for the evolution
of the OE impersonals). Such common characteristics are, for instance, the fact
that both contain an animate noun phrase inflected for the oblique case which
plays the semantic role of experiencer,” on the one hand, and the fact that the
PDE counterparts of both structures display an experiencer in the nominative
case and governing verb agreement, on the other hand. These two factors are the
reasons why Allen (1995) groups both constructions under the label ‘experiencer
verbs.” She classifies these verbs following Elmer’s (1981) terminology,
although she makes some innovations. Thus, Allen (1995: 69) classifies “2NP
constructions with the experiencer verbs” —that is, constructions in which an

experiencer verb occurs with two nominal arguments— in the following way:

- Type N: Dative/Accusative™® experiencer + Genitive theme. (Elmer’s
Type N).

- Type I: Dative experiencer + Nominative theme. (Elmer’s Type I).

- Type II: Nominative experiencer + Genitive theme. (Elmer’s Type II).

Allen (1995), therefore, follows Elmer‘s (1981) taxonomy, but she mentions two
additional types of construction. In one of them, the experiencer verb has two
nominal arguments inflected for the accusative, what Allen calls respectively the
experiencer and the theme (cf. Fischer and van der Leek’s 1983 ‘cause’). In the
second type, the experiencer is inflected for the dative, and the theme is inflected
for the accusative. However, these constructions are very restricted, in fact, Allen

(1995: 74) only finds one possible example of the first type, and three possible

* Though Allen (1995) capitalizes the initial <e> of this term, I do not find any semantic
difference between Allen’s Experiencer and Fischer and van der Leek’s (1983, 1987)
experiencer, and will, therefore, adopt this label in low case.

* Sometimes it is ambiguous whether the experiencer is dative or accusative, but Allen (1995)
opts to refer to it as dative in all cases.
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examples of the second type. For this reason, these types “must be regarded
either as mis-analyses or as constructions which were at best peripheral” (1995:
95). There are, then, three main constructions for the experiencer verbs when
they are complemented by two nominal arguments, and those are the same as
those proposed by Elmer (1981): Types N, I and II (see examples (2.64), (2.65)
and (2.66) above in section 2.3.2.1).

The classification of the constructions in which experiencer verbs may
occur also includes those instances where one of the arguments of the verb is a
sentential theme, either tensed or infinitival. Allen (1995: 86, and passim) uses
the label PROP construction to refer to these instances. PROP constructions may

be of three different types:*’

- Type S: non-nominative experiencer + sentential theme.
(2.73) Ponne dam menn  ne lyst on his life nan god don
when the-dat. man-dat. not wishes in his life no good do
‘When the man does not wish to do any good in his life.’
(example from Allen 1995: 86)

- Type hit: non-nominative experiencer + formal hif or pceet + sentential

theme.
(2.74) pa gelicode hit dam leodebiscope ... peet he his lichaman up da gelogode
then pleased it the-dat. bishop ... that he his body  up then placed

‘Then it pleased the bishop to enter his body’
(example from Allen 1995: 87)

- ‘Personal’: nominative experiencer + sentential theme.
(2.75) Ne tweoge ic naht, pcet gode weras weeron on pysum lande
not doubt I nought, that good men were inthis land
‘I do not doubt at all, that there were good men in this land’
(example from Allen 1995: 97)

Type S parallels Elmer’s (1981) Type S and Denison’s (1993) type (i/i1), since it
is ambiguous whether the sentential argument plays the syntactic role of subject
or of object. Allen (1995), like Elmer (1981) and Fischer and van der Leek
(1983, 1987), does not doubt about the object role of on his life nan god do,
because the gloss she provides for the verb /ystan does not allow for any other
interpretation. However, this verb also has the meaning of ‘to please, cause
pleasure or desire,” (cf. Bosworth and Toller s.v. lystan v.), and according to this

meaning, example (2.73) may also be interpreted as ‘when doing no good in his

* As with 2NP types, Allen (1995) only takes into account examples where both the
experiencer and the theme are expressed.
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life does not please the man,” which would render evidence for the subject status
of the sentential argument. The reason why Allen (1995) does not hesitate to
consider the status of dam menn is, just like in Elmer’s (1981) theory, the subject
nature of the experiencer, as will be seen below in this section.

Allen’s Type hit differs from Type S in having a formal subject, which
may be hit or the demonstrative peet. The use of hit in this type is rare in Old
English, according to Allen (1995: 88), since she only finds nine examples.
However, the frequency of use of hit as a formal subject increases when the
experiencer is not expressed (as will be seen, this is another of the reasons why
Allen (1995) considers experiencers as the subject of experiencer verbs). The use
of peet, on the contrary, is much more common (1995: 88).

Finally, in the ‘Personal’ Type the experiencer is inflected for the
nominative and controls verb agreement. It is, therefore, a truly canonical
personal construction, in which the experiencer clearly plays the syntactic role of
subject. Allen’s (1995) work, however, breaks the canon in considering that the
experiencer is the subject in all six types of impersonals she regards, no matter
the case for which it is inflected.

In fact, there are some modern languages which allow non-nominative
subjects, as, for example, Japanese, Korean, Georgian or Icelandic, a Germanic
language, and Allen (1995) relies on this evidence to justify the possible
existence of non-nominative subjects in early periods of English. Allen (1995: 3)
claims that earlier analyses of early English experiencer verbs stem from the
wrong assumption that subjects are based on morphological grounds, that is to
say, from the assumption that subjects are always inflected for the nominative
case in English. She considers that the category subject, however, “must be
determined on the basis of syntax, rather than morphology,” and, therefore, she
gives syntactic evidence in favour of considering the experiencers as subjects.

Allen (1995) reinforces the evidence provided by Elmer’s (1981) for a
subject analysis of experiencers in this kind of constructions. Firstly, Elmer
(1981) points out that the experiencers (what he calls oblique NPa) are generally
in preverbal position, which is a location usually occupied by subjects. In this
respect, Allen (1995) compares, as already mentioned, the occurrence of hit as
formal subject in the PROP constructions and its relation to the occurrence of
oblique experiencers. She finds out that the presence of it increases when the
experiencer is not expressed. This clearly leads to the subject analysis of those

experiencers. Secondly, another piece of evidence provided by Elmer (1981),
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which has also been mentioned in section 2.3.2.1, is that in coordinate
constructions in which a personal and an impersonal verb are linked, the
nominative subject of the personal verb can be elided, because it is easily
gathered from the oblique experiencer of the impersonal verb (this phenomenon
is referred to as “coordinate subject deletion” by Allen 1995). This leads to the
conclusion that both elements act as subjects of their respective clauses, since, in
general, only subjects controlled this kind of elision in Old English. Allen’s
(1995) contribution to this explanation is the comparison she draws between
preposed dative experiencers controlling coordinate subject deletion and
preposed dative objects of ditransitive verbs. Her findings prove that coordinate
subject deletion occurs much more often with preposed dative experiencers than
with preposed dative objects (Allen 1995: 442).

As for the findings related to these experiencers in Middle English,
Allen’s (1995: 247-248) evidence becomes stronger, and she provides three new

contexts in which the tendency is reflected:

1. The postposed theme in Type I constructions (that is, constructions which in
Old English have a dative experiencer and a nominative theme, such as OE
lician ‘to like’) fails to agree with the verb.

2. Preposed dative experiencers are fairly frequent in Middle English, despite
the fact that fronted pronouns had become quite unusual.

3. When both the pronominal experiencer and the pronominal theme occur in
preverbal position, the pronominal experiencer precedes the theme. Since
the usual word order of pronominal forms is SO (subject object), the
experiencer must have been understood as subject by new language

learners.

All these syntactic features of the preposed dative experiencers both in Old and
Middle English seem enough for Allen (1995) to consider them subjects of the
constructions in which they appear, irrespectively of the case marking they
exhibit.

Summing up, Allen’s (1995) classification of the possible constructions in
which impersonal verbs may occur stems from the type of arguments which such
constructions exhibit. If both arguments are noun phrases, there may be three

types: Type N, Type I and Type II. If one of the arguments is of sentential nature,
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there may also be three types: Type S, Type hit and ‘Personal’ Type. All six
types of constructions may have, and most often do have, an animate experiencer
which Allen (1995), like Elmer (1981), considers to be a subject, independently
of its morphological inflections. The English language will gradually lose its
ability to mark subjects obliquely, but this is a feature still found in other modern

Germanic languages such as Icelandic (cf. Allen 1995: 3).

For the purposes of this work, I will follow Allen’s (1995) classification of
the impersonal constructions, since it is the most comprehensive, thorough and
detailed of all the studies on impersonality, both from a synchronic and a
diachronic perspective. Moreover, her descriptive approach is close to the one
adopted for this study, while Fischer and van der Leek’s (1983) GB theory
approach, for example, is not in keeping with the general purposes of this piece
or research. In addition to her 1995 work, I will also follow other works on
impersonal verbs and constructions, such as Allen (1986a, 1986b and 1997).
Before proceeding any further, a word of clarification is in order here. This
section has shown that Allen (1995) uses the label “experiencer” to refer to the
personal NP argument in these constructions, irrespective of whether it occurs in
nominative or oblique case; likewise, the label “theme” is applied to the
complement, whether sentential or nominal. Following this author, in the analysis
of my corpus I will use the term “experiencer” exclusively to refer to the
(animate) noun phrase irrespective of the case in which it appears in the different
periods of the language. Similarly, 1 will use the term ‘“theme” to refer to the
constituent which encodes the thing needed, be it nominal or sentential. For
example, in a sentence such as he needs to go, he will be analysed as the
experiencer, and 7o go will be analysed as the theme, although it is well-known
that the most widely-spread labels to refer to these arguments are “subject and
“complement” (cf. among many others, Traugott 1992, Warner 1993). In fact, in
the introductory sections of chapters 3, 4 and 5, the labels “subject” and
“complement” may be used for coherence with the bibliographical references.
The decision to use “experiencer” and “theme” in my corpus analysis is informed
by the fact that the labels “subject” and “complement” are suitable for PDE need
constructions, but prove problematic for earlier periods of the language. Together
with the terms “theme” and “experiencer,” I will also be using the terms
“agonist” and “antagonist,” as the opposing forces intervening in the expression

of necessity (cf. section 2.2.2.2). Even if the agonist is normally encoded as an
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experiencer in experiencer verb constructions, I will keep these two pairs of

labels separately, because they correspond to different levels of analysis.

2.3.3. Evolution of the Old English impersonals

Most of Old English impersonals (e.g. the above-mentioned example me
hreowep...) evolve in the course of time to personal constructions (e.g. [ rue...),
that is to say, the oblique animate noun phrase which precedes the verb becomes
nominative, and fulfils, therefore, the morphological features of subjects. This
interesting evolution has led many scholars to try to find an explanation for it.
From Jespersen (1909-1949) onwards,” the most widely acknowledged
theoretical explanation of the changes has been that of reanalysis. The most
famous example used by scholars supporting reanalysis is the development of the
verb like, which, according to Allen (1995), in Old English is an experiencer verb
occurring in a personal construction. Jespersen’s invented example with all the

stages undergone by /ike is illustrated under (2.76):

(2.76) (a) pam cynge  licodon peran
the king (dat.) pleased (pl.) pears (nom. P1.)*

(b) the king likeden peares

(c) the king liked pears

(d) he liked pears
Following the stages outlined in (2.76), the change from (a) to (d) is explained in
terms of reanalysis due to the loss of inflections. In stage (a), the experiencer is
inflected for the dative, while the second, inanimate, noun phrase (Allen’s 1995
theme) is inflected for the nominative and controls verb agreement, as is reflected
in the plural verbal form licodon. Stage (b), in turn, still shows agreement
between the inanimate NP and the verb, but the experiencer is neutral as for case,
due to the loss of inflections in nouns. In stage (c), we witness the disappearance
of verbal inflections, which, together with the loss of nominal endings, yields an
ambiguous clause, since both elements seem to be potential subjects (with a
slight difference in the meaning of the verb, that is, from ‘please’ to ‘like’).
Finally, stage (d) illustrates the ultimate interpretation given to the structure

involving reanalysis of the experiencer as subject. This reanalysis is, therefore,

* Actually, van der Gaaf (1904) already recognizes the same theory, that is, he suggests that the
change from impersonal to personal constructions is due to the ambiguity resulting from the
morphological coalescence caused in the ME period by the loss of inflectional endings.

* Gloss provided by Denison (1993: 74-75).
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explained basically as a consequence of two factors. The first one concerns the
morphosyntactic ambiguity caused by the decay of the inflectional system, which
brings about structures such as (c). The second reason has to do with the
rigidification of the SVX word order, which leads to the interpretation of the
preverbal element as subject.

There have been many responses to Jespersen’s analysis ever since it was
first published. To mention just a few, von Seefranz-Montag (1984: 529-530)
argues that there are two facts which contradict Jespersen’s alleged development
of impersonals. On the one hand, many experiencers are disambiguated as
oblique complements by the use of the dummy subject it (e.g.1205 hit me rwes
pat ‘1 rue that,” from Elmer 1981: 86. ex. 8). On the other hand, the hypothesis of
the SVX word order cannot explain the loss of constructions with dummy it as
subject (e.g. 1304 hit him of-pinched ‘it causes grief to him,” from the OED s.v.
ofthink v.2), or the abolition of non-personal nominative subjects in favour of
personal ones (e.g. anoper drem dremede me yet, which yields I dreamed another
dream, from von Seefranz-Montag 1984: 530).

On a more specific line, McCawley (1976) points out that in oral speech
very few experiencers would be third person singular as the king in (2.76) above,
but they would most probably be first or second person pronouns, and these were
not morphologically ambiguous. Reinforcing this argument, Allen’s (1986b)
monographic paper on /ike reflects that the proportion of ambiguous case NPs in
sentences with two nominal arguments is notably low. Furthermore, the
frequency of pre-verbal experiencer position with the verb like, and all Type I
verbs, in general, 1s fairly low as well, a fact which is also noticed by Fischer and
van der Leek (1983: 351; cf. also Allen 1995: 111 for a re-statement of this idea).

Allen (1995) provides further evidence against the traditional view that
there was reanalysis triggered by the loss of inflections. As already mentioned
(cf. section 2.3.2.3), Allen considers that those explanations are based on the
wrong assumption which states that there is a close relationship between case
marking and grammatical relations. According to this assumption, reanalysis
would explain the assignment of nominative case to the preposed NPs which
formerly were inflected for the dative, because the preposed position makes new
language learners reanalyse those NPs as subjects. Allen (1995) is obviously
against this interpretation, since, as already mentioned, she considers that
preposed dative experiencers are subjects in Old English, despite their

morphological endings. Another piece of evidence against the reanalysis
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interpretation is, according to Allen (1995), the lack of agreement between dates.
If reanalysis were the right interpretation, we “would predict that we should
begin to find examples of clearly nominative (i.e. pronominal) Experiencers with
all formerly PDE [=preposed dative experiencer] verbs as soon as nouns were no
longer regularly marked for dative case” (1995: 324). In other words, the loss of
inflections only affected nouns, since pronouns still show case marking in
Present Day English. Therefore, a ME speaker could select an apparent
nominative noun as the experiencer of an experiencer verb, but could select a
clear dative pronoun. Allen (1995) specifies that a clear piece of evidence for
reanalysis in Middle English should exhibit a nominative pronoun, because that
would be the ultimate proof that speakers chose a nominative experiencer with
some verbs. However, clear nominative experiencers do not appear with the
majority of Type I verbs such as /ike until more than one century after the loss of
distinction between nominative and dative. In addition to that, impersonal
constructions do not start losing ground until the 15" century, while the use of
preposed dative experiencers decreases already in the 14" century.

Finally, reanalysis presupposes the sudden death of one system in favour
of another. For example, Lightfoot (1979, 1988) adopts the generally assumed
date in which word order changed from OV to VO, that is, the 121 century, as the

50 -
However, the loss of impersonal

date in which reanalysis took place.
constructions cannot have been due to a sudden reanalysis, because, as Allen
(1995) mentions, such a loss was not a matter of variation across speakers, but
variation across verbs within the language of the same speaker. In other words, if
reanalysis were the key concept to interpret the evolution of impersonals, one
would expect that some speakers reanalysed all constructions as personal, while
other speakers had not reanalysed them yet. That is to say, there would be
variation across speakers. However, that does not seem to be the case in Middle
English. What we actually find is variation within the language of the same
speaker. Even after the loss of morphological distinctions the same speaker
assigns oblique or nominative case to the NPa depending on the verb. In Allen’s
words, speakers managed to “abduce grammars in which particular verbs could

assign case lexically to their Experiencers” (1995: 451). This seems to imply that

* However, Lightfoot seems to change his mind as far as this sudden reanalysis is concerned,
and opts for an explanation of the loss of impersonal constructions as a gradual process in his
1991 work.
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the change from impersonal to personal construction has not been sudden due to
the birth of new speakers.

Therefore, if Jespersen’s theory is not applicable, how should the
development of impersonal constructions be accounted for? Von Seefranz-
Montag (1984) examines a number of Indo-European and non-Indo-European

languages and comes to the following conclusion (1984: 546):

The change of ‘subjectless’ constructions is a consequence of historical changes
in the functional and coding properties of the grammatical relation ‘subject’: The
gradual acquisition of syntactic and morphosyntactic subject properties by
experiencer arguments of impersonal verbs is proportional to the establishment
of grammatical relations in a language.

This account goes hand in hand with Allen’s (1986b: 398) assertion that from the
13™ to the 15™ centuries “a preposed cause was marked nominative and a
postposed cause was marked dative.” Allen (1986b) also underlines the fact that
in Old English nominative was the default case, and, therefore, any postposed
cause could get nominative case, while in Middle English, case assignment to
objects was structural, and any postposed element is inflected for the dative. This
seems to be directly related to what von Seefranz-Montag (1984) -calls
“establishment of grammatical relations in a language.” Once inflectional cases
are based on structural grounds, pre-verbal elements start to acquire nominative
case, while post-verbal elements obtain dative case. This is in direct connection
with Allen’s (1995) postulation of an OE dative subject, since at that period,
morphological case marking was not connected to syntactic functions.
Nevertheless, neither von Seefranz-Montag’s (1984) explanation, nor
Jespersen’s picture can account for the rise of new impersonals in the ME period,
such as, for instance, the impersonal uses of ME neden,’’ lacken, happen or
thurven (cf. von Seefranz-Montag 1984: 526; Anderson 1986; Pocheptsov 1997:
479-480). In any case, these new members of the set will not stay in the language
for a long time, because by the end of the 15" and the beginning of the 16"
centuries, impersonal constructions disappear “along three avenues” (von

Seefranz-Montag 1984: 526): (i) either the verb disappears in favour of a nearly

> 1t has already been mentioned that the OE verb neodian is characterized as impersonal by
Bosworth and Toller (s.v. neadian, neodian). Von Seefranz-Montag’s (1984) account of
impersonal neden as a ME innovation, however, does not seem to be wrong in the light of the
OE data retrieved from the 1.2 million-word corpus where not a single example of impersonal
neodian has been found. This comes to prove that OE impersonal neodian cannot have been
frequent.
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synonym personal verb (e.g. OE pyncan ‘to seem’ disappears in favour of think);
(i) a dummy #Ait is introduced as an obligatory element (e.g. it pleases me); and
(ii1) preverbal oblique experiencers are assigned nominative case (e.g. [ think

something, I like something).

Another well-accepted explanation for the development of the impersonal
constructions in English is Fischer and van der Leek’s (1983).” Their main point
of argumentation states that, instead of considering that impersonal verbs change
their meanings in the history of English (e.g. OE lician ‘to please’ > PDE like), a
more accurate explanation is that in Old English (1983: 337-338):

both meanings existed side by side, systematically associable with different
syntactic constructions. Due to the weakening of the OE case system, the various
constructions collapsed into one; this resulted in semantic ambiguity, which in
its turn led to the obsolescence of one or the other meaning of the verbs in
question.

By way of illustration, Fischer and van der Leek (1983: 352) resort to an example
of OE lician. Example (2.77) is an instance of this verb meaning ‘to have
pleasure, to like,” rather than ‘to please’ (from Fischer and van der Leek 1983:
352):

(2.77) pu eart sunu min leof, on pe ic wel  licade
you are son my dear, on whom I (nom) well was pleased
‘you are my dear son in whom I was well pleased’
(Mark; Skeat, 1871-1887: 11)

The verb licade is said to have the meaning ‘be pleased’ in this sentence, and this
interpretation is probably favoured by the nominative experiencer ic ‘I.” With
this example, Fischer and van der Leek (1983) justify their explanation for the
evolution of impersonal constructions without implying, as Jespersen and others
do, that the OE impersonal changed to a personal construction. What they
maintain, on the contrary, is that the OE impersonal verbs could be construed in
both personal and impersonal constructions. In most of the cases, the impersonal
construction was lost in favour of the personal one, and this disappearance is

derived from the fact that from the 16™ century onwards no verb can occur with

>2 Their theory is very well accepted by Denison (1993: 80 ff.)
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more than one non-nominative NP (1983: 364). However, not all impersonals
died out. The PDE verb seem, for example, is still found in an impersonal
construction involving a sentential complement and a dummy it (it seems to me
that...). The reason why seem did not survive with a nominative subject when it
has a sentential complement is that “there simply was no such personal
construction to survive” (1983: 367). The only exceptions are those cases of
raising such as he seems to be a good player, which, according to Fischer and
van der Leek (1983: 367), derives from it seems that he is a good player.

Therefore, Fischer and van der Leek’s (1983) account of the development
of the OE constructions involving experiencer verbs makes it possible to
understand why different OE experiencer verbs have developed along different
lines, and why their development has not been chronologically parallel. Thus, the
different lines along which experiencer verbs have developed are four:

(1) Some verbs undergo the same development as PDE like, from OE
lician. That 1s, they acquire a nominative subject and an NP or a clause taking the
role of cause (/ like apples, I like playing cards).

(i1) Other verbs may retain the impersonal character, as the French
loanword please. Although this verb entered the English language as a personal
verb, it acquired impersonal features in the ME period™* and has survived as a
supplement for /ike, the experiencer is always the dative object, while the subject
may be an NP or a dummy it (That music pleases me; It pleases me that you have
come).

(i11) Some other verbs split and survive with two lexical entries, as is the
case of PDE ail, which may have a non-animate nominative subject and a dative
object, as in what ails her?, meaning ‘what troubles her?,” or it may have an
animate nominative experiencer as subject, as in she is ailing, ‘she is ill.”>
(iv) Finally, the last line of development is that undergone by verbs such

as PDE seem, which, as mentioned above, only survives as an impersonal verb

>3 Fischer and van der Leek relate their hypothesis to the breakdown of the morphological
system (which is also the centre of the more traditional explanation based on reanalysis).
However, their account, which is based on the GB theory, is more complex. The steps leading
them to formulate their conclusions are not mentioned here for the sake of simplicity.

> The fact that a personal verb borrowed from French becomes impersonal in the ME period
proves that the system of impersonality was still operative at that period. At the same time, this
verb also developed an experiencer-subject construction in LME (cf. Fischer and van der Leek
1983: 363, note 15).

3> The use of ail as a personal verb, that is, with an experiencer-subject, is taken to be a mistake
by the compilers of the OED (s.v. ail v. 4)
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construed with obligatory dummy iz, because there existed no personal

alternative construction with a nominative experiencer subject.

If we compare the four lines of development proposed by Fischer and van
der Leek’s (1983), to those proposed by von Seefranz-Montag (1984: 526), we
can observe that they overlap to some extent. Both mention the possibilities that,
on the one hand, preverbal experiencers are assigned nominative case, and, on
the other hand, a dummy /it may be introduced as an obligatory element. In
addition to that, Fischer and van der Leek mention two further possible
evolutions, namely the retention of an oblique experiencer (ii), and the survival
with different lexical entries (iii1). However, they fail to account for those verbs
which disappear in favour of other lexemes, as, for example OE pyncan ‘to
seem,” which disappears in favour of think, a line of development mentioned by
von Seefranz-Montag (1984: 526).

On a different line, but also as an alternative for the reanalysis hypothesis,
Allen (1995) proposes the following explanation for the development of
experiencer verbs. It has already been mentioned that she considers that such a
development must have been a gradual process, as opposed to the sudden nature
of the reanalysis proposed by Jespersen (1909-1949) or Lightfoot (1979, 1988).
Such a gradual development of experiencer verbs does not start in the ME period,
but is evident from Old English, when some verbs admit either a nominative or a
non-nominative experiencer (cf. Fischer and van der Leek 1983, and, specifically
example (2.77) above). As for the loss of case distinctions, which Allen (1995)
insists on calling syncretism rather than loss (since speakers kept on
distinguishing between cases, even if some forms coalesce), it began even earlier,
“long before English was written, and even before it was a distinct language, in
the syncretism which had already occurred in the Proto-Germanic period” (1995:
211). This syncretism is seen, for example, in the nominative and accusative
plural of the strong general masculine declension of nouns, since both endings

are <-as> (cf., for example Quirk and Wrenn 1955: 20).”° Such a syncretism may

*% It is true that syncretism increases in early Middle English, and this is what has been studied
as the loss of case distinctions. Such an increase in syncretism between forms has been taken as
evidence that Middle English was a Creole of Danish, of French or of both. See Bailey and
Maroldt (1977) and Poussa (1982) for evidence in favour of the creolization of Middle English;
and Thomason and Kaufman (1988), Gorlach (1986) and Allen (1995) supporting the opposite
idea.
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have been a helping factor in the introduction of nominative experiencers, but it
is definitely not the trigger for it, since new impersonal usages enter the English
language in the 13™ and 14" centuries, when lexical case marking of objects was
being lost, and some impersonal verbs remained quite vigorous (cf. Allen 1995:
219).

Gropen et al. (1989) study the acquisition of dative alternation in Present-
Day English, as in the pair I gave him a book / I gave a book to him. Their
conclusion is that language learners are weakly conservative in their use of such
an alternation, which is limited to the verbs which they have frequently heard,
and it is later extended to verbs with a similar meaning. For example, new
language learners use dative alternation with the verb give, and then extend it to
verbs such as fax. According to Allen (1995: 304-305), this may also explain the
situation of preposed dative experiencer verbs in Middle English. New speakers
would not use dative experiencers with verbs which they have seldom heard.
However, they would be prone to use dative experiencers with verbs which they
had frequently heard, and, later, make generalizations and extend it to other verbs
which belong to the same semantic group. As mentioned above, the use of
preposed dative experiencers with the verbs under analysis seems to stem from
their semantics, since in addition to the claimed OE impersonal neodian, we will
find examples of ME impersonal thurven (from OE personal purfan), and even a
ME impersonal French loanword, namely mister. In fact, semantics seems to
have played a more important role than syntax in the development of preposed
dative experiencer verbs, both in the rise of new impersonal uses such as purfan
or mister, and in the demise of impersonal constructions with some verbs. One of
these is /ose, which began to occur with nominative experiencers earlier than
case marking was ambiguous, and which became personal long before other
Type I verbs began to develop nominative experiencers (Allen 1995: 326-328).
Therefore, the loss of nominal case marking, or, in Allen’s (1995) words,
syncretism between forms, does not necessarily imply the introduction of
nominative experiencers; this can be inferred from the introduction in Middle
English of new impersonal uses of some verbs with preposed dative pronominal
experiencers. Therefore, how can we account for the development of impersonal
constructions involving preposed dative experiencers? Allen’s (1995: 291-347)

explanation as a gradual development consists of the following stages:
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e Old English: a given verb selects for the case marking of its experiencer.
Such a case marking may be optional or obligatory, depending on the verb.

e Middle English: lexical case marking of experiencer subjects is still
commonly used, and even extended to some other verbs, such as ought,
purfan, mister, etc. This extension is generally based on semantic grounds.

- Early 13" c.: verbs cease to assign lexical case to their objects (direct
objects are no longer inflected for the accusative, and indirect objects are
no longer inflected for the dative), but still assign it to their subjects, since
speakers have the evidence that some verbs assign nominative case to
their subjects, while other verbs assign dative case.

- 13" ¢.: marking the subject with dative begins to be interpreted as the non-
volitionality of the experiencer, rather than as a syntactic option controlled
by the verb.

- Late 14™ c.: lexical case marking has become optional with nearly all
verbs. That is to say, alternation between dative and nominative becomes
a decision on the speaker’s behalf, rather than a semantics-based choice.

- 15™ ¢.: not marking experiencers lexically becomes the preferred option,
to the detriment of preposed dative experiencers.

e  Early Modern English:
- mid-16th c.: lexical case marking is restricted to fixed expressions, such as

me thinks.

This synoptic evolution of constructions with preposed dative experiencers
comes to mean that “the final loss of lexical case marking occurred once PDEs
[=preposed dative experiencers] became used too infrequently to be considered
in the language-learner’s choice of parameter settings” (Allen 1995: 323). That
is, Allen (1995) reverses the order of the linguistic phenomena. While traditional
accounts record the decay of the inflectional system before the loss of the
impersonal constructions, Allen (1995) considers that the disappearance of case
distinctions was not complete before the final loss of preposed dative
experiencers, because as far as speakers differentiate between nominative and
dative pronominal experiencers, they conceive grammars in which case

distinction plays an important role.

In the preceding paragraphs I have described the two main hypotheses as

for the development of the impersonals in the history of English, namely the
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traditional account based on reanalysis (cf. Jespersen 1909-1949 or von Seefranz-
Montag 1984, among others), and two alternative accounts. One of these two is
based on the GB theory, namely Fischer and van der Leek’s (1983). The other is
Allen (1995). Her descriptive approach is coherent and exhaustive. She rejects a
sudden reanalysis in favour of a gradual loss along consecutive periods. In an
initial stage, preposed dative experiencers occur with some verbs, but are
optional with some other verbs. Then, preposed dative experiencers become rarer
and rarer, and, finally, speakers begin to “construct grammars in which the
parameter settings did not permit lexical entries specifying the case of the
arguments” (Allen 1995: 451), that is, speakers cease to use preposed dative
experiencers in favour of nominative ones.

In this study I will follow Allen’s (1995) account for several reasons.
Firstly, Allen’s descriptive approach is closer to the framework used in this work
than Fischer and van der Leek’s (1983) GB theory-based study. Secondly, her
approach rejects the sudden changes which reanalysis presupposes, and opts for a
gradual explanation of the changes. While reanalysis implies the impossibility for
speakers to construct impersonal constructions once syncretism of forms is
complete (sudden change), Allen (1995) highlights the fact that it is not a matter
of variation across speakers, but variation across verbs within the language of the
same speaker (gradual change). That is to say, one speaker can produce
impersonal constructions with some verbs, but not with some other verbs.
Thirdly, her approach is the only one which accounts for the rise of new
impersonal usages in Middle English, since the reanalysis hypothesis posits that
it is impossible for new language speakers to produce preposed dative
experiencer constructions once the loss of inflectional endings is complete.
Fourthly, Allen’s (1995) explanation takes into consideration semantics to a
greater extent than the reanalysis theory, and implies that the evolution of each
verb must be analysed separately, while for those scholars following the

reanalysis hypothesis only morphology and syntax matter.



Chapter 3. Old English purfan, bepurfan, neodian and behofian 91

CHAPTER 3

OLD ENGLISH PURFAN, BEPURFAN, NEODIAN
AND BEHOFIAN

This chapter analyses the semantic, syntactic and morphological features of OE
purfan, bepurfan, neodian and behofian, the verbs which in Old English may
express the meanings conveyed by PDE need.

This chapter is divided into two main parts. The first part provides a
description of these OE verbs as found in the relevant literature. Section 3.1
offers a general outline of the morphological characteristics of the OE verbal
system. Section 3.2 examines preterite-present verbs from a semantic and
syntactic point of view, since two of the above-mentioned verbs belong to this
group, namely purfan and bepurfan. In turn, section 3.3 deals with the syntactic
and semantic features of OE neodian and behofian, concentrating especially on
their impersonal nature. Finally, the second part of this chapter offers the detailed
analysis of the linguistic data obtained from the OE corpus (section 3.4).

3.1. Morphological classification of the Old English verbs

From a morphological perspective, the majority of OE verbs can be classified as
strong or weak,' as is also the case in all the other Germanic languages (cf. Hogg

1992c: 146). The strong conjugation is older and has an Indo-European origin.

"I have chosen these terms, strong and weak, because they are the most frequently found in the
literature. However, other labels are also available to refer to the different classes of OE verbs.
Quirk and Wrenn (1955: §70, 74), for instance, use the terms consonantal type and vocalic type
for the weak and strong classes respectively.
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However, the origins of the weak class “although obscure, were strictly
Germanic” (Hogg 1992c: 146). The formal difference between these two types of
verbs concerns the formation of the preterite. Strong verbs form their preterite by
means of vowel variation in their stem (cf. PDE sing-sang-sung), while weak
verbs form their preterite by means of suffixation, adding a dental suffix to the
stem (cf. PDE Jove-loved-loved). Paradoxically, the Germanic innovation
overrode the Indo-European conjugation and became the more productive
paradigm. Both neodian and behofian belong to the weak class of verbs.

However, not all OE verbs can be assigned to one of these two categories.
According to Mitchell (1985: §600), there are two more types of verbs:
“preterite-present” and “anomalous (willan, don, gan and beon).” Hogg (1992c:
146), however, resorts to the general label “irregular” to refer to all these verbs.
The reason why their classification is different is that Mitchell’s classification is
historically based, since the origins of the preterite-present and the anomalous
verbs are not the same. Hogg’s classification, by contrast, is based on OE
synchronic data; in other words, by the time when Old English was spoken all
those verbs were just different from the norm and this accounts for the label
‘irregular.” Among the preterite-presents we find purfan and bepurfan.

As for the frequency of occurrence, despite the fact that the vast majority
of OE verbs belong to the weak class, the three types of verbs (weak, strong and
irregular) are very similar in rate of occurrence. As Hogg (1992c: 146) points
out, although the verbs which he calls irregular verbs constitute a small minority,
they are highly frequent verbs; similarly, among strong verbs there are also many
high-frequency verbs.

Concerning the inflection of OE verbs, they can be inflected for person,
number, tense and mood. Old English exhibits first, second and third person
singular verbal forms, and a single form for the plural, as Old Saxon and Old
Frisian (cf. Mitchell: 1985: §17).% Like in all Germanic languages, verbs in Old
English have two tense forms: present and past both in the indicative and in the
subjunctive moods, while in the imperative mood they only mark the second
person singular and plural of the present tense.

With regards to mood, together with forms belonging to the well
distinguished indicative, subjunctive and imperative moods, Mitchell also

recognizes what he calls “ambiguous forms such as woldest,” because “the

* Plural verbs forms are also used with the nominative of the dual of the first and second person
pronouns (cf. Mitchell 1985: §600).
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ending —est in the preterite may be either indicative or subjunctive” (1985: §601).
However, the origin of these unclear forms need not be a linguistic one, but the
result of the fact that texts were written by different scribes (cf. Mitchell 1985:
§601a for a list of these “ambiguous” forms).

Thus, person, number, tense and mood are the four basic grammatical
categories that Old English could be inflected for. The expression of another
grammatical category, namely voice, is periphrastic (in combination with the
verbs beon/wesan or weorpan), with the exception of the verb hatte “is/was
called”, plural hatton “are/were called” (cf. Mitchell 1985: §600).

This brief summary of the morphological features of OE verbs reveals that
the verbal system of Old English was highly inflected as compared with that of
Present-Day English. This summary also makes it possible to classify purfan and
its derived verb bepurfan as preterite-present verbs, and neodian and behofian as
weak verbs. In the next sections the syntactic features of these four verbs will be

examined.

3.2. Preterite-present verbs and Old English pre-modals

This section is divided into two parts. In the first part (3.2.1), I give a brief
account of preterite-present verbs, a class to which two of my verbs belong. In
the second part (3.2.2), the OE preterite-presents purfan and bepurfan are
described.

3.2.1. Morphological, syntactic and semantic characteristics

Preterite-present verbs are not very numerous in Old English if we compare them
to weak and strong verbs. However, most of them are high-frequency verbs, and,
therefore, they occur very often in OE texts. I will start by describing preterite-
present verbs from a morphological perspective, and will turn later to their
syntactic features as well as to their semantic dimension.

As already mentioned, scholars differ as to where to include these verbs in
a morphological classification of OE verbs. They may be either included in the
‘irregular’ group (within the general classification strong, weak and irregular) or
they may constitute a class of their own. This obviously implies that these verbs
are ‘special’ as far as their morphological nature is concerned. Roger Lass (1994:

169) provides a suitable definition of these verbs:
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The origin is a non reduplicating IE [Indo-European] perfect, which developed
present tense [...]. Since the past sense was lost in these historical perfects, new
pasts had to be constructed; and since the weak conjugation even in early times
was the only productive one, this is the natural source. Some of these verbs are
of course ancestors of our modern auxiliaries; the fact that the present is ‘really’
(historically) a strong preterite accounts for one major structural anomaly: the
lack of 3 sg inflection (he can, not *can-s). Since the strong PRET1 has no
ending here [...], the descendants of these OE presents don’t either. Therefore se
can is really equivalent to se sang, not he sings.

These verbs, therefore, derive from original preterites of strong verbs, and
after they lose their past time reference, they develop a new preterite following
the weak conjugation, since this is the productive one in Old English.” Denison’s
(1993: 296) definition is very similar to Lass’s, but he provides a new piece of
information. He states that there is a difference between the inflectional ending of
the second person singular in the preterite of regular strong verbs and in the
present of preterite-present verbs: while the ending for the preterite of the first
group is —e, the ending for the present in preterite-present verbs is —sz. This
seems to be a clear indicator that these verbs had lost their past time reference
and had come to express only present time. Consequently, Denison’s definition
of these verbs is as follows: “a set of verbs with a present tense just like the past
(preterite) tense of a strong verb (apart from the —s7 of the 2 SG) and a past tense
formed on an irregular stem with the endings of the weak past” (Denison 1993:
296).

The fact that these verbs have historically been conjugated according to
two different classes has led some scholars to call them ‘strong-weak.” However,
this term is not very accurate, since, as Campbell (1959: §726, fn. 1) points out,
this label “implies commitment to the view that the dental element in the preterite
of these verbs is identical in origin with that of the Gmc. [Germanic] weak
preterite.” In other words, it is a mistake to imply that the dental inflectional
ending of preterite-present verbs is the same as the one of weak verbs, since these
endings did not appear at the same point of time. The term strong-weak seems to
imply that the verbs under that label belong to both classes simultaneously, and
this is not true. As already mentioned, they used to belong to the strong class and

then transferred to the weak one after having lost their past time reference.

’ The same class of verbs may be found in all Germanic languages, as well as in Latin (e.g.
coepi, ‘1 begin’) and Greek (e.g. oida, ‘I know’), which evidences the Indoeuropean origin of
this class of preterite-presents (cf. Warner 1993: 140).
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Preterite-present verbs may be subdivided into two groups: the ‘non-
modal’ verbs and the so-called ‘pre-modals’ (Traugott 1992: 193, Denison 1993:
296). Non-modal verbs include: beneah/geneah ‘suffice,” deah ‘avail,” gemunan
‘remember,” (ge)unnan ‘love, grant,” and witan ‘know.” ¥ None of these verbs
survives in Present-Day English.

The ‘pre-modal’ group is the most relevant one for the purposes of this
study. According to Mitchell (1985: §990) pre-modals include: agan ‘own,’
cunnan ‘can,” *durran ‘dare,” magan ‘may,’” *motan ‘must,” *sculan ‘shall,” and
purfan ‘need.” Denison’s (1993) classification coincides with Mitchell’s, except
for the fact that Denison treats OE agan as a marginal modal, since “its syntactic
properties were significantly different from the rest” (1993: 295).

Nearly all these verbs survived in Present-Day English, and they belong to
a special class of verbs, the modal verbs, a group which also includes PDE will.
We know that all these verbs are somewhat different from the rest in Present-Day
English, and scholars agree in that they are also different from the rest in Old
English. However, there is no agreement as to what label would be suitable to
cover all of them plus willan in Old English. OE willan does not have a preterite-
present origin,” and therefore the term ‘preterite-present’ is not a comprehensive
one for all these verbs.

As already pointed out, Traugott (1992: 193) uses the term ‘pre-modal,’
while Mitchell (1985: §991) calls them ‘““modal” auxiliaries.” The term auxiliary,
however, i1s not very suitable for these verbs, since they could also be used
independently as full lexical verbs. In addition to this, the term modal is also
misleading, because the verbs included under this label do not necessarily convey
modality in Old English. Denison (1993: 292) states that “For simplicity I shall
stick to modal, without inverted commas.” I will follow Traugott (1992) and use
the term pre-modal without inverted commas, since, even though they did not

behave exactly like PDE modals, they are obviously their ancestors.

* Since these verbs are taken from Denison (1993), the forms appear in the third person singular,
as opposed to the infinitive, which is the form used by Mitchell (1985) to quote OE verbs.

> Even though OE willan exhibits the morphology of a regular weak verb, Warner (1993: 142)
mentions a couple of anomalies, which bring it close to preterite-presents. The first one is the
second person singular of the present indicative, pu wilt, which resembles preterite-presents
rather than the expected form for a weak verb (*willest). The second anomaly concerns the third
person singular of the present indicative, he wile, which clearly contrasts with the expected
weak form (*willep). These two features, nevertheless, are not enough to include OE willan into
the group of preterite-presents.
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I have tried to show that most scholars agree that preterite-present verbs
should not be treated as a single category, but included into the class known as
OE pre-modals. I will follow this classification in the remainder of this section,
where I deal with the syntactic and semantic characteristics of these verbs.
However, since I am overtly discussing modals, I should not forget to, at least,
mention what Denison (1993: 315-323) calls marginal modals in Old English, as
opposed to ‘non-modals’ and ‘pre-modals.” These are: agan (which Mitchell
1985 included into the main modal group), have ‘be obliged,” be ‘of necessity,
obligation or future,” uton ‘let’ and onginnan ‘begin.” These verbs fall outside of
the scope of this study because they do not provide any relevant information
related to the group of pre-modals, to which one of the verbs under analysis, OE
purfan, belongs. In other words, my concern here has to do with the OE preterite-
present verbs that have yielded any PDE modal, alongside OE willan, since its
syntactic and semantic features bring it very close to preterite-present verbs. By
excluding marginal modals I avoid dealing with marginal cases, which could
constitute a hindrance to my attempt to offer a clear description of the
background of OE purfan.

Table 3.1 provides a graphic summary of all the groups of verbs that have
been mentioned so far, with the aim of delimiting the scope of this study. In order
to determine the classification of these verbs, I have used the following sources.
The list of OE pre-modals follows Traugott (1992) and Mitchell (1985). The
inventory of the OE preterite-present verbs has been taken from Campbell
(1959). The label “marginal modals” has been borrowed from Denison (1993).
And finally, I have followed Huddleston (1984) and Quirk ef al. (1985) for the
identification of PDE modals.

The Xs in bold type in this table signal the verbs which I attempt to
describe in this section. All of them are OE central pre-modals, PDE modals and,

with the exception of OE willan, all of them are preterite-present verbs.

In the following paragraphs I describe this set of verbs along three
different dimensions. Firstly, their morphological features. Secondly, their

syntactic idiosyncrasy. And, finally, a semantic outline of these verbs.
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OE Pre- | Preterite- | OE marginal | PDE
modal present modal modal
witan ‘know’ X
agan ‘possess, ought’ X X° (X)’
*dagan ‘avail’ X
unnan ‘grant’ X
gemunan ‘remember’ X
cunnan ‘can, know’ X X X
purfan ‘need’ X X X®
*durran ‘dare’ X X X
*sculan *owe, shall’ X X X
*motan ‘must’ X X X
magan ‘may, be able to’ X X X
willan ‘wish, desire’ X X
habban ‘have’ X (X)’
be of necessity, obligation or future X (X)
uton ‘let(us)’ 910 X
onginnan ‘begin’ X

Table 3.1: OE pre-modals, OE preterite-present verbs, OE marginal modals and PDE
modals.

Campbell (1959: §767) classifies preterite-present verbs morphologically
according to their original strong class. There are seven classes of strong verbs
according to the Ablaut series, that is, according to the stem vowel in the
following forms: infinitive, preterite singular, preterite plural and past participle.
In Old English, there are preterite-present verbs belonging to class I (wat, ah,), to
class Il (deag), to class Il (ann, cann, pearf, dearr), to class IV (sceal, geman,
be-, geneah) and to class VI (mof). There is also a verb whose class is uncertain
according to Campbell (1959: §767), namely meeg.

Warner (1993: 142) considers that the group of pre-modals is coherent as
early as Old English, since it is linked to stative semantics, probably due to the

perfect origin, which focuses on the state achieved.

% As already mentioned, I follow Denison (1993: 295) in treating OE agan as a marginal modal,
rather than as a central modal, a claim defended by Mitchell (1985: §990).

7 Huddleston (1984: 165) states that ought “is on the periphery of the class,” the class being
PDE modal verbs. Quirk ez al .(1985: §3.40) classify this verb as a “marginal modal.” This is
the reason why brackets have been used in this category.

¥ Huddleston (1984: 165) argues that both PDE need and dare may be main verbs, and Quirk et
al. (1985: §3.41, 3.42) agree in that “for each there is also a homomorphic verb (DARE, NEED)
constructed as a main verb.”

? According to Huddleston (1984: 165), both PDE have and be “in certain uses have some
affinities with the modals.”

' Denison (1993: 318) points out that for some scholars ufon ‘know’ is a form of OE witan
‘depart, die,” a rare strong verb, rather than a form of the preterite-present witan.
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Another special morphological feature of OE pre-modals concerns the
possibility of contraction with the negative particle ne. This particle merges with
certain common words, which have an initial vowel (e.g. ic nam < ne + am),
initial [w] (e.g. ic nylle < ne + wille), or initial [h] (e.g. ic nebbe < ne + heebbe),
as noted by Warner (1993: 150-151). Present-Day English still exhibits a vestige
of this phenomenon in willy-nilly, a contraction of ne + will (Denison 1993: 309).
Although in a different order of elements (i.e. verb + negation), negative
contractions are also exclusive of auxiliaries in Present-Day English (e.g. won f).

A last morphological characteristic of OE pre-modals is their defective
paradigm, since they rarely occur as non-finite forms. In fact, the infinitives of
some of these verbs are not recorded (those asterisked in Table 3.1), and that is
the reason why Campbell (1959), for instance, uses the third person singular to
quote them. Therefore, these verbs are already defective in Old English, since the
original infinitive is no longer valid for the new meaning they have acquired.
Visser (1963-1973: §§1649-1651, 1684-1687, 1722-1723, 1839, 2042, 2134)
provides some examples of this rare use of non-finite forms of OE pre-modals,
and Warner (1993: 145) offers a complete list of the recorded non-finite forms of
these verbs in Old English.

Therefore, the verbs under analysis in this section are, from a
morphological point of view, quite different from the vast majority of OE verbs.
Now I will examine their syntactic behaviour, in order to check whether they also
differ from the main stream of verbs, in a way that can explain their

characteristics in Present-Day English.

In section 2.3.2.5, I described PDE modals as auxiliary verbs which have
undergone a complex process of grammaticalization in the course of history. In
the following paragraphs I will examine their ancestors in the OE period in order
to determine their degree of grammaticalization at this early stage.

OE pre-modals could be construed according to four different patterns:
intransitively, as in (3.1), with a NP as object, as in (3.2), followed by an
infinitive, as in (3.3), and, in the case of OE magan and willan, with a pcet-

complement, as in (3.4):

(3.1) Eac neah  pan ealle pa ding  pe danon
Also nearly then all those things that thence
cumad, wid  celcum attre magon.
come, against every poison they-prevail
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‘But nearly all those things that are extracted from it can be used as antidote
to any poison.’
(Bede 1 1.30.3)

(3.2) ...pcet he geornor wolde sibbe wio hiene ponne gewinn.
...that they rather wanted peace with him than conflict
¢...that they wanted peace with him rather than conflict.’
(Or3196.17)

(3.3) ...swa pcet hi ncefre ne mihton ne noldon  sydoan fram his willan gebugan
...so that they never not might nor not-wanted since from his will ~ bend
‘so that they never were able or wanted after that to revolt from this will.’
(£CHom 1,1 12.7)

(3.4) Deme ge nu, swa swa ge willon peet eow sy eft gedemed.
judge you now, as as you wish (subj) that to-you be afterward judged
‘Judge now as you wish to be judged later.’

(BIHom 5) 130)
(examples and translations from Traugott 1992: 193, 194, 263)

Therefore, OE pre-modals seem to behave as lexical verbs, at least in some
contexts, namely when they are used absolutely or when they are complemented
by an NP or a wh- finite complement clause. However, they are very commonly
found with infinitives as complements.'' This preference for the infinitive seems
to point towards an auxiliary-like nature of these verbs in Old English, as
Bolinger (1980, as cited in Heine 1993: 27) states: “[t]he moment a verb is given
an infinitive complement, that verb starts down the road of auxiliariness.” As for
Old English, we must differentiate between the plain or bare infinitive (e.g.
singan, ‘to sing’) and the inflected infinitive which is always preceded by 70 (e.g.
to singenne, to singanne, to singan, ‘to sing’).

The origin of the inflected infinitive is a prepositional phrase implying
direction or purpose, by means of the preposition zo followed by a dative.
However, in Old English—enne and —anne are no longer datives (cf. Warner
1983: 200 ft.). The plain and the inflected infinitive are normally distributed as
follows. The plain infinitive occurs with a few high frequency verbs, and,
therefore, is very frequent in Old English. The inflected infinitive, on the
contrary, is recorded with a wide range of OE verbs. However, the vast majority

of OE verbs shows variation as for the choice of the infinitive, that 1s, most verbs

' According to Visser (1963-1973: §548), whether the pre-modal was complemented by a noun
phrase or an infinitive is not a relevant feature, because, since infinitives were nouns, the
relationship between them and the modal was the same as the relationship between the NP and
the pre-modal.
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may select either the plain or the inflected infinitive. The only verbs which never
occur with the inflected infinitive are cann, dearr, meeg, mot, sceal, pearf, uton
and wile (cf. Warner 1993: 137). More specifically, Warner (1993: 138) observes
that the inflected infinitive is preferred in constructions in which the (assumed)
subject of the infinitive is the same as the one of the verb, as in PDE I want to go,
as opposed to constructions in which the infinitive and the verb have different
subjects, e.g. verbs of perception such as OE seon, ‘to see,” as in I saw you go.
Pre-modals are an exception, since, in spite of occurring in shared subject
constructions, they only select the plain infinitive.'* The fact that OE pre-modals
select the plain infinitive exclusively seems to imply that this group has a
distinctive syntactic feature which evokes their incipient auxiliariness as early as
in Old English. There are, in addition, further pieces of syntactic evidence in
favour of such an interpretation.

OE pre-modals occur in a number of constructions which reveal their non-
fully lexical character, that is to say, they prove to have undergone
decategorialization, one of the four processes of grammaticalization mentioned
by Hopper (1991) and Heine (1993: 58 ff.), which implies, among other changes,
a reinterpretation of syntactic function (cf. section 2.3.2.5). These frequent
constructions impersonal and elliptical constructions. Impersonal constructions
(see section 2.3 for a complete description) have been thoroughly studied in
coocurrence with OE pre-modals, since the ability of pre-modals to occur with a
non-nominative argument by influence of the accompanying infinitive reveals
that their status is subordinate to the infinitive, which is the syntactic head

(Denison 1990a; Warner 1993, among others). See, for example, (3.5):

(3.5) Forpon ne pearf nanne man tweogan, pcet seo forlceetene cyrice ne hycgge
because not need no man (acc) doubt that the forsaken church not take-care
ymb  pa  pe on hire neawiste lifgeap.
about those that in her neighbourhood live
‘Because no man need doubt of this, that the forsaken church (will) not take-
care for those that live in her neighbourhood.’

(BIHom 41.36)
(example and translation from Warner 1993: 123)

In sentence (3.5), the third person singular of the pre-modal purfan, ‘need,’

namely pearf, occurs together with the impersonal verb in the infinitive form,

12 Mitchell (1985: §996) mentions the exceptional behaviour of agan (a marginal modal,
according to Denison 1993: 295) which demands the inflected infinitive, unless two or more
infinitives are joined; in such cases, only the first one is inflected.



Chapter 3. Old English purfan, bepurfan, neodian and behofian 101

tweogan, ‘doubt,” and the experiencer of the construction, nanne man, ‘no man,’
is inflected for the accusative, as tweogan demands, instead of nominative, as
was expected from pearf. The fact that pearf loses its usual way of marking the
experiencer in favour of the syntactic requirements of rweogan seems to imply
that this OE pre-modal has less syntactic weight than the impersonal verb. In
other words, purfan seems to function as an auxiliary verb. However, as Warner
(1993: 132) points out, “the fact that a verb may ‘intervene’ in a impersonal
construction is in itself a poor argument for its auxiliarihood [...]. We need a set
of interrelated properties.” That is, we cannot draw a conclusion on the basis of
the fact that a group of verbs occurs characteristically in a given construction, but
further characteristics of that group are needed in order to evidence their status as
a coherent group.

Indeed, according to Warner (1993: 111-116), further syntactic features
are common to this group, namely, elliptical and pseudo-gapping constructions.
Elliptical constructions are those in which an element of a clause is elided. It is
said that an auxiliary verb occurs in an elliptical construction when the omitted

element is the infinitive which should occur after it, as illustrated in (3.6):

(3.6) deofol us wile ofslean gif he mot.
devilus will  kill  if he is-allowed
‘(the) devil will kill us if he can.’
(£CHom 1270.10)
(example and translation from Warner 1993: 112)

In this sentence, the pre-modal motan, ‘be allowed,” is not followed by the
expected infinitive ofslean, ‘to kill.” Instead, such an infinitive is elided and must
be retrieved from the preceding context. The clause, therefore, may be said to be
an instance of elliptical construction.

Pseudo-gapping constructions may be considered a variant of elliptical
constructions in which the infinitive is elided and the complement of the

infinitive is retained and occurs after the auxiliary, as illustrated in (3.7):

(3.7) We magon monnum bemidan urne gedonc & urne willan, ac we
wemay men (dat.) hide our thoughts (acc.) & our desires (acc.) but we
ne magon Gode.
not may God (dat.)

‘We can hide from men [lit.: from-men hide] our thoughts and our desires,
but we cannot [lit.: not can] from God.’
(CP 39.12)

(example and translation from Warner 1993: 114)
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In the first of these coordinated clauses we see that the plural form of magan,
‘may,” magon, is followed by the infinitive bemidan, ‘hide,” and its two
complements, urne gedonc & urne willan, ‘our thoughts and our desires,” and
monnum, ‘from men.” However, in the second of the coordinated clauses, magon
is only complemented by one of the complements of bemidan, ‘hide,” but this
infinitive is elided. This is, therefore, an instance of pseudo-gapping in which an
OE pre-modal adopts the syntax of the infinitive which complements it, even
when it is absent.

It must be borne in mind that not all cases of ellipsis may be taken into
account as instances of auxiliarization of OE verbs. Warner (1993: 113-114)
mentions three exceptional OE contexts. The first exception concerns those cases
in which the verb in question is followed by a phrase denoting motion (see ex. in
Mitchell 1985: §1007). The fact that there is no verb of movement linking both
elements is not an instance of ellipsis, because it “can be accounted for in terms
of the semantics of the combination verb + adverbial/prepositional phrase or verb

+ complement” (Warner 1993: 113). An instance of such a context is (3.8):

(3.8) ...pa hi to scipan woldon.
...when they to ships wanted
‘...when they wanted to go to their ships.’
(Chron E (Plummer) 1009.38)

In sentence (3.8) the pre-modal willan, ‘want’ is complemented by the natural
complement of a verb of movement, that is, the prepositional phrase to scipan,
‘to the ships.” However, this cannot be considered an instance of pseudo-
gapping, because the omission of verbs of movement is very frequent in Old
English.

The second exception involves instances of coordination or comparative
clauses, according to Warner (1993: 113). The last case which we must disregard
as symptomatic of syntactic ellipsis (and consequent auxiliary nature of the verb)
is that of verbs which may be used absolutely, as, for instance, OE magan, when
it means ‘be strong.’

Not all the OE pre-modals show the same patterns, and describing
syntactically each pre-modal separately will reveal that not all of them are
grammaticalized to the same extent. OE *sculan, for example, proves to be

highly grammaticalized in Old English, as opposed to cunnan, which, in that
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period, behaves primarily as a main lexical verb. Goossens (1987) analyses these
two OE pre-modals both from a syntactic and a semantic point of view. He
resorts to a syntactic scale of grammaticalization from the purely lexical end (full
predicates) to the highly grammaticalized end (predicate operator) (cf 1987:118).

The OE picture as for cunnan and *sculan is shown in the following figure:

Full predicate Predicate formation Predicate operator
cunnan (cunnan)
(sceal) sceal (sceal)
((sceold-) (sceold-) sceolde

Figure 3.1: Degree of grammaticalization of OF pre-modals cunnan and *sculan (from
Goossens 1987: 138).

OE *sculan is found to be a predicate operator due to a number of syntactic
reasons: absence of a non-finite form (hence the asterisk), occurrence in
impersonal and in elliptical constructions, among others, as well as due to
semantic reasons such as its ability to express futurity (cf. also Del Lungo
Camiciotti and Diaz Vera 2004). On the contrary, OF cunnan does not go beyond
the predicate formation stage and it most often functions as a full predicate,
meaning ‘to know.’

It may be concluded that, from a syntactic point of view, some OE pre-
modals exhibit auxiliary-like characteristics. However, as Denison (1993: 325)
points out, “The syntactic history of the modals inevitably (in my opinion)
involves semantics too.” 1 also believe that in the case of pre-modals the
syntactic and semantic levels of analysis are closely interrelated, and,

consequently, in the remainder of this section I examine their semantics.

Traugott (1992: 195) is clear as regards the semantic characterization of
OE pre-modals: “The semantic evidence is strong that pre-modals had properties
of auxiliaries (that is, expressed obligation, possibility, probability, temporal
relation or even mood).” Obviously, this assertion does not apply equally to all
pre-modals. Some of them show preference for lexical meanings, while others
frequently convey the kind of modal meanings which Traugott (1992) refers to.
In order to provide a graphic description of the cline from full lexical meanings

to auxiliary meanings, Goossens (1987) resorts to the following figure:
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Facultative > Deontic > Epistemic > Futurity, Conditional, etc.

Figure 3.2: Scale of desemanticization of modals (from Goossens 1987: 118).

This figure shows the evolution of the meanings of the English modals in the
course of history. The relation between the elements of the scale may be
explained in terms of desemanticization (cf. Heine 1993: 58 ff., and section
2.1.3.1 above for a definition of this term), since the scale seems to move
rightwards from full semantic content to a loss of lexical content in favour of
grammatical meaning. In the original stages, the verbs express full lexical
meanings (facultative, in Goossens’ terms, e.g. *sculan meaning ‘to owe’), then
they develop a new meaning (deontic, in Figure 3.2, or root in our terms, as
defined in section 2.2.2.2), namely ‘to have to, to be obliged.” Goossens claims
that the next step in the development of the meanings of pre-modals is the
epistemic meaning, that is, that which appears in contexts where the truth of the
propositions is put into question, as in, for example, / gather that he should be in
the library. The modal should in this sentence does not express that I am fully
asserting that he is in the library, nor fully negating it, but I produce a statement
which merely expresses the possibility that he is in the library. Finally, on the
right end of the scale, Goossens (1987) includes the temporal meanings such as
the futurity implied in We shall come to the party. However, in Traugott’s (1992)
description of the OE pre-modals, we observe that they express temporal
meanings more frequently than epistemic meanings, which appear to be
marginally grammaticalized in this period.

In Old English, we find instances of root meanings (which Goossens calls
‘deontic’), for instance, in *sculan, a pre-modal verb which may express moral

obligation, as in (3.9):

(3.9) and we sceolan gehyhtan on Godes pa gehalgodan cyricean.
and we must  trust in God’s that hallowed church
‘And we must trust in the hallowed church of God.’
(BIHom X.111.8-9)
(example, translation and gloss from Traugott 1992: 173)
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We also find examples of OE pre-modals expressing temporal meanings, * and

they may also express their basic original meaning, as willan in (3.10):

(3.10) ba Darius geseah pcet he oferwunnen beon wolde, pa wolde he hiene selfne
When Darius saw that he overcome  be would, then wanted he him self
on peem gefeohte forspillan.
in that fight to-destroy
‘When Darius saw that he would be defeated, he wanted to destroy
himself/die in the battle.’
(Or 3.9.128.5)
(example, translation and gloss from Traugott 1992: 197)

The first wolde clearly expresses future meaning, while the second one retains
the basic meaning of ‘wish’ (see Warner 1993: 168-169 for a list of examples of
OE willan conveying future meaning). However, OE willan is not only used to
express these two semantic nuances. It may, together with *sculan and magan, be
used to express possibility of probability (Traugott 1992: 195). An example of
magan in this use is (3.11):

(3.11) bonne meeg hine (ACC) scamigan pcere breedinge (GEN/DAT) his hlisan.

Then may to-him shame of-that spreading of-his fame
‘Then he may be ashamed of the extent of his fame.’
(Bo 46.5)

(example, gloss and translation from Traugott 1992: 195)

In this sentence, the meaning of OE magan is not ability or permission, but is
closer to possibility.

Summing up, OE pre-modals may express their basic (lexical) meaning
(e.g. willan meaning ‘to wish’), root meanings such as obligation (e.g. *sculan
meaning ‘must’), possibility (e.g. magan meaning ‘may’), and temporal relations
(e.g. willan ‘will’ futurity). However, OE pre-modals do not clearly occur in
epistemic contexts (cf., for example, Warner 1993: 162). Thus, of all the
semantic connotations referred to in Figure 3.2, those which exist in Old English
are the so-called facultative, deontic and temporal relations, i.e. the first, second
and fourth step, respectively. Epistemic meanings, therefore, seem to be absent
from the OE panorama.

The absence (or presence) of epistemic meaning seems to be the most
controversial point about the semantics of OE pre-modals. As seen in section

" The most representative among temporal meanings is the one related to future time reference.
According to Denison (1993: 303), futural meaning has affinities with both epistemic and
deontic meanings.
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2.2.2.2, the epistemic function is related to the speaker’s belief in the truth or
untruth of what he is saying. In other words, it is mostly a subjective quality that
ranks a certain statement on a scale that goes from the fully asserted to the fully
negated (cf. Goossens 1982: 74-75). PDE modals such as can, may, must, shall
and will show, in addition to their root meanings of volition, permission, etc.,
epistemic meanings such as possibility or probability.

As for Old English, Warner (1993: 162) considers that motan and *sculan
“are open to interpretation in terms of the less clearly epistemic area of inevitable
or expected futurity,” and gives some examples which are closer to the inevitable

future. Consider, for instance, (3.12):

(3.12) gif pu ponne gelefst pcet hit swa sie on Gode, ponne scealt pu nede

if you then believe that itso isin God then shall you necessarily
gelefan pcet sum anwald sie mara ponne his
believe that some power is more than his
‘if you then believe that God is such [lit.: that it thus is (subjunctive) in
God], then must you necessarily believe that some power is greater than his’
(Bo 34.84.24)

(example and translation from Warner 1993: 163)

Here scealt expresses future rather than the above-mentioned epistemic meaning
which is at some point in between what is fully asserted and what is fully
negated.

Together with motan and *sculan, the pre-modal magan is also said to
occur expressing epistemic modality (Denison 1993: 152-154). Goossens (1982:
78) claims that in most of the instances, it is not the verbs on their own that
express epistemic meaning. In these instances the pre-modals are either
accompanied by adverbs such as we/ ‘indeed, to be sure,” eape ‘easily, perhaps,’
or appear in a clause dependent on a verb of opinion. Despite’s Goossen’s (1982)
claim, Warner (1993: 166) affirms that magan “could be used in epistemic
contexts, even if this did not form an important part of its meaning and was
partly restricted to contexts which neutralized the epistemic-dynamic

distinction,” and provides a couple of examples. One of them is (3.13):

(3.13) and hi  da ealle sceton, swa swa mihte beon fif pusend  wera
and they then all sat so so might be five thousand men (gen.)
(Part of the narrative of the feeding of the 5,000 with loaves and fishes)
‘And they then all sat, so that (there) might-have been five thousand (of)
men
(£CHom 1.182.16)
(example, explanation and translation from Warner 1993: 166)
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In sentence (3.13), mihte seems to express the uncertainty typical of epistemic
modality, so it does not appear impossible to find examples of epistemic
meanings in Old English, even tough they are rare. The most favourable
environment for the expression of such modal meaning is the impersonal
construction with pre-modals (Denison 1990a: 154; Traugott 1992: 197), but
even in these constructions the epistemic meaning was not very common. An

instance of such a marginal phenomenon is (3.14):

(3.14) ...ic wat peet hine (ACC) wile tweogan hweeder heo him sod secge
...I know that him will doubt whether she him truth may-say
‘I know that he will doubt whether she will tell him the truth.’
(HomU 21 (Nap 1) 35)
(example, gloss and translation from Traugott 1992: 197)

According to Traugott (1992), OE willan expresses in this sentence, as well as
magan in example (3.11), an epistemic meaning, since the veracity of the event
described in the proposition is put into question, that is, it is not fully asserted or
fully negated.

As already mentioned, instances such as this one are very rare in Old
English, because the expression of epistemic modality is in itself rare in that
period. This is seen in two facts, in addition to the general absence of epistemic
modals. The first piece of evidence is that the subjunctive mood does not express
doubt in main clauses, but only in subordinate clauses (Goossens 1982: 79-80,
Traugott 1992: 197). The second fact is the low number of OE adverbs
expressing epistemic possibility and probability (these meanings are primarily
expressed by phrases such as wen is peet, ‘hope is that’), as opposed to the ample
range of OE adverbs expressing certainty (eefestla ‘certainly,” forsop ‘truly’), as
mentioned by Traugott (1992: 197-198). In view of this scarcity of means to
express epistemic meanings, it may be concluded that the grammaticalization of
epistemic modality is marginal in Old English (cf. Traugott 1992: 197-198)."

In addition, the typological study carried out by Bybee et al. (1994) shows
that the late development of epistemic meaning is universal (1994: 195). Neither
lexical items, such as adverbs, nor grammatical devices, such as the subjunctive
mood and pre-modals themselves, are epistemic markers with a relevance similar

to that found in Present-Day English. Bearing this in mind, we must expect that

'* A recent study by Rodriguez Redondo and Contreras Domingo (2004) shows that quotative
verbs could be used in Old English to convey epistemicity.
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the semantic features of OE pre-modals concern the expression of their basic root
meanings and, in some cases, temporal meanings.

In addition to the variety of meanings which OE pre-modals may convey,
it is also important to notice that, on occasions, they prove to be semantically
empty, since they are accompanied by a synonymous non-pre-modal (cf. Beths
1999). Consider, for example, (3.15):

(3.15) Hwa dear nu gedyrstlecan, pcet he derige pam folce?
Who dare now dare that he harm (subj) this people (dat)
‘Who would now dare to harm these people?’
(AHoml vii, 306)
(example, gloss and translation from Beths 1999: 1081)

Sentence (3.15) contains the third person singular of the pre-modal *durran, ‘to
dare,” namely dear, followed by an infinitive, gedyrsticecan, which also means
‘to dare.” This is not an isolated example (see Beths 1999 for more examples),
and it might indicate that the meaning of the pre-modal is totally bleached,
because otherwise it would be redundant to have two verbs expressing the same
meaning in the same verbal unit. In other words, it is redundant to say who dares
to dare?, so the presence of the second dare must be due to the semantic void of

the pre-modal *durran.

Summarizing the features of the OE pre-modals, there is a cline from fully
lexical to partially grammaticalized verbs. In some cases, the OE pre-modals may
function as fully lexical verbs, keeping their original meaning, and occurring in
syntactic constructions in which they prove to be the head. In other cases, the OE
pre-modals behave as auxiliaries, since they lose their syntactic idiosyncrasy in
favour of the infinitive which follows them, and they may be used to express root
modality and temporal meanings. We observe, then, that as early as in Old
English, some of the pre-modals have undergone two of the formal processes
claimed by Heine (1993: 58 ff.) to be part of the grammaticalization chain, as
seen above in section 2.1.3.1. These two processes are, on the one hand,
decategorialization, or change in morphosyntax, and, on the other hand,
desemanticization, or change in semantics.

Once I have examined the morphological, syntactic and semantic features
of OE pre-modals (which, as repeatedly mentioned, include the preterite-present
verbs plus willan), I will have a look at the pre-modal verb that is the concern of

this study, namely OE purfan, and at its derived verb bepurfan.
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3.2.2. Preliminary approach to Old English purfan and bepurfan

As already mentioned, OE purfan is a preterite-present verb belonging to class
III (Campbell 1959: §767). Its possible forms are:

IStdsg. pearf

2"%sg.  pearft
pRESENT | INPICATIVE 4 sg.  pearf

PI. purfon

SUBJUNCTIVE Dpurfe(n), pyrfe(n)

PRETERITE porfte
INFINITIVE purfan
PRESENT PARTICIPLE bearfende’”

Table 3.2: Forms of OF purfan (from Campbell 1959: §767)

Campbell also mentions that in the Rushworth Gospels the present participle
form dorfende and durfende are recorded. In addition to that, the Northumbrian
dialect has a re-formed present dorfed, used as a third person singular and plural.
Finally, in the Lindisfarne Gospels the form durfu is also attested.

The label purfan includes, in this piece of research, other semantically and
morphologically similar verbs, namely, OE pearfan, ‘to need, suffer need,’
porfan, ‘to need,” and pearfian, ‘to be in need,” according to the respective
entries in Bosworth and Toller. These verbs are clearly synonyms of purfan in
the sense of Bosworth and Toller (s.v. purfan v.), and they are morphologically
similar as well. In fact, the main difference between these verbs and purfan is the
radical vowel (<u>, <ea> or <o0>). This is not, however, such a substantial
difference, because it is possible for purfan to exhibit either of these vowels, as
shown in Table 3.2. In addition, the present participle of purfan, namely
pearfende, is also the present participle of pearfan (cf. Bosworth and Toller s.v.
pearfan). Thus, the apparent difference between both verbs seems to be
neutralized in the present participle forms, which, furthermore, are usually
adjectives meaning ‘poor, needy’ in both cases, according to the entries given by
Bosworth and Toller. The same signification is carried by the present participle
of porfan, namely porfende, though this may also be used substantively (cf.
Bosworth and Toller s.v. porfend m.), and that of pearfian, namely pearfigend, as
can be gathered from the only example of this verb offered by Bosworth and

> According to Bosworth and Toller (s.v. purfan v.), the present participle of purfan is
Dburfende, pyrfende. Although these forms will also be searched for in the corpus, I list
pearfende as the most common form of the present participle of purfan in Table 3.2, following
Quirk and Wrenn (1955: 57) and Campbell (1959: §767).
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Toller (s.v. pearfian, v.). The fact that the dictionary does not provide any
personal form of the verb reveals that such forms are marginal in Old English.
Therefore, although the initial panorama offered by Bosworth and Toller
contains four different verbs, purfan, pearfan, porfan and pearfian, their
semantic and morphological features do not prove to be so specific; rather, they
converge at the same morphological and semantic point. They may be
morphologically referred to as p*rfan verbs, and they all convey the meaning
‘need.” In addition, the fact that these verbs seem to merge in Middle English
under the verb thurven (MED, s.v. thurven, v.) seems to indicate that they are
close relatives. For all these reasons, in the analysis of the corpus data, the label
purfan will include not only the verb referred to in the lexical entry of such a

word in the dictionary, but also its morphological variants pearfan, porfan and

pearfian.

Having made these morphological clarifications, it must be noticed that, as
far as the syntax of purfan is concerned, it behaves much like PDE modal need,
that is, it is essentially restricted to non-affirmative contexts, interrogative and
negative (cf. Denison 1993: 295). The syntactic pattern in which it occurs
depends on the meaning it conveys in each example. For this reason, I will start
by analysing the meaning of this verb following the semantic indications found
in Bosworth and Toller (s.v. purfan v. I-1Il). In this dictionary we can observe

that OE purfan may have three different meanings:'®

1.- “to be in need, have need of something.” In this sense, the verb could

be used:
- absolutely
(3.16) Gif ou clapa pe  ma on heefst, ponne ou purfe.
if you (nom) clothes (gen.) part. more on have (2 sg) than you need (sg.
subj.)

‘If you have more clothes than you need.’

- with genitive of thing needed
(3.17)ne ou mines Dbearft.
neg. you (nom.) mine (gen.) need (2 sg)
‘You don’t need mine.’

- with accusative
(3.18) Mupa gehwylc mete pearf.
mouth  each meat (acc.) needs

16 . . .
” Unless otherwise stated, glosses and translations are mine.
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‘Each mouth needs meat.’

2.- ‘to need to do something.” Obviously, in this sense, purfan will be
followed by an infinitive. The nuances that describe the necessity may be

of different types:
a.- “where a want has to be satisfied, a purpose accomplished or the like.”
(3.19) Hi witan hweer hi  eafiscas secan purfan.

they know (3 pl) where they river-fish (acc- pl.) seek need
‘They know where they must seek the river-fish (if they are to find
them).’

b.- “where the need is based on the grounds of right, fitness, law, morality,
etc., to be bound to do something because it is right, etc.”
(3.20) Gif he gewitnesse heebbe, ne pearf he dcet geldan.
if he knowledge has negneed (3 sg) he that pay
‘If he knows that he is not bound by law to pay.’

c.- “with the idea of compulsion, or where the inevitability of a
consequence is expressed; in some cases the word might be taken almost
as an auxiliary, of much the same force as shall: to be obliged, be
compelled by destiny.”
(3.21) Ge ne purfon  her leng wunian.
you (pl) neg need (pl) here long dwell
“You shall not be obliged to stop here any longer.’

d.- “to have a good cause or reason for doing something.”
(3.22) Ne pearf he gefeon.
neg need (3 sg.) he rejoice
‘He has no reason to rejoice.’

e.- “where the need arises from an advantage to be gained, or purpose to
be served, fo be use, to be good for a person to do something.”
(3.23) Ne pearf ic yrfestol  bytlian.
neg need (1 sg) I hereditary seat build
‘It is no good to me to build an hereditary seat.’

3.- to owe (cf. *sculan)
(3.24) Ne pear ic N. sceatt  ne scilling.
neg need (1 sg) I N. property neg shilling
‘I owe no property of money.’

As can be observed, the semantics of OE purfan does not include any
epistemic meaning. However, the information in the dictionaries contrasts with
Borgenstierna’s (1988) findings. In her monographic work devoted to the verbal
expression of modality in Old English, she comes to the conclusion that OE

purfan is rarely found expressing other meanings than epistemic. This assertion
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strikingly contrasts with the information offered in section 3.2.1, where we have
seen that there is a general agreement on the absence of grammaticalized
epistemic meanings in Old English. The reason for the mismatch between
Borgenstierna’s conclusions and the other scholars’ lies on her criterion for the
identification of epistemic meanings. She considers that the fact that OE purfan
is often followed by verbs of thought (e.g. think, doubt, consider, etc.) implies
that this pre-modal has epistemic values. However, I am of the opinion that the
carrier of the epistemic weight is the infinitive and not purfan.

Therefore, the most frequent meanings of purfan range from ‘need
something” and ‘need to do something,” up to ‘to be obliged or compelled.’
Consequently, the modal meanings expressed by OE purfan seem to be restricted
to root necessity, either weak, or strong, i.e. ‘obligation.” If we take into account
that this verb used to appear in non-affirmative contexts, both meanings will
converge into the more general meaning of ‘lack of obligation.” In addition, OE
purfan may also be a synonym of OE *sculan in its basic ‘owe’ meaning.

Syntactically, OE pre-modal purfan may be used absolutely. This is not to
be confused with apparent cases of post-verbal ellipsis, because, as mentioned
above, the possibility of a pre-modal to occur in absolute uses is one of the
exceptions for the existence of syntactic ellipsis, as mentioned by Warner (1993:
113-114). It may also be followed by an NP or by an infinitive, that is, it may
have a nominal or an infinitival theme. The wide variety of possible semantic
nuances of OE purfan when it has an infinitival theme seems to reveal that this is
the most frequent type of construction for this OE pre-modal. The preference for
an infinitival theme seems to suggest that OE purfan has auxiliary status. In fact,
this pre-modal verb occurs also in impersonal constructions of the type
mentioned above, in which the pre-modal loses its syntactic characteristics and
adopts those of the impersonal infinitive (cf., for instance, Warner 1993: 125).

Consider, for example, (3.25):

(3.25) peet us (DAT) ponne ne durfe sceamian.
that us then not need be ashamed
‘that we need not be ashamed.’
(Foerst VercHom 9)
(example and translation from Allen 1997: 15)

In this example, the non-nominative experiencer us occurs, instead of the
nominative we, because purfan adopts the syntax of sceamian, ‘to be ashamed.’

OE purfan, therefore, has lost its syntactic weight in this construction in favour
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of the impersonal infinitive which follows it, which can be analysed as a case of
decategorialization. It may be said, therefore, that its function is that of an
auxiliary, as we saw above in example (3.5). Further evidence of this auxiliary
status is seen in the fact that purfan may occur with a passive construction, and it,
therefore, becomes a “sentence modifier” (in Warner’s 1993: 160 terms).

Consider, for example, (3.26):

(3.26) ac witodlice pcet gesegen beon meeg, ne pearf peet ben gelyfed.
but indeed what seen be can not need (3 sg.) that be believed
‘but indeed what can be seen [lit.: seen be can] does not need [lit.: not needs
that] to be believed.’
(GD 269.15)
(example and translation from Warner 1993: 161)

Warner (1993) considers that the pre-modal pearf functions as a sentence
modifier in this example. That is, here purfan acts as most PDE modals, since it
does not mark a relationship between the subject and the object (the experiencer
and the theme). In a sentence such as John drinks water, the verb drink mediates
between the subject John and the object water. In addition, drink always selects
its subjects, that is to say, neither the noun water nor the pronoun what may
occur as subjects of drink. PDE modal verbs, however, do not select their
subjects, because they do not mediate between them and the object; they are
merely sentence modifiers. This is what Warner (1993) claims for examples such
as (3.26), where purfan is just modifying the sentence in which the main verb
occurs in the passive voice.

In spite of these auxiliary-like features of OE purfan, it must also be noted
that purfan is not expected in contexts involving pseudo-gapping, because, as
mentioned by Warner (1993: 133-134), this verb, together with OE cunnan,
*durran and motan, is not attested in such a construction. In the analysis of the
corpus data, however, we will see the frequency of each of the possible
constructions and meanings of this OE pre-modal, and, therefore, check the

accuracy of the information found in the literature.

The second preterite-present verb expressing necessity which will be part
of my study is OE bepurfan, a verb derived from purfan by means of the OE
prefix be-. This is one of the most common OE verbal prefixes, which in stressed
contexts may be realized as bi- (cf. Kastovsky 1992: 379). It may have the

following effects on the verb: (a) transitivization, i.e., it may make an intransitive
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verb transitive (e.g. feohtan, ‘fight,” befeohtan, ‘take by fighting’); (b)
intensification, i.e., it intensifies the meaning of the original verb (e.g. brecan,
‘break,” bebrecan, ‘break to pieces’); and, finally, (c) it may not change the
meaning of the verb at all (e.g. beodan, bebeodan, ‘offer, announce’), as
mentioned in Kastovsky (1992: 379). The fact that be-, together with other OE
prefixes (e.g. a-, ge-), may not have any semantic effect on the verb, and the
subsequent existence of two synonymous verbs which may alternate in the same
text leads to an inevitable decay of these prefixes in Middle English (cf.
Kastovsky 1992: 377). It will be interesting to check in the corpus data if the
frequency of bepurfan is even throughout the Old English period, or if, as could
be expected, it decreases along the period.

The forms of bepurfan are those listed in Table 3.2 for purfan, though
with an initial be- or bi-. There are not any morphological variants alternating the
radical vowel, as was the case with purfan. Semantically, both purfan and
bepurfan are synonyms in their basic meaning ‘to need, to be in need’ (cf.
Bosworth and Toller, s.v. bepurfan, v., and purfan, v.). However, as far as syntax
is concerned, the information we obtain from Bosworth and Toller (s.v.bepurfan,
v.) reveals that the use of both verbs is somewhat different. The prefix be- seems
to reduce the range of possible syntactic constructions where this verb may
appear, especially as compared to the ample variety of constructions available for
OE purfan. The examples provided in the An Anglo-Saxon Dictionary share a
particular characteristic: in no case has bepurfan a sentential theme. Instead,
genitival noun phrases are found, sometimes preposed and sometimes postposed
to the verb. Consider, for instance, (3.27)

(3.27) Wisdomes bepearf.
wisdom (gen. sg.) requires
‘he requires wisdom.’

A different interpretation for sentences like this one is suggested by Krug (2000:
123). In his opinion, OE bepurfan may be a synonym to OE polian when
constructed with a genitival theme, meaning ‘to lose, lack.” I have not found the
meaning ‘to lack’ in any of the entries of bepurfan in the two Old English
dictionaries used for this study (Bosworth and Toller, and Clark Hall). However,
it is undeniable that there is a direct relationship between the meanings ‘to lack’
and ‘to need.’” This information will be checked in the analysis of the examples

from the corpus, in section 3.4.1.
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3.3. Preliminary approach to Old English neodian and behofian

In this section, I will provide a description of the syntactic features of OE
neodian and behofian, as found in the relevant literature. 3.3.1 deals with
neodian, and offers and explanation of the complex range of verbs which are
analysed under this form. In its turn, 3.3.2 concentrates on behofian, with special

reference to its claimed impersonal nature.

3.3.1 Old English neodian

As mentioned, the aim of this section is to analyse the syntactic features of
neodian, which basically concern its impersonal character. However, before
undertaking this task it is necessary to clarify and also justify the forms that I
have decided to include under the form neodian.

The editors of the OED state that the etymological predecessor of the PDE
modal and non-modal verb need is OE neodian (cf. OED s.v. need v.2), and,
therefore, all possible forms of that verb are to fall under the scope of my
analysis. In addition, Old English has another verb neodian (cf. OED s.v. need
v.1), which is said to mean ‘compel, force, urge.” In order to find and analyse all
the possible examples of the etymological predecessor of PDE need meaning ‘to
be necessary’ or ‘to need,” I opted to analyse all other possible variants of OE
neodian, based on the morphological information provided in the An Anglo-
Saxon Dictionary edited by Bosworth and Toller, as is explained below.

From a morphological perspective, OE neodian (cf. Bosworth and Toller,
s.v. neodian, neadian) i1s an OE weak verb class 2, since it exhibits the
characteristics of this class of verbs, as opposed to weak verbs class 1: the
absence of an i-mutated vowel and of a geminated consonant in the stem, and the
presence of /i/ in the infinitive (cf. Hogg 1992¢: 157-162). As is well-known,
verbs belonging to the weak class are derived from other lexical items of the
language. Therefore, we expect neodian, neadian to be derived from a noun such
as neod or nead. In Old English there actually exists a noun neod,'” for which

Bosworth and Toller (s.v. neod, n.) provide two entries:

' In fact, the construction of this noun together with the verb beon/wesan or habban, is very
frequent in OE as an expression of necessity (meaning ‘it is necessary’ or ‘have need’). This
type of construction will not be considered in this paper, since my purpose is to account for
verbs exclusively. However, it is my intention to analyse, in future research, constructions such
as neod beon / neod habban and pearf beon / pearf habban, since the noun pearf, from the pre-
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Neod, ned, nied, nyd f. ‘desire, eagerness, diligence, earnest, endeavour.’
Neod (=nead) ‘necessity.’

According to Bosworth and Toller (s.v. neod(=nead)), there seem to be no
formal distinctions between both words. In addition, the dictionary refers us to
the entry nid, which exhibits the alternative spellings nead, ned, neod, nied and
nyd, and a series of possible meanings, from ‘necessity, inevitableness’ to
‘difficulty’ or ‘compulsion.” Therefore, there are three OE nouns, namely neod,
nead and nid whose meanings refer to ‘necessity.’ It is foreseeable, then, that Old
English also exhibits three weak verbs derived from these three nouns, verbs
such as neodian, neadian and nidan. This is actually the situation we find in Old
English, and we also find variants from these verbs according to the different
spellings of the nouns from which they derive, that is, we may find verbs such as
nedan, niedan or nydan. Also, as shown in the Bosworth and Toller dictionary,
these verbs may have ge-variants, that is, variants beginning with the prefix ge-.
For the sake of clarity, Table 3.3 summarizes the different spellings of these
necessity weak verbs, as related to the nouns from which they derive.

In Table 3.3 we see that the meanings of the verbs in the right hand
column may be easily divided into two groups: one group containing those verbs
expressing ‘be necessary’ and the like, and a second group containing those verbs
expressing ‘force, compel’ and related meanings. The meaning of both groups
falls within the scope of necessity as understood in the force-dynamic conception
of modality described in section 2.2, that is, as analysed in terms of forces and
barriers. Thus, when something is necessary (in the sense of 2a neodian, for
example), there is some force for it to exist or to be present. In a similar line,
when a person compels or forces somebody to perform an action (in the sense of
3 neadian or 5a nidan, for instance), such a person (i.e. the antagonist) exerts
some kind of force on the other person (i.e. the agonist). In other words, we may
say that the verbs in the latter group, meaning ‘force, compel’ (listed as 3, 5a, 7
and 8 in Table 3.3) are causative, while the verbs in the former group, meaning

‘be necessary’ (listed as 2a, 4 and 6) lack such a nuance.

modal verb purfan is also common in OE, and also nedpearf beon / habban, showing a
combination of both stems (cf. Taeymans 2004b).
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NOUN + MEANING VERB + MEANING

1) Nedd, néd, niéd, nyd ‘desire, eagerness,
diligence, earnest endeavour’

2) Nedd (=nead) ‘necessity.” See passages |2a) Neddian ‘to be necessary’, v.neddian
under nid

3) Neadian (v. nid V1) ‘to force, compel,
constrain’

4) Neddian, neddian (v. nid IV) ‘to be
necessary’

No entry for nead

5) Nid, nedd, néd, neod, niéd, nyd (ct. 2)
above)
I ‘necessity, inevitableness’
IT ‘necessity, need, urgent
requirement’
IIT ‘a necessary business’, duty’
IV ‘need, what one wants’
V ‘necessity, need, difficulty,
hardship, distress’
VI ‘force, compulsion’ 5a) Nidan ‘to force, compel, urge’
VII ‘the name for the rune’

6) Ge-neodian ‘to be need’
No entries for nominal ge-forms L. of something for a person
I1. that something be done

7) Ge-neddian ‘to compel’

8) Ge-nédan, -niédan, -nydan ‘to compel,
force, urge’

Table 3.3: Entries for neodian, neadian and related items in Bosworth and Toller
(1898)."

Given the above-mentioned difference between the two groups of verbs, it
could be argued that each group of verbs should be dealt with separately.
However, I have embraced them all under the label neodian for a series of
reasons. Firstly, these weak verbs can all be said to ultimately derive from the
very same noun, namely OE nid (listed as 5 in Table 3.3). Secondly, in Old
English the verbs neodian (2a) and neadian (4), on the one hand, and neadian (3)
and nidan (5a), on the other hand, are synonymous, which makes neadian a
polysemous verb (‘to be necessary’ and ‘to force, compel, urge’ respectively).
Thirdly, both meanings, ‘need, to be necessary’ and ‘compel, force,” fall under
the scope of the force-dynamic interpretation of modality followed in this study
(cf. section 2.2.2.2 above). Finally, in Middle English, all three verbs yield the

' The entries provided in Table 3.3 are taken from An Anglo-Saxon Dictionary, both from the
edition by Bosworth & Toller (1898) and from the appendix by Alistair Campbell (1972).
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same morphological form, namely neden (cf. MED, s.v. neden v. 1, and neden
v.2), which seems to imply that the OE counterparts are morphologically and
semantically bound to fall under the same term. For this reason, as already
mentioned, this is the only method that will make it possible to cover all the
potential forms meaning ‘need’ or ‘to be necessary,” especially if we take into
account that the actual forms of neodian do not convey this meaning, as revealed
by a preliminary overview of the corpus. Moreover, Molencki (2002) and van der
Auwera and Taeymans (2004) are of the opinion that there is only one OE verb
neodian, which may exhibit two meanings, namely ‘be necessary’ or ‘need’ and
‘compel.’

A second division of the verbs in Table 3.3 could be made between verbs
with and without the prefix ge-. This is one of the most common verbal prefixes
in Old English (cf. section 3.2.2 above on the prefix be-). According to
Kastovsky (1992: 380), this prefix may have three different values. In some
cases, it denotes perfectivity, which often involves transitivization (e.g. eernan,
‘run,” gecernan, ‘gain by running’). It may form idiosyncratic verbs, i.e., ge-
verbs may have a completely different meaning than the original verb (e.g.
weorpan, ‘become,” geweorpan, ‘agree’). Finally, the prefix may not alter the
meaning of the original verb at all (e.g. (ge)adlian ‘be, become ill’). From the
entries of the dictionary which appear in Table 3.3, it may be concluded that the
prefix ge- does not alter the meaning of neodian, neadian, and, for this reason, no
difference will be made in the treatment of these verbs.

As 1s clear from my analysis of all the verbal forms in Table 3.3, in the
analysis of the corpus data I will take into account the totality of such verbal
variants and I will include them under the label neodian. This label conveys a
wide range of possible necessity meanings which might constitute the origin of

the multiplicity of meanings of PDE rneed, as seen in section 2.2.2.3.

Once the questions of spelling and semantics have been clarified, I will
outline the syntactic behaviour of neodian in Old English, with special reference
to its claimed impersonality.

To begin with, Bosworth and Toller’s dictionary (s.v. neadian, neodian)
implies that neodian is an impersonal verb, since its meaning is ‘to be necessary.’

Only two examples are given under such an entry:
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(3.28) On cealdum eardum neodap  Ocet Oces reafes mare sy.
On cold lands (dat.) is necessary that the vestment (gen.) more is
‘In cold lands it is necessary that there are more garments.’

(3.29) Dees abodes  forsceawung sceal beon be dysum,  hu
The abbot (gen.) contemplation (nom.) shall be by these (dat.) how
Jces neodige.

that (gen.) is necessary
‘Contemplation of the abbot shall be in conformity with these, as is
necessary.’

On the other hand, Visser (1963-1973: 1424, §1345) states that “The Old English
verb (ge)neodan was an ‘impersonal’ verb, and consequently complemented by a
pronoun in the dative as an indirect object,” which is the experiencer (cf. Allen

1995, and section 3.2.3 above). He provides the following pair of examples:

(3.30) Gyf pe smeelre candelle  geneodige.
if you (acc. or dat.) small candle (gen.) be necessary
‘If a small candle is necessary for you (if you need a small candle).’

(3.31) donne  pe martirlogium geneodie.
therefore you (acc. or dat) martyrology (nom.) is necessary
‘Therefore martyrology is necessary for you (you need martyrology).’

The first thing we notice is that the experiencer occurs only in (3.30) and (3.31),
that is, in the examples of the ge- compound of the verb (the experiencer is the
oblique pronoun pe, in both cases); on the contrary, in examples (3.28) and (3.29)
there is not an experiencer. We could then think that the appearance of the
experiencer 1is, therefore, conditioned by the ge- prefix. Therefore, it will be
interesting to check whether the prefix ge- plays any important role as for the
selection of the experiencer.

On a different line, we also notice that OE neodian may appear at least in
three different types of constructions depending on the nature of the theme. In
sentence (3.28), the theme is a that-clause (deet dces reafes mare sy), whereas in
sentences (3.29) and (3.30) the theme is a genitive noun phrase (dees and smeelre
candelle, respectively). Only example (3.30) is an instance of Allen’s Type N,
because it has an oblique experiencer, while sentence (3.29) does not exhibit any
experiencer (cf. section 2.3.2.3 above). Finally, sentence (3.31) illustrates a
different type of impersonal construction. In this case the theme is nominative
(martirlogium) and the experiencer is oblique. Example (3.31) is, therefore, an

experiencer verb construction Type I, according to Allen (1995).
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From the data we obtain from the specialized literature, such as Bosworth
and Toller (1898) and Visser (1963-1973), we may draw two conclusions.
Firstly, OE neodian may be construed with or without an explicit experiencer,
apparently depending on whether the verb occurs with the ge-prefix or not.
Secondly, OE neodian is an experiencer verb which may appear, at least, in two
different types of impersonal construction, namely Type N and Type I. This verb
keeps its impersonal nature “well into the Middle English period”, when it
gradually developed a personal construction (e.g. OE *pam cynge neodap > ME
pe king nedeth), as stated in Visser (1963-1973: 1424, §1345; 1425, §1346). 1
will test these two conclusions with the analysis of the OE corpus (cf. section
3.4.2 below).

3.3.2. Old English behofian

Behofian 1s also an OE weak verb class 2. It seems to be etymologically derived
from the noun behof, ‘behoof, profit, need’ (Clark Hall, s.v. behof n.), which
would account for the non-existence of an OE corresponding verb without the
be-prefix, *hofian (cf. 3.2.2 above on the dichotomy purfan-bepurfan). Possible
variants of this verb are OE bihofian (cf. above in 3.3.1 the relationship be-/bi-),
and OE abehofian, which is claimed to be a verb derived from it.”
Morphologically this verb does not demand further attention. However, its
semantic and syntactic features, as well as the relationship between them, are
worthy of a closer examination.

Let us start with the basic semantic notion conveyed by OE behofian.
According to Bosworth and Toller (s.v. behofian, v.), this verb may express two
basic meanings: ‘to have need of, to need, require,” and ‘it behoves, it concerns,
it is needful or necessary.” Obviously, the second of these meanings applies to
impersonal constructions, while the first one concerns personal constructions (cf.
also Mitchell 1985: §1092). Therefore, from this initial approach to OE behofian,
we may gather that it is used both in impersonal and personal constructions, with
a slight difference of meaning, since in the impersonal construction the notion of
appropriateness (‘it is necessary’) accompanies that of bare necessity (‘to need’).
This notion of appropriateness is what makes Elmer (1981) decide to group
several impersonal verbs under the label ‘BEHOVE class.” The BEHOVE class
(1981: 6) includes OE behofian together with (ge)byrian, gerisan, and

' I may advance that no instances of abehofian have been found in my 1.2 million-word corpus.
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gedafenian, all sharing the basic meaning ‘it concerns, it is fitting, it behoves;’
the notion of bare necessity is only present in behofian. In other words, in his
classification, Elmer is only considering one of the possible meanings of OE
behofian, namely that of appropriateness. In a similar line, Anderson (1986), who
follows Elmer in his analysis of the BEHOVE class, excludes examples where
personal behofian appears, claiming that this is a different verb meaning ‘to
need.’

In Elmer’s analysis of the different semantic classes of OE impersonal
verbs, behofian rarely coincides with the syntactic environments characteristic of
the other members of the BEHOVE class (cf., for instance, 1981: 65, 73). This
lack of parallelism between behofian and the verbs which belong to the same
semantic class raises the question of whether ‘it is fitting, it behoves’ is the
primary meaning of behofian in Old English, and whether this verb is usually
found in impersonal constructions.

Allen (1997: 3) answers these questions when she states that in Old
English there is no occurrence of impersonal behofian: “no examples are to be
found in manuscripts from before the 12™ century of behofian used with a clear
non-nominative Experiencer in either poetry or prose. Instead, the Experiencer,
when it was expressed, was always in the nominative case.” This assertion is
based on the analysis of every single occurrence of behofian in Old English.
Allen (1997: 4-5) mentions that in A Microfiche Concordance to Old English,
compiled by Venezky ef al. (1985) there is not a single non-gloss example of
impersonal behofian. How should we consider, then, the data offered by
Bosworth and Toller, and also by Mitchell (1985)? According to Allen, the
examples they provide only appear in the interlinear glosses of the 12" century
copies of the OE manuscripts, so they are not original OE examples, but a mark
of the ME scribe (cf. Allen 1997: 5). Since these cases must, then, be excluded
from the analysis, all examples of OE behofian to be found in the corpus are

. . . . 2
expected to occur in personal constructions, with the meaning ‘to need.’*

%% Fischer and van der Leek (1987: 115, note 12) observe a parallelism between OE behofian
and its cognate Present-Day Dutch behoeven. The basis of this parallelism is that Present-Day
Dutch behoeven exhibits two possible constructions: a personal (i), and an impersonal one (ii).:
(i) deze man behoeft hulp - ‘this man has need of help’
(i) u behoeft dat niet over te vertellen = ‘you are not required to say that again’
Since Allen (1997) proves that in Old English no example of impersonal behofian is recorded,
Fischer and van der Leek’s parallelism may only apply to in later periods of English. In
addition, Mackenzie (1997: 81) points out that Present-Day Dutch hoeven, which appears to be
etymologically related to behoeven, is similar to PDE need in some respects.
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I will now describe the syntactic features of OE behofian. According to
Allen (1997), behofian can occur either with two NPs or with an NP and a
sentential argument. When behofian has two NPs as arguments, the experiencer
is always inflected for the nominative, while the second NP, the theme, is usually
genitive (rarely accusative). OE behofian, therefore, shows the pattern of
experiencer verb constructions Type II (cf. section 2.3.2.3 above). As an
example, see (3.32), from Allen (1997: 5):

(3.32) se hlaford (NOM) heora (G) behofad.
the lord of them needs
‘The lord needs them.’
(£CHom 1, 14.1 206.12)

When behofian has an NP and a sentential theme, the experiencer is always
present and inflected for the nominative case. It belongs, therefore, to the
‘Personal’ Type of experiencer verb constructions. Apparently, the difference
between this type of argumentation and that of two NPs is very slight and
concerns the meaning of the verb. Consider, for instance, the following example,
provided by Allen (1997: 6):

(3.33) And pces behofad se cyning peet he clypige to his witum.
and because of that needs the king  that he calls  to his counsellors
‘and for this reason the king ought to call to his counsellors.’
(Ahom 9 46)
The expression of strong root necessity of OE behofian could be seen as a hint of

the gradual movement of the semantics of this verb towards the notion of
appropriateness, and hence its translation as ‘ought to’ instead of ‘need.” The
analysis of the corpus data will shed more light on this topic (see below, section
3.4.3, as for the features of ME bihoven).

Summing up, sections 3.1, 3.2 and 3.3 pave the way towards an analysis
of the corpus data, since they provide a general description of the language in the
Old English period (-1150). We have seen that at this period there are two
preterite-present verbs, namely purfan and bepurfan, and two weak verbs,
namely neodian and behofian, which may signify ‘to need.” We have also seen
that they differ syntactically to quite an extent. In the next section, devoted to the

analysis of the corpus data, I will analyse how these verbs interact and compete
in Old English.
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3.4. Evidence from the Old English corpus. analysis of the findings

3.4.0. Introduction: the corpus, variables studied and general frequency of the
verbs

Before the analysis of the linguistic data, this introductory section describes the
corpus selected for Old English as well as the variables studied in the corpus.
Finally, it will set out the general frequency of the verbs per subperiod. In earlier
versions of this study, which focused on Old English exclusively, I worked with
the OE section of the Helsinki Corpus (compiled by Rissanen ef al. 1991), which
contains 413,250 words (Loureiro Porto 2002). Such a corpus-size allowed me to
draw some conclusions, but it proved to be inadequate for the purposes of this
study. As a consequence I decided to resort to a larger corpus in order to extract a
collection of texts which, added to those of the Helsinki Corpus, would yield a
reasonably large corpus. The selected corpus was the Dictionary of Old English
Corpus (DOEC, edited by diPaolo Healey et al. 2000), which, as is well-known,
contains the totality of the extant texts of Old English (ca. 3000 texts), which
make a total of ca. 3 million words. I decided to triple the size of the Helsinki
Corpus and compile a 1.2-million-word corpus, which represents more than one
third of the total extant OE words. The methodology used to select the ca.
800,000 words from the DOEC is explained in the paragraphs which follow.

The first task was to obtain a complete list of the texts which are contained
in the DOEC; this was downloaded from the following internet site:
<http://www.mshs.univ-poitiers.fr/ForellOETINDEX.RTF>. The list of texts
contains the short title of each text (convention used by the editors of the DOEC),

the Cameron Number,21

and a three-letter code which specifies the form of the
text (prose or verse), the period (early, late or indeterminate), and the dialect
(Saxon, Anglian or unknown). With that information in hand, I first identified
which of those ca. 3000 texts are also present in the Old English section of the
Helsinki Corpus, so that they are disregarded in the selection of the new texts to
be added to my corpus. For the identification of texts the help provided by the
Cameron Numbers was crucial, because both the list of the DOEC and the texts

of the HC contain the reference to such codes.

! As is well-known, Angus Cameron (1973) assigned to each of the Old English texts a code
made of one letter (from A to F) and a series of numbers. These codes have been internationally
acknowledged from then onwards.
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The next task was to randomize the list of texts, so that the sample is not
biased by any external influence, such as, for example, the criteria followed by
the editors when ordering the texts in the 77 files. The electronic tool used to
randomize the texts was Microsoft Excel,* which produced a randomly ordered
list of all the Old English texts which appear in the Dictionary of Old English
Corpus. The selection of the texts to be included in my corpus was then safely
extracted from this list, where the order of the texts is not biased by any factor.

A preliminary overview of the list of the texts revealed that the
chronological distribution of the Old English texts was extremely uneven. As is
well-known, the OE period is traditionally divided into early and late Old
English. The definition of the term “early Old English” is not uncontroversial.
The Cambridge History of the English Language (Hogg 1992a) follows the
traditional distinction between early and late Old English. According to it, early
Old English or Alfredian Saxon refers to the language produced before 950, or,
in other words, the language used in the texts written in the court of King Alfred,
who ruled from 871 to 899 (cf. Hogg 1992b: 6). After that date, and due to the
standardization introduced by Athelwold (abbot of Abingdon from 954, and
bishop of Winchester from 963), the orthography changed considerably up to the
point that “there is no direct chronological line of descent between Early and
Late Old English” (Hogg 1992c¢: 83-84). Therefore, according to The Cambridge
History of the English Language, the main representative of early Old English is
King Alfred, while Zlfric, one of ZAthelwold’s pupils and abbot of Eynsham, is
the most outstanding figure of late Old English (cf. Hogg 1992c: 78).

The compilers of the Dictionary of Old English Corpus seem to agree on
the delimitation of late Old English, since they label as early Old English all texts
dated before 950. However, as for early Old English, they consider not only
those texts written at the court of King Alfred, but also all other written texts,
such as old runic inscriptions. As a consequence, in this study I will consider that
early Old English includes all the English texts written before 950, and that late
Old English comprises those texts written between 950 and 1150. For historical
reasons, the number of extant texts dating from early Old English is much more
restricted than those of late Old English. For this reason, I decided to extract all

such texts, with the exception of those which appear in the Helsinki Corpus and

> The procedure is the following. The list of texts must be pasted in Column A in a new
document of Microsoft Excel. In Column B, a formula must be applied so that a random number
from 0 to 1 appears in each cell. Then the list is ordered according to the number in Column B.
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those which belong to Latin-Old English Glossaries, since such material does not
provide a running context for a linguistic study such as the one I intend to carry
out.

The routine followed in the extraction of the texts is the following. Using
the Cameron Number I located each text within the 77 files of the Oxford Text
Archive,” with the aid of the Index to the Old English Corpus (OTA), which I
downloaded from <http://www.georgetown.edu/faculty/ballc/englisc/oecorpus-
index.html>. Then I opened the relevant file, searched the text, copied it, and
pasted it on a new Microsoft Word document. After counting the words in each
text the document was saved as a TXT file.** This process was repeated as many
times as necessary up to completing the number of words needed for my 1.2
million word corpus.

As for the chronological distribution of texts, I extracted 140 texts of early
Old English, which come up to 153,802 words. Added to the early OE words in
the Helsinki Corpus, we obtain a total of 248,042. Therefore, the totality of the
extant early Old English texts (-950) is included in my corpus.

That leaves us with a list of texts containing works dating from late Old
English (950-1150) and also works whose date is indeterminate. In my selection
of the 1.2 million words I needed to represent OE, I decided to include only texts
whose date of composition was known, since this is a diachronic study which
aims at describing the chronological evolution of some verbs. Therefore, 1 left
out the texts which cannot be classified as belonging to either early or late Old
English. My goal, therefore, was to obtain a randomly selected list of late Old
English texts which would be representative of that period. A total of 373 texts
were included in my corpus, making a total of 638,603 words, which added to the
late Old English material present in the Helsinki Corpus comes up to 957,613
words. Therefore, my Old English corpus contains 1,205,655 words

chronologically distributed as shown in the following table:

3 1 acknowledge my debt of gratitude to Dr. Alejandro Alcaraz for his invaluable help and
generosity in providing me with the files extracted from the Oxford Text Archive formatted by
himself.

* DOC files have a number of drawbacks when working with the concordance program
Wordsmith Tools. One drawback is that Wordsmith Tools does not provide a complete wordlist
from the DOC files. Another disadvantage of the DOC files is that Wordsmith concordance
repeats some of the examples, when they occur at the beginning of the file. The TXT files,
however, yield accurate data when working with Wordsmith Tools.
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EARLY OLD ENGLISH | LATE OLD ENGLISH | TOTAL
(-950) (950-1150)
Helsinki Corpus 94,240 319,010 413,250
Dictionary of Old 153,802 638,603 | 792,405
English Corpus
TOTAL 248,042 957,613 | 1,205,655

Table 3.4: Number of words per corpus and OE subperiod.

The examples retrieved from this corpus have been analysed according to
morphological, syntactic and semantic variables. All in all, the following 43

variables have been taken into consideration:

o GENERAL INFORMATION

1) Code. Both the HC and the DOEC codify the texts they contain according
to some parameters, such as author or title.

2) Example. It contains the example in the original language with a large
enough linguistic context to interpret the verb under scrutiny.

3) Translation. The example is translated into Present-Day English.

4) Name of the text.

5) Author.

6) Subperiod. Though the information given in the Helsinki Corpus is very
specific (namely, O1 (-850), O2 (850-950), O3 (950-1050) and O4 (1050-
1150)), the DOEC subdivides Old English only into early and late OE,
and this is the subperiodization used in this study.

7) Dialect: The HC provides the following dialectal information A (Anglian),
AM (Anglian Mercian), AN (Anglian Northumbrian), K (Kentish), WS
(West Saxon). The DOEC, on the other hand, only classifies examples as
Saxon (which roughly corresponds to West Saxon), Anglian (including
Mercian and Northumbrian) or unknown.

8) Verse or prose. Verse may favour the particular syntactic constructions,
which might concern the verbs under study.

9) Text-type. This variable will allow for generalizations as regards the use
of some of the verbs in certain text-types.

10) Contemporaneity between the original text and the manuscript which is
kept nowadays. This information may be relevant for the interpretation of
anachronistic constructions, because it may reveal that the copyist

changed some aspects of language influenced by the language of the time
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when he copied the document. Unfortunately, this piece of information is
only provided in the HC.

11) Relationship to foreign original (gloss, translation, etc.). It may be the
case, as will be seen below, that the foreign language in which a text is
originally written may bias the translator or glossator towards the use of a
given form or construction.

12) Foreign original (e.g. Latin).
a LINGUISTIC INFORMATION

MORPHOLOGY

13) Archi-verb:* purfan, neodian, bepurfan and behofian. For example, the
archi-verb purfan stands for the orthographical variants purfan / ourfan,
the archi-verb neodian stands for neodian / neadian / nydan, and so on.
This label is useful when dealing with orthographical variants of the same
verb.

14) Verb. The base form of any of the orthographical variants mentioned
above (e.g. durfan, nedan, nydan).

15) Verb form. The actual form found in the corpus (e.g. pearf, nedde,
behofad).

16) Person/number.

17) Tense/mood. Tense is a crucial aspect when dealing with modal verbs,
because changes in tense may entail changes in the subjectivity conveyed
by the verb (cf. Sanders and Spooren (1997: 103), as quoted by
Mortelmans 2003).

18) Voice. This field includes information as regards the voice of the verb, as
well as the voice of the infinitive accompanying the modal verb. The latter
proves crucial for the interpretation of the status of the modal verb as

being more or less grammaticalized (cf. Warner 1993: 160).

* The label “archi-verb” is mine, and it is used here to refer to the basic orthographical form of
each of the verbs under analysis. | have selected this label based on linguistic labels such as
archi-phoneme, which, as stated in the OED (s.v. archiphoneme n.) refers to “A phonological
unit comprising the totality of distinguishable features common to two or more phonemes.” In
the same sense, it could be said that an “archi-verb” is a verbal unit comprising the totality of
distinguishable features common to two or more verbal variants.
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SYNTAX

19) Complement or theme. This variable only states the presence or absence
of a complement or a theme, and, therefore, the absolute uses of the verbs
as opposed to other uses.

20) Type of complement or theme. Here I specify the nature of the
complement or theme of the verb, namely, transitive uses or nearly
auxiliary function when the complement or theme is an infinitive.

21) Complement verb (if any). The information contained in this variable is
important when dealing with grammaticalization, more specifically with
semantic bleaching, because if a verb is followed by an infinitive with the
same meaning, for example, this implies that the former has lost part of its
semantic weight.

22) Main / subordinate clause.

23) Matrix verb. I specify the verb which occurs in the matrix clause (if my
verb occurs in a subordinate clause), because it may also be revealing of
semantic bleaching or of a certain degree of subjectivity.

24) Negation. Negation is recorded for it can be a marker of subjectivity (cf.
Langacker 1991: 134; Mortelmans 2003).

25) Type of negation: not, nowhere, raising, etc.

26) Scope of negation. When negation occurs in a construction with two or
more verbs, it may affect any of them, and it, therefore, may have
different semantic implications.

27) Experiencer-verb construction. As already mentioned, my verbs are prone
to occur in this kind of construction. Moreover, impersonality may also be
a marker of auxiliarization.

28) Allen’s (1995) Type. The possibilities of this variable are those
mentioned by Allen (1995), that is, Types N, I, II, when the theme is a
noun phase, and S, hit and ‘personal,” when the theme is a clause (cf.
2.3.2.3 above).

29) Dummy subject. It specifies the presence of a dummy hit subject, or any
other dummy subject (e.g. there).

30) Experiencer case: nominative, oblique, prepositional phrase, etc.

31) Cause / theme. It specifies the case for which the thing needed is

inflected.
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32) Interrogative. As was the case with negation, interrogative clauses are
non-affirmative contexts which are generally considered to be more
subjective than declarative clauses.

33) Time reference. One of the PDE features of modal verbs is the abnormal
time reference, i.e. a past form need not refer to a past event, but it may

just imply some kind of remoteness.

SEMANTICS

34) Modality. As repeatedly mentioned, the types of modality distinguished
in this study are root and epistemic.

35) Subject force. From a cognitive point of view the subject of a verb
expressing necessity may be agonist or antagonist (cf. section 2.2.2.2
above).

36) Force. The type of force implied in the interaction between agonist and
antagonist may be of different types: general, legal, religious, inner (with
split of the agonist), and so on.

37) Strength. The force exerted by the antagonist may be strong or weak.

38) Origin. The origin and the strength of the force exerted on the agonist
oscillate in a scale from strong external to weak internal (cf. section
2.2.2.2).

39) Force not to. Depending on the scope of the negation, a given verb may
imply a force not to (or a prohibition), as in you mustn’t do that, of lack of
force (of absence of obligation), as in you needn’t do that (variable 37).

40) Lack of force.

41) Translation of the verb. This is a rudimentary variable which facilitates
the search for a given example or set of examples.

42) Animacy of the experiencer / subject. In origin, the meaning of necessity
is restricted to human beings who might need something; when non
human or non animate experiencers start to occur with these verbs, we
might think of a higher degree of grammaticalization (cf. Heine et al.
1991: 156; Krug 2000: 90; Mortelmans 2003).

43) Modality somewhere else. The presence of two or more modality markers
such as subjective hedges (e.g. I think, I suppose) may underline the
subjective character of some modal verbs (Mortelmans 2003). Also, with
the help of this variable we may retrieve examples in which our modal

verbs appear close to other semantically similar modal verbs.
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For the analysis of this corpus, I have resorted to the computer program
Wordsmith Tools, which has proved very suitable for a number of reasons, such
as its ability to obtain a longer context for each example. After having scrutinized
more than 1,500 potential examples (see Appendix I below for details), the
number of occurrences of each verb expressing necessity in the OE corpus is the

following:*°

VERB NUMBER N.F. %
DPURFAN 158 (13.11) 46.61%
BEPURFAN 47 (3.89) 13.86%
NEODIAN 104 (8.62) 30.68%
BEHOFIAN 30 (248)  8.85%
Total 339 (28.12)  100%

Table 3.5: Frequency of each verb in the OE corpus.

Table 3.5 also shows, in brackets, the normalized frequencies for 100,000 words
and, finally, the percentage which each of the verbs represents in the total
number of occurrences. These examples have been introduced into a Microsoft
Access computer database, and later analysed as regards the features mentioned.
The findings will be illustrated in this study with examples which will take the

following form:

Ne purfan  we us ondreedan pa deoflican costnunga.

not need (pl) we us fear the devilish temptations (acc)
‘We need not fear devilish temptations.’

(2.524 helsinki\coaelet3) or (£Let 2 (Wulfstan 1), 96)

The OE example is followed by the gloss and the translation into Present-Day
English; finally, I include in brackets the codification used in each of the corpora
I have analysed. If the example is taken from the Helsinki Corpus, the code
contains the following information. The number refers to the location of the verb
form (in this case purfan) within the text in which it occurs. The code of the text
is specified at the very end of the bracketed codification; in this case, coalet3,
which is the convention used in the Helsinki Corpus to refer to the text Let
Wulfstan 1, by ZElfric (cf. Kyté 1991).

%6 As already mentioned, in Old English there exist other linguistic means to express the same
kind of necessity of my verbs, namely constructions consisting of the nouns pearf, neod or
nedpearf in combination with the verb beon / wesan, or habban, as in Him is pearf/ Him is neod
/ Him is nedpearf pcet... ‘it is necessary for him that...” (cf., among others, Taeymans 2004b).
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If, on the other hand, the example is retrieved from the Dictionary of Old
English Corpus, the codification differs. The information provided contains the
short title of the text in which the example occurs (Z£Let 2, in this example), the
author, the editor or the recipient of the text (Wulfstan is the recipient of Zlfric’s
letter, in this case), and, finally, a series of numbers which refer to the location of
the segment within the text, which may be the line, paragraph, or page of the text

(line 96, in this instance).

In what follows, I will deal separately with each of my verbs. Section
3.4.1 deals with OE purfan and OE bepurfan. Section 3.4.2 is devoted to the
analysis of OE neodian. Finally, section 3.4.3 concentrates on OE behofian.

3.4.1 Old English purfan and bepurfan in the corpus

These two verbs are examined in the same section, because, as mentioned in
section 3.2.2, bepurfan is derived from purfan, and it will be interesting to see up
to what extent their morphology makes them differ semantically and
syntactically. OE purfan is much more frequent (46.61 %) than bepurfan (13.86
%) and this is so both in early and late Old English, as seen in Table 3.6’ which
displays the actual number of occurrences of each of these verbs together with
the normalized frequencies calculated for hypothetical 100,000-word subperiods,
i.e. for early (Ol and O2 in the Helsinki Corpus) and late (O3 and O4 in the
Helsinki Corpus) Old English:

01-02 N.F. |03-04: N.F. |[TOTAL: N.F.
PURFAN 48 19.35] 1100 11.49 158 13.11
BEPURFAN 8 3.2 390  4.07 47 3.89
TOTAL 56 22.57| 149! 15.56 205; 17.00

Table 3.6: Distribution of OF purfan and bepurfan by subperiods.

The normalized frequencies reinforce the evidence provided by the sheer number
of occurrences of each OE verb. As for the frequency of each of the verbs, Table

3.6 shows that purfan undergoes a slight decrease at the end of the period, while

*" The dating of the OE texts is fairly ambiguous in the Helsinki Corpus. Many of the texts
selected by the editors of this corpus are tagged as, for example, O2/3, which implies that the
original text was written in O2, and that the copy used by the compilers of the editors dates from
0O3. In cases such as these, I have considered the text as belonging to subperiod O2. On other
occasions, the texts are tagged as OX/3, which implies that, although the original text is of
unknown date, the copy used by the compilers of the corpus dates from O3. In these cases, |
have considered the text to be from O3.
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bepurfan exhibits practically the same frequency. Let us now turn to the analysis
of these verbs paying attention to their semantics first, and to their syntactic
features later.

3.4.1.1 Semantic features of Old English purfan and bepurfan

In this section I will analyse the meanings conveyed by OE purfan and bepurfan,
in order to see the extent to which they represent the meanings conveyed by PDE
need. We will also observe how the meanings of purfan and bepurfan overlap,
which opens the way to the semantic analysis of the other OE verbs.

As seen in section 3.2.2, Bosworth and Toller (s.v. purfan v.) suggest three
main meanings for purfan: ‘to be in need/have need of something,” ‘to need to do
something’ and ‘to owe’ (the latter being nearly synonymous with *sculan, ‘be
obliged’). These meanings are related to the notion of necessity, and that is,
indeed, the case of 157 examples of purfan in my corpus, while in one sentence
purfan conveys possibility or, rather, absence of possibility. Consider example
(3.34):

(3.34) burh  sope bireousunge peo soule reste onfop. Ac ne pearf ic nefre resten
through true mercy the soul’s rest begins but not need I never rest
purh  pine bireousunge, ac altogeedere ic am forloren purh  pine lupere
through your mercy but altogether I am destroyed through your wicked
deden.
deeds
‘Through true mercy the rest of the soul begins. But I cannot ever rest
through your mercy, but altogether I am destroyed by your wicked deeds.’
(HomU 5.6 (Buch F) 13)

As seen in section 2.2.2.2, possibility meanings are described as barriers in force-
dynamic terms. Hence the absence of possibility expressed by purfan in (3.34)
can be considered a barrier. The meaning is clear from the context: “I cannot rest,
because I do not receive mercy, but wicked deeds.” It seems obvious that a
necessity meaning does not fit in this context at all (i.e. a sequence such as “I
need not rest, because I do not receive mercy, but wicked deeds” does not seem
to make any sense). Despite the marginality of this example, it constitutes
another piece of evidence of the polysemic values of OE purfan. This polysemy
arises as a consequence of the logical relations between necessity and possibility,
as claimed by Lyons (1977) and Palmer (1986) (cf. section 2.2.2.2), which

establish that if X is not necessary, not-X is possible. These relations seem to
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operate in other languages than English, because, as noted by van der Auwera
and Plungian (1998), German diirfen, the cognate of purfan, developed its
current possibility meaning, ‘be allowed to,” from its original necessity meaning
‘to need.”*® According to these scholars, the development is highly conditioned
by the non-affirmative contexts in which diirfen used to occur. From an original
meaning ‘need not,” expressing absence of necessity, it developed the meaning of
prohibition ‘must not,” and, then, due to the logical relations between necessity
and possibility (which establish that if you must not do X, you can do not-X), it
developed its current possibility meaning ‘may, may not.” In the analysis of the
ME corpus, we will observe how this meaning gains ground with ME thurven
and is also possible with ME neden v.2 (cf. section 4.4.2.1).

Going back to the meanings of OE purfan as offered by Bosworth and
Toller (s.v. purfan v.), we must say that the three of them are root necessity
meanings, which are defined in the cognitive terms of forces, as mentioned in
section 2.2.2.2. In that section, devoted to the description of root modality, I also
point out that one of the advantages of defining necessity in terms of forces is the
possibility of resorting to three scales of gradience. The first scale I mentioned
concerns the degree of subjectivity of the forces implied. It is said that root
modality is subjective when it is based on subjective referents (cf. you must get
out of the bath now). On the other hand, objective root modality is that stated in
general truths (as clay pots must have some protection from severe weather). The
second scale refers to the strength of the force, and it goes from very weak (as in
she must buy a new pair of shoes) to very strong (as in she must pay taxes every
vear). Finally, the third scale concerns the origin of the force, which may
basically be internal (exemplified earlier on with / need to call her now), or
external (as in [ must turn in this paper tomorrow), as mentioned above;
however, in the analysis of the corpus data I have found examples of a third type
of force, namely that of general origin (in general statements such as the
adjective need not always precede the noun).

The combination of the latter two scales, namely strength and origin of the
force will yield different types of forces, that is, social (which may have different
nuances such as religious or hierarchical), legal, inner, general, and so on. When
illustrating the scarce examples of general types of forces it will be observed that

among them we will find the few examples which can be considered cases of

** Interestingly enough, its derived verb bediirfen has remained as a verb meaning ‘need’ in
German (cf. Molencki 2002).



134 Chapter 3. Old English purfan, bepurfan, neodian and behofian

objective root modality found in my corpus, the vast majority being instances of
subjective root modality. For this reason, the degree of subjectivity is not
reflected in Table 3.7, which only combines the possible degrees of strength and
the origin of the forces conveyed by OE purfan. It must be noted that external
and internal force, due to their concrete origin, can be classified as strong or
weak, while general forces, due to their ambiguous origin and nature, can only be

considered neutral as for strength:

ORIGIN STRENGTH N. OF EXAMPLES | TOTAL

STRONG 102

EXTERNAL WEAK 4 106
STRONG 15

INTERNAL WEAK 59 44

GENERAL NEUTRAL 7 7
STRONG 117

TOTAL WEAK 33 157
NEUTRAL 7

Table 3.7: Origin and intensity of the forces conveyed by OFE purfan.

According to the data in this table, OE purfan seems to exhibit a pronounced
tendency to convey strong (118 instances) and external (106 instances) types of
forces. Though this is broadly so, we must take into account that this table is a
simplified version of the analysis of the findings. A table of a more fine-grained
quality, which would specify the different types of strong external, weak
external, strong internal, weak internal, and neutral general forces, would
produce a chaotic picture of the meaning of purfan. For this reason, I will try to
account for the different types of forces conveyed by each of the combinations
resulting from this table independently, with the support of other tables and the
illustration provided by the OE examples.

Let us begin with strong external forces, the most common type of force
conveyed by OE purfan (102 examples, out of the total 157 examples expressing
necessity). These are forces which result from an external entity and which exert
a strong influence on the agonist, such as the above-mentioned example you must
pay taxes every year. In this example, the agonist, you, is constrained by a strong
external entity, namely the state, to pay taxes. Examples of strong external force
such as this will be referred to as /egal. There are, however, other types of strong
external forces, depending on the exact external origin. As for OE purfan, the
possible external origins of strong force are all of a social origin, which may be

sub-classified in order of frequency as follows: religious (based on the religious
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dogma written on sacred books or stated by preachers), hierarchical (based on
relationships such as the one held between a landlord and a servant, or a bishop
and a priest, for instance), legal (based on official responsibilities).

These types of forces may occur in affirmative contexts, and also in non-
affirmative contexts.” Their occurrence in positive contexts is easy to interpret,
because the meaning conveyed is the existence of a weaker or stronger force
which the antagonist exerts on the agonist. However, when a force occurs in a
non-affirmative context, the meaning conveyed may be twofold. On the one
hand, the sequence may imply that the antagonist releases the agonist from acting
in a given way, that is, absence of obligation (e.g. PDE needn ). On the other
hand, the sequence may imply that the antagonist exerts a force on the agonist
not to act in a given way, that is, prohibition (e.g. PDE mustn’f). Table 3.8
clarifies and sketches the different types of strong external forces conveyed by

OE purfan both in affirmative and non-affirmative contexts:

USE POLARITY NON-AFFIRMATIVE

AFFIRMATIVE TOTAL
TYPE OF FORCE LACK OF FORCE | FORCE NOT TO
RELIGIOUS 3 53 7 63
HIERARCHICAL 23 1 24
LEGAL 13 2 15
TOTAL 3 89 10 102
Table 3.8: Types of strong external forces conveyed by OF purfan with specification of

clause polarity.

The left-hand column of Table 3.8 specifies the different types of strong external
forces found in the corpus as for OE purfan, which are, as already mentioned,
religious, hierarchical and legal. On the other hand, the top line of this table
contains information regarding the polarity of the sentences in which purfan
occurs and its influence on the type of force, as explained above. From Table 3.8
it becomes apparent that purfan shows a strong preference for non-affirmative
contexts (99 examples out of 102). As for the type of forces purfan conveys, it
seems to be mainly used to express religious forces (63 examples out of 102 total

examples of strong external force). This may be due to the fact that a vast amount

¥ Let us remember that non-affirmative contexts include not only explicit negative contexts
(e.g. you need not do the exam), but also other contexts in which the realization of the
proposition does not necessarily take place, such as conditional or comparative clauses (e.g. if’
you need to do the exam,; or you have done more than you needed to do, cf. section 2.2.1.1;
Huddleston 1984: 424).
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of the OE texts which have survived and which, hence, belong to my corpus, are
of religious nature.
Beginning with the affirmative contexts in which strong external purfan

occurs, the force conveyed is always religious. Witness (3.35):

(3.35) pu purfe bidden pone ele of pan treowe pcere mildheortnysse,  pcet pu
You need ask the oil (acc) of the truth  the love-kindness (gen) that you
Adam pinne feeder mide gesmerigen mote for his lichames  sare,
Adam your father with prepare-with-ointment may for his body (gen) pain
for get ne synden gefyllede fif pusend wintre and pa  fif hundred, pe
for yet not are fulfilled five thousand winters and the five hundred that
sculen beon agane, cer  pone he gehceled wurde.
should be  one before it (acc) he healed becomes
‘you must ask for the oil of the truth of love-kindness, with which you may
prepare the body of your father, because of the pain, so that the 5500 winters
that shall be gone before he is healed are not fulfilled.’

(Nic (C), 224)

In the previous context of this example, taken from the Gospel of Nicodemus,
Seth is told not to shed tears over his father (ne peart pu swincan biddende ne
pine teares geotende...) and such a piece of advice is conveyed by the verb
purfan (peart). Immediately after that, the interlocutor tells Seth what he must
do, and the selected verb is again purfan. In other words, the same verb is used to
express what the agonist must and does not need to do. In the three examples of
positive strong external religious force, OE purfan expresses the directions or
commands which the antagonist exerts on the agonist.

Moving on to the non-affirmative examples of strong external purfan (99
instances), we observe that in 89 cases the syntactic negation implies
semantically the absence of such strong external force, that is, absence of

obligation, which can be based on religious forces, as observed in (3.36):

(3.36) Ne purfan we us ondrcedan pa deoflican costnunga. Ne magon hig us
not need weus fear the devilish temptations not may they us
derian, gif hi us ne lyciad.
hurt  if they us not please
‘We need not be afraid of devilish temptations. They will not be able to hurt
us if they do not please us.’
(2,524 helsinki\coaelet3)

Sentence (3.36) is a prototypical example of absence of what I have decided to
call religious force. In this sentence, the agonist, we, is released from a devilish

threat based on the power of religious faith. The message is “if we are faithful,
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we need not fear the Devil.” In other words, the agonist is threatened or forced by
the Devil to fear; however, religious faith is the antagonist, which frees the
agonist from such a threat or force. Therefore, the strong external religious force
is absent. A similar explanation holds for the other 51 examples of absence of
strong religious force expressed by purfan in my OE corpus.

Lack of obligation may also be encoded in hierarchical forces (23
instances), that is, the force exerted by the antagonist on the agonist on the basis
of a hierarchical superiority, such as a landlord on a servant, or a bishop on a
priest, as stated above. Sentence (3.37) is a clear example of hierarchical release
from an obligation (absence of force):

(3.37) Biddao Drihten pcet hys punorrada 7 des hagol geswicon, 7 ic
Ask (pl. imperative.) Lord that his thundering & the hail cease &1
wille eow  forleetan 7 ge ne purfon her leng wunian.

will you (pl. dat) let-go & you (pl. nom) not need (pl.) here long dwell
‘(the pharaoh says to Moses and Aaron) Ask God to cease his thundering
and hail, and I will let you go and you will not need to dwell here any
longer.’

(Exod 9.28)

In this example the antagonist is the interlocutor, namely the pharaoh, and offers
the agonists (Moses and Aaron) the possibility to be released from his power, if
they accept his conditions. In other words, the agonists are constrained to stay
there, but the antagonist frees them from such a constraint, so that they are no
longer obliged to remain in that place. In addition to a clear example of what I
have labelled hierarchical force, (3.37) is also an instance of abnormal temporal
use of purfan. Though purfon is the morphological present plural of purfan, in
this context it clearly conveys future time meaning. This is not to be taken,
however, as a piece of evidence in favour of the auxiliary nature of purfan in Old
English, because in this period morphological present forms of verbs are very
commonly used to convey future time as well.

Finally, lack of obligation may also be expressed when purfan expresses
strong legal forces. Consider (3.38):

(3.38) gif se hlaford him wile  pcet land arceran to weorce & to gafole, ne pearf
if thelord him wants that land setup to work & to tribute not need
he him onfon.
he him accept
‘if the lord wants him to set up in that land to work and tribute, he need not
accept it.’

(7,575 helsinki\colaw2)
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In this example, taken from Ine’s Laws of England, it is established that a man is
exempted from acceptance of the lord’s commands. It is, therefore, an instance of
lack of obligation.

The third column of Table 3.8 shows that when purfan occurs in non-
affirmative contexts, it may also express a positive force not to act in a given
way, in other words, prohibition. Such a prohibition can be based on religious

grounds (seven examples), as in (3.39):

(3.39) Ne pearf nan man pces weenan,  peet hyne cenig man
no need (3 sg.) no man (nom.) that believe that him (acc.) any man (nom.)
meege alysan fram helle wite.

may free from hell (gen.) torture (acc.)
‘no man must think that he may free himself from the torture of hell.’
(588 helsinki\coepihom)

In this sentence, taken from the Homily for the sixth (or fourth) Sunday after
Epiphany, the preacher tells the listeners what they must not do: they are
requested not to think that they will be able to challenge the Devil. Sentence
(3.39) is a clear case of a force not to do something. In fact, this clause may also
be expressed in the cognitive terms adapted from Talmy (2000: 447-451) and

used in section 2.2.2.2:

A. The agonists think that they are able to free themselves from the torture of
hell.

B. In the antagonist’s system, there are reasons why the agonists should not
think so (the agonist is a preacher and, as such, an intellectual in religious
matters).

C. The antagonist is an external entity and from such a position it represents an
external force for the agonists (the preacher is an authority for the audience).

D. Due to A-C, the antagonist opts to exert his force on the agonists not to think
they can free themselves from the torture of hell (by means of an instruction,
request or command).

Example (3.39), therefore, is an instance of a kind of prohibition, conveyed by
PDE mustn’t, a rather different meaning from the expected absence of obligation
conveyed by PDE needn’t. Though this meaning is not very frequent, the seven
instances found in the corpus cannot be dismissed, since they clearly show that
purfan expresses a wider range of meanings than PDE need. In addition, my
corpus records examples of purfan expressing hierarchical and legal forces not to

act in a given way.
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The single instance of purfan expressing strong prohibition (a force not to)

based on a hierarchical superiority is (3.40):

(3.40) ...and peet is seo swutelung his sodan godcundnysse, pcet he meg asmeagan
...and that is the manifestation his true divinity that he may examine
ealra manna heortan, and ure gepohtas purhseon ealle; and we ne ourfon
all men (gen) hearts and our thoughts through-see all and we not need
axian hu he sylf don wylle.
ask how he self do will
‘...and the manifestation of his divinity is that he may examine the hearts of
all men and see through all our hearts, and we must not ask how he will do it
himself.’

(£Hom 8 244)

Though this example could also be considered an instance of religious force, it
seems to me that it is closer to a hierarchical force, because the preacher stands
of a higher level than his audience. The difference between this example and
examples such as (3.36) or (3.39) lays on the fact that in those cases the force
comes from religion itself (faith, on the one hand, and devilish temptations, on
the other), while in this example, the agonist is using his hierarchical superiority
to instruct the audience. In any case, the relevance of this example is that it
illustrates once more the use of purfan to convey a force not to act in a given
way: men are banned to hypothesize about the divine powers of God.

Finally, purfan may also express prohibition in legal contexts. Witness
(3.41):

(3.41) man reedinge ne pearf reedan on nanre bec for pan scortan nihton.
man reading not need (3 sg.) read on no book for those short nights

‘no one shall read any reading on any book during those short nights.’
(6,118 helsinki\cobenrul)

This example, taken from the Benedictine Rule, is an instance of force not to, that
is, a prohibition; what is negated is not the necessity to act in a given way, but the

act itself: people are compelled not to read.

I will move on now to the expression of weak external forces by OE
purfan. The difference between this set of meanings and strong external forces
concerns the degree or intensity of the force. For this reason, the classification of
my findings in these terms is, to some extent, subjective. I have decided to
include into this category those examples in which the verb purfan does not

express a strong necessity (strong obligation), an absence of such a strong
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necessity (absence of strong obligation) or a strong necessity not to act in a
particular way (strong prohibition). In other words, this category includes those
examples of purfan in which the agonist is tentatively counselled by the
antagonist to act or not to act in a given way, or released from the expected
behaviour. After analysing the examples retrieved from my corpus, only a scarce
number of instances have been considered to convey weak external forces. All of

them are non-affirmative, as can be seen in Table 3.9 below:

AUSE POLARITY NON-AFFIRMATIVE
TOTAL
TYPE OF FORCE LACK OF FORCE FORCE NOT TO
HIERARCHICAL 1 1 2
RELIGIOUS 1 1
LEGAL 1 1
TOTAL 3 1 4
Table 3.9: Types of weak external forces conveyed by OE purfan with indication of
clause polarity.

One example will suffice to illustrate the use of purfan to express weak external

forces:

(3.42) Drihten is min onlyhtend, and min Heelend; hwcet pearf ic ondreedan?
Lord is my light and my saviour what need (1 sg.)I  fear
‘The Lord is my light and my Saviour; what shall/need I fear?’
(7,061 helsinki\coparips)

Sentence (3.42) is an instance of absence of weak external religious force (line 2
in Table 3.9). This example illustrates a particular type of non-affirmative
context, namely interrogative clauses. It is transparent that this interrogative
clause expresses absence of force, because it is a rhetorical question. Hence, the
sentence is equivalent to a hypothetical I need not fear anything (because the
Lord is my Saviour). The consideration of this sequence as an instance of weak
religious force may be subject to controversy, but, as already stated, the
difference between strong and weak forces is quite a subjective matter. The
reason why | have considered that this is an instance of weak religious force is
that, as opposed to strong forces such as those illustrated in (3.36) above, the
agonist seems to me to be aware of the real absence of the necessity to be afraid.
In (3.36) above, the antagonist releases the agonist from the Devil’s threat on the
condition that he should be faithful, which seems to be a strong condition.
However, in example (3.42), the agonist is conscious of the absence of necessity

to be afraid, and, therefore, the potential fear seems weaker.
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After having analysed and illustrated the different types of external forces
conveyed by OE purfan (107 examples out the total 158), I will concentrate on
those cases in which this pre-modal verb expresses internal types of forces (44
examples). As was shown in the previous paragraphs, external forces are
analysed by taking into account the origin of the force, namely religious,
hierarchical, legal or general. Internal forces, however will not be subject to such
an analysis. As explained in section 2.2.2.2 above, internal forces arise from a
split of the agonist’s self, that is, the agonist self becomes both the agonist and
the antagonist. Though internal forces may also be affected by social or religious
factors, they are undoubtedly rooted in the agonist’s self, and, therefore, they are
analysed as inner forces. Having explained this difference of analysis of external
and internal forces, I will proceed to the illustration of, firstly, strong internal
forces (Table 3.10), and, secondly, weak internal forces (Table 3.11).

The OE pre-modal purfan expresses strong internal forces in 15

instances in my corpus, as shown in this table:

AUSE POLARITY NON-AFFIRMATIVE
AFFIRMATIVE TOTAL
TYPE OF FORCE LACK OF FORCE | FORCE NOT TO
INNER 2 11 2 15
TOTAL 2 11 2 15

Table 3.10: Strong internal purfan with indication of clause polarity.

The distribution of internal forces as far as polarity is concerned does not differ
from the cases of external forces within non-affirmative contexts, since in both
cases purfan is most common in non-affirmative contexts. We will see an
example of each of the internal meanings of purfan; starting with line 1 in Table
3.10, an example of strong internal positive force expressed by OE purfan is, for

example, (3.43):

(3.43) hi  eac witon hweer hi  eafiscas secan  purfan, and swylcra
they also know (pl.) where they river-fish look (pl.) need (pl.) and such
fela weoruldwelena.
many worldly-wealth
‘they also know where they must look for river-fish and much similar
worldly wealth.’
(3,173 helsinki\cometboe)
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The kind of internal force conveyed by purfan in this example is that of strong
volition: they must look for river-fish because they want river-fish. Half of the
agonist’s self, characterized as the antagonist, exerts a force on the other half of
the self to make river-fish necessary. I have considered this sentence as an
example of strong internal force, because the necessity of river-fish, or any sort
of food, for that matter, seems stronger than other types of weaker volition, as
will be seen below.

As regards the expression of lack of strong internal force, I will comment
on two different examples. On the one hand, in sentence (3.44) purfan is

followed by an infinitive:

(3.44) Se mann wees swa gesceapen dcet he syngian ne dorfte, and he weere
the man was so created thathe sin notneeded and he was
gescelig gif he na ne syngode and cefre undeadlic gif he his Drihtne
happy if he not not sinned and ever immortal if he his lord
gehyrsumode.
were-obedient
(talking about the composition of the body: earth, fire, air) ‘The man was
created in such a way that he needed / would not sin, and he would be happy
if he did not sin and he would be immortal if he always were obedient to his
Lord.’
(AHex, 413)

In this example, the agonist’s self, that is, the man’s self, is split: one half seems
to be prone to sinning, and the other half is strongly shaped against sinning. In
that sense, one of the halves frees the other half from the human inherent
propensity towards sinning. Since inclination to sins is taken, at least in this kind
of texts, to be strong in humans, this negative example implies the absence of a
strong force. In addition, we must note that this force is not necessarily limited to
the meaning of necessity implied by ‘need,” but it may also be expressed by
‘would,” as proposed in the translation. In other words, purfan seems to have lost
its full meaning in this example, and, in fact, it seems to function as a substitute
for the subjunctive mood in the subordinate clause of purpose in which it occurs.
For this reason, it may be claimed that purfan exhibits in (3.44) its most
auxiliary-like features.

Another type of lack of strong internal force which may be expressed by
purfan is exemplified in (3.45):

(3.45) Seo gesyho ponne is angyt. (...) Gyf heo donne hal — eagan heeft, peet is,
The vision then is knowledge if  she then healthy eyes has that is
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hal angyt,  hwees byd hyre donne wana, o0de hwees pearf heo
healthy/whole knowledge what is her (obl) then lack or  what need she
donne maran?

then more

‘Then vision is knowledge. If she has healthy eyes, that is, whole
knowledge, what does she lack, then or what else does she need?’

(Solil 1 28.6)

Sentence (3.45) is an instance of absence of strong internal force, when the theme
of purfan is a noun phrase, the pronoun Awees, ‘what,” in this case. As in the
previous examples, the self is split and, instead of volition, as in (3.43), the
antagonist makes the agonist feel lack of volition.

If we compare examples (3.45) and (3.44) we immediately observe that,
contrary to the case of (3.44), the meaning of purfan in this sentence is that of a
full verb, as evidenced in the coordination of synonymous clauses hwcees byd hyre
donne wana, ‘what does she lack’ (literally: ‘what is to-her then lack’) and Awces
pearf heo donne maran, ‘what else does she need’).”® The existence of an
auxiliary implies that it is followed by a verbal element, as will be explained in
the section devoted to the syntactic behaviour of purfan and bepurfan below.
However, the semantic analysis of my verbs is not affected by the fact that they
are followed by a verbal element, because they may imply the same kind of
meanings, whether they are auxiliaries or not. Thus, we may say that in sentence
(3.45), purfan expresses absence of an inner force, because, despite the fact that
there is not any infinitive in the sentence the implied meaning is that the agonist
1s released from an internal force or desire. In addition, a sentence such as ke
needs X 1s synonymous to he needs to have X. Therefore, the presence or absence
of an infinitive as complement of a verb conveying necessity does not affect the
meaning conveyed by such a verb.

A last possible type of strong internal force expressed by purfan is what 1
have been referring to as force not to, that is, prohibition. Consider, for instance,
(3.46):

(3.46) So0 pcet is gescelig he wees, ac swa peah ne purfe we  forpi ceorian, pcet
True that is happy he was but so though not need we because complain that
we nabbad  Crist lichamlice nu  on urum timan, swaswa hi heefdon.
we not-have Christ bodily nowonour time so theyhad
‘It is true that he was happy, but however we must not complain for that
reason, that we do not have Christ bodily now in our times as they had.’
(AHomM 12 (Brot 1), 231)

3% The meanings of shortage and necessity are, as repeatedly stated, intimately related.
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The split of the self in this example does not imply that one half of the self frees
the other half from complaining. The meaning seems to be quite another. The
antagonist (one of the halves of the self) forces the agonist (the second half) not
to complain. There is not an external antagonist imposing such a prohibition, but
the internal antagonist is conscious of the necessity not to act in that way. The
meaning conveyed by purfan in this example could be labelled internal

prohibition.

To end up with the analysis of the semantic features of OE purfan, 1 will
explain those cases in which this pre-modal expresses weak internal forces.
That is to say, the origin of the force will be rooted in the split of the self, but the
strength or urgency of the force will not be so strong as in the last set of

meanings, but it will be basically weak volition. The following table summarizes

the findings:
LAUSE POLARITY NON-AFFIRMATIVE
AFFIRMATIVE TOTAL
TYPE OF FORCE LACK OF FORCE
INNER 9 20 29
TOTAL 9 20 29

Table 3.11: Weak internal purfan with specification of clause polarity.

Despite the fact that there are more instances of weak internal purfan than of
strong internal purfan, the variety of meanings implied is narrower than with the
previous set of internal forces. Thus, we observe, in Table 3.11, that weak
internal purfan may be positive (9 instances) or, non-affirmative, implying, in
this case, lack of force (20 examples). When it occurs in positive contexts, the

meaning conveyed is volition or wish, as exemplified in (3.47):

(3.47) Siodan min on englisc celfred kyning awende worda gehwelc, and me his
After my in English  Alfred king translated words each and me his
writerum sende sud and nord, (...) dcet he his biscepum sendan meahte,
scribes  send south and north (...) that he his bishops send were-able
fordcem hi his sume dorfton, da Oe leedenspreece  leeste cudon.
because they his/of-them some needed because Latin-language lest knew
‘Afterwards King Alfred translated every word of me into English, and sent
me to his scribes south and north, (...) ordered more such to be brought to
him after the example, so that he might send them to his bishops, for some of
them needed it, who knew but little Latin.’

(CPPref 11)



Chapter 3. Old English purfan, bepurfan, neodian and behofian 145

In this example, purfan expresses the volition or wish of the bishops to read King
Alfred’s translations, an internally rooted necessity born out of the fact that they
do not know Latin. I have considered this necessity to be weak, because it is not
related to survival, as is the river-fish in example (3.43) above.

In order to illustrate the last possible force conveyed by purfan, that is,

absence of weak internal force, I have chosen sentence (3.48):

(3.48) Ne pearf nan mon on 9ys andweardan life spyrian cefter pcem sooum
not need (3 sg.) no man on this present life travel after the true
gesceloum.
happiness
‘No man need travel after true happiness in this present life.’

(1,300 helsinki\coboeth)

The pre-modal purfan makes reference, in this context, to all kind of internally
rooted desire to search for happiness, which is cancelled in the philosophical
dialogue in which this sentence occurs. Obviously, there is not any external
element acting as antagonist, but the origin of the force is internal. In addition,
the force cannot be said to be strong, since it is not an obligation, or a
requirement for survival. Therefore, the interpretation of this example is
unequivocal: purfan expresses absence of weak volition. Purfan conveys this

kind of meaning on 20 occasions in my corpus.

Having analysed those instances in which purfan expresses external and
internal forces, it remains to examine those cases in which this verb expresses
general force, as the last type of force in Table 3.7. This type of general or
neutral force has been accounted for by Langacker (1999) in force-dynamic
terms. In the evolution of modal meanings from the physical to the social
domain, the origin of the force may be sometimes difficult to identify: “This shift
from physical to social force constitutes attenuation in regard to domain.
Moreover, the source of potency (...) is not necessarily any specific individual,
but may instead be some nebulous generalized authority. In other words, the
source of potency is highly diffuse” (1999: 308). On seven occasions the origin
of the force implied by purfan in my OE corpus is diffuse or undetermined and,
for that reason, these examples have been analysed as conveying general forces.
In addition to the ambiguity of the origin of the force, the strength with which it

is exerted is also ambiguous. For this reason, I have considered general forces to
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be of a neutral strength. This type of examples can be classified according to

clause polarity as represented in Table 3.12:

CLAUSE POLARITY | NON-AFFIRMATIVE
TOTAL
TYPE OF FORCE LACK OF FORCE
NEUTRAL GENERAL 7 7
TOTAL 7 7

Table 3.12: Neutral general purfan with indication of clause polarity.

As Table 3.12 shows, none of the instances of general type of force expressed by
purfan is affirmative, and all seven non-affirmative cases express absence of
force (absence of obligation). An example of neutral general force is (3.49),

taken from ZAlfric’s Grammar:

(3.49) pronomen is dces naman speliend,  se spelad  pone naman, pcet
pronoun is the noun (gen) representative it substitutes the noun (acc) that
Ou ne durfe tuwa hine nemnan.
you not need twice it (acc) name
‘the pronoun is a representative of the noun, it is a substitute for the noun, so
that you need not name it twice.’
(£AGram, 8.11)

I have analysed this sentence as an example of absence of neutral general force,
because it represents a piece of advice as far as the use of language is concerned.
The origin of the force expressed by purfan in (3.49) is not concrete, it is not any
external or internal entity, but is unspecified or diffuse (cf. Langacker 1999:
308). In addition, the strength with which such a general force is exerted is

neither strong not weak, but of a neutral intensity.

To sum up the semantic analysis of OE purfan, we must recall that on one
occasion it does not express necessity, but possibility, that is, there is not any
cognitive force involved, but a barrier meaning ‘cannot’ (example (3.34) above).
That leaves us with 157 examples of purfan expressing necessity, where it is only
rarely found in positive contexts (less than 10% of the occasions), and it shows a
strong tendency for non-affirmative contexts (more than 90% of the instances).
The most common meaning expressed by purfan in non-affirmative contexts is
absence of necessity (cf. PDE needn’t), although it is also found conveying
prohibition (cf. PDE mustn’t). All the semantic information concerning OE
purfan 1s summarized here in two tables. Table 3.13 pays attention to the strength

of the force expressed by purfan and its internal, external or general character,
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both in affirmative and in non-affirmative contexts. Table 3.14 concentrates on
the specific semantic type of force, that is, it defines the exact origin of each

force. The origin, as already seen, may be social (based on religious or

hierarchical grounds), legal, inner or general.

LAUSE POLARITY NON-AFFIRMATIVE

ORIGIN AND AFFIRMATIVEL | sck oF ForcE | ForcenoTTo | T
STRENGTH OF FOR

STRONG EXTERNAL 3 89 10 102
WEAK EXTERNAL 3 1 4
STRONG INTERNAL 2 11 2 15
WEAK INTERNAL 9 20 29
NEUTRAL GENERAL 7 7
TOTAL 14 130 13 157
Table 3.13: Types of force expressed by OE burfan according to origin, strength and

clause polarity.

It may be concluded that OE purfan expresses mainly forces originated in an
external element (67.5% of the instances), among which lack of strong external
necessity is the most common meaning. However, when expressing internally
rooted forces, purfan shows preference for weaker types of necessities. A second
conclusion which may be drawn from Table 3.13 is that, in general, the
relationship between this pre-modal and the expression of strong forces is tighter
than with the expression of weak forces (nearly 75% of its instances express
strong forces). A final conclusion which may be drawn from Table 3.13 is the
strong tendency for purfan to occur in non-affirmative contexts (more than 90%
of its occurrences). The following table goes beyond this classification and pays
attention to specific types of forces.

LAUSE POLARITY NON-AFFIRMATIVE
AFFIRMATIVE TOTAL
TYPE OF FORCE LACK OF FORCE | FORCE NOT TO
RELIGIOUS 3 54 7 64
INNER 11 31 2 44
HIERARCHICAL 24 2 26
LEGAL 14 2 16
GENERAL 7 7
TOTAL 14 130 13 157

Table 3.14: Types of forces expressed by OF purfan according to clause polarity.

This comprehensive table roughly describes the semantic features of OE purfan
and includes all the possible types of force (external and internal) expressed by

purfan in any context in my corpus. It is, therefore, the amalgamation of Tables
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3.8, 3.9, 3.10, 3.11 and 3.12. Taking into account the type of force, we observe
that purfan expresses most commonly religious forces (40.8% of the
occurrences), followed in frequency by inner (28.0%), hierarchical (16.6%), legal
(10.2%) and general forces (4.5%).

Finally, I must highlight a semantic feature of OE purfan which may point
towards its auxiliary-like status. As mentioned above, commenting on example
(3.44), the meaning of purfan is not necessarily limited to the expression of full
necessity (of any of the kinds described here), but this pre-modal verb may lose
its meaning in contexts such as subordinate clauses, acting as a mere marker of

subjunctive mood.

After the analysis of the semantic intricacies of the pre-modal purfan, the
paragraphs which follow pay attention to the semantic description of the other
verb with preterite-present morphology, namely bepurfan, which occurs on 47
occasions in my corpus. In section 3.2.2 above, we mentioned that the prefix be-,
which forms this verb from the pre-modal purfan, undergoes a decrease in
frequency in the ME period, and it was hypothesized that this decay might be
manifest already throughout the OE period. The corpus data, however, prove that
this verb is used both in early (8 instances) and late Old English (39 examples).
Therefore, we do not observe any trace of decay.

The OE instances of bepurfan will be interpreted semantically in force-
dynamic terms, that is, involving forces and barriers, as has been done with
purfan. The main observation to be made concerns the combination of forces
according to the degree of strength exerted and the origin of the force. Table 3.15

outlines the features of the 47 examples of bepurfan taking into account these

two scales:
ORIGIN STRENGTH N. OF EXAMPLES TOTAL

STRONG 1

EXTERNAL WEAK 1
STRONG 13

INTERNAL WEAK 3 45

GENERAL NEUTRAL 1 1
STRONG 14

TOTAL WEAK 32 47
NEUTRAL 1

Table 3.15: Origin and intensity of the forces conveyed by OFE bepurfan.

At first sight, this table illustrates two major differences between purfan and

bepurfan. On the one hand, while the force exerted by the pre-modal purfan is
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prone to be originated in an external element, bepurfan seems to be directly
related to internally rooted forces (45 instances, out of 47; more than 95% of its
occurrences). On the other hand, the force expressed by this verb is weak in a
high percentage (32 out of 47; 68% of its occurrences), while purfan expresses
mainly strong forces. Therefore, these two morphologically related verbs seem to
be quite apart as far as semantics is concerned. In order to go deeply into the
semantic intricacies of bepurfan, 1 will follow the same steps as in the illustration
of purfan, that is, each combination of strength and origin will be analysed
separately, and finally all findings will be drawn together in a single table.

OE bepurfan expresses strong external force on only one occasion in my

corpus. It is an instance of external prohibition, as shown in (0):

(3.50) And se pe pcer ded cenig unnyt  wordes oddon weorces, he dryhd
And the that there does any unprofitable words or  works he performs
deofles  willan 7 abelhd  his Drihtne swidor ponne he beporfte.
devil (gen) will & irritates his Lord more than he needs
‘And there he who (says and) does some unprofitable words and works, he
performs the devil's will and irritates his Lord more than he should.’

(WHom 18 47)

This example is analysed as expressing force not to act in a given way, because it
must be interpreted as ‘he should not irritate his Lord.” Though the agonist
breaks the prohibition, there is a religious force which bans him from irritating
his Lord. The verb bepurfan, therefore, expresses the presence of a strong force
not to act as stated, and the meaning of the verb is synonymous to PDE mustn'’t,
the modal auxiliary verb which usually denotes prohibition. It must be noted that
that OE purfan also occurs in this type of context with the same meaning (cf.
example (3.64) below), which implies that bepurfan still keeps some of the
characteristics of the pre-modal from which it derives.

This is not, however, the only aspect in which bepurfan in this example
has auxiliary-like characteristics in the same way purfan does. We also observe
that in this example the verb is inflected for the preterite, while its connotations
are present. In other words, the preterite beporfte has abnormal time reference,
one of the characteristics of PDE auxiliaries, according to Quirk ez al. (1985:
137; cf. also section 2.1.3.4 above). At the same time, this example exhibits a
syntactic characteristic which, as will be seen below, is commonly found with

purfan, i.e. the ellipsis of the sentential element in a comparative clause.
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Therefore, the use of bepurfan in this example may be said not to differ from the
most auxiliary-like uses of the pre-modal purfan.

Since, as outlined in Table 3.15, there is not any instance of bepurfan
conveying weak external force, it may be concluded that, though bepurfan occurs
only rarely conveying external forces, the syntactic constructions in which it
actually occurs are indeed highly revealing for they exhibit pre-modal

characteristics such as its abnormal time reference.

After having dealt with the scarce number of examples of bepurfan
expressing external forces, we move on now to the analysis of the instances in
which this verb conveys internal forces. Table 3.16 below classifies the 13

examples of the verb bepurfan expressing strong internal forces:

AUSE POLARITY NON-AFFIRMATIVE
AFFIRMATIVE TOTAL
TYPE OF FORCE LACK OF FORCE | FORCE NOT TO
INNER 11 1 1 13
TOTAL 11 1 1 13

Table 3.16: Strong internal bepurfan with indication of clause polarity.

This table shows that strong internal bepurfan occurs on 11 occasions in positive
contexts, while it occurs only twice in non-affirmative environments. Despite the
low number of examples found, such a difference in frequency is too marked to
be considered irrelevant. In fact, this is the first hint towards a differentiation
between purfan and bepurfan.

When bepurfan expresses the presence of a strong internal force, its
meanings may be the following; ‘need,” ‘be in need,” ‘lack,” or ‘deserve.’
Sometimes it is difficult to decide which of these meanings fits better into a

single example. Consider, for example, (3.51):

(3.51) Crist sylf sang pater noster cerest (...) 7 on dam godcundan gebede syn VII
Christ self sang pater noster first (...) & inthat  divine prayer are 7
gebedu mid pam  se de hit inwerdlice gesingd gecerndad to Gode sylfum
prayers with which he who it heartily =~ sings  intercedes to God self
ymbe cefre celce neode pe man bedearf, ador oddon for disum life o0don for
about ever each need that one needs either or for this life or for
dam toweardan.
the  coming
‘Christ himself sang the pater noster (...) and in that divine prayer there are 7
prayers with which he who sings it heartily carries a message to God himself
about each necessity that one needs / is in need of / lacks, either in this life or
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in the future one.’
(WHom 7 11)

In this sentence, the agonist has one or various strong internally rooted
necessities, and, therefore, asks God for their fulfilment. Interestingly enough,
two of the necessity stems taken into account in this piece of research occur in
this sentence, namely neod- and bepurfan. While bepearf is a transitive verb,
neode is a noun functioning as its direct object, that is, man bepearf neode, ‘one
needs necessities.” Two questions arise from this construction. On the one hand,
it illustrates the semantic overlap between the stems neod and bepearf. On the
other hand, this construction may look redundant, because in Present-Day
English one does not need necessities, but one has necessities or needs. However,
this context provides the appropriate environment to understand that the meaning
of bepurfan may also be ‘to be in need’ or ‘to lack.” If we take these alternative
meanings into consideration, example (3.51) becomes easier to interpret, because
it is easily seen that one may /ack what one needs, or that one is in need of
something which he lacks. In fact, the meaning ‘lack’ and the meaning ‘need’ are
notionally related, as has also been shown as for OE purfan in example (3.45)
above. In addition, Krug (2000: 123) mentions ‘to lack’ as the main meaning of
bepurfan, and connects it with want, a verb which has evolved in the history of
English from ‘lack’ to the volition meaning it implies nowadays. Both meanings
‘lack’ and ‘need’ may be interpreted in all the positive examples outlined in
Table 3.16, and this is indeed easy to explain in cognitive terms: lack is a
powerful force leading to necessity.

Apart from this frequent use and meaning of bepurfan in positive contexts,
we observe in Table 3.16 above that it may also be used in non-affirmative
contexts, implying different negative meanings. On the one hand, on one
occasion bepurfan expresses the absence of a force, i.e. absence of necessity.
This is example (3.52):

(3.52) Ic secge eow  pcet swa byd on heofone blis be anum synfullum pe deedbote
I say you (obl) thatso is on heaven bliss by any sinful who penitence
ded, ma ponne ofer nigon 7 nigontigum rihtwisra pe dcedbote ne bedurfon.
does more than over nine & ninety righteous-people who penitence not need
‘I say to you that in Heaven there will be more bliss for a sinner who does
penitence than for ninety-nine righteous (people) who need no repentance.’
(Lk(WSCp) 15.7)
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I have considered that the force expressed by bepurfan in this context is internal,
rather than external, because I understand that the need for repentance, despite
the fact that it is based on a religious belief, is born in the agonist’s self as a
decision or an act of one’s will to stop sinful behaviour, rather than imposed by
an external authority. This example can be compared to sentence (3.45), in which
purfan is followed by a noun phrase and it expresses absence of force (Awces
pearf heo donne maran? ‘what else is she in need of?’). In a similar line, in
sentence (3.52) bepurfan also conveys absence of a force, namely absence of the
force to repent, because, despite the fact that there is not any infinitive in the
sentence, the nominal direct object, dedbote, ‘repentance,” implies the same
course of events. In other words, while a sentence such as you need not repent
contains an auxiliary verb, and you need no repentance contains a full transitive
verb, the meaning conveyed by need in both cases is the same, that is, absence of
necessity to repent.

The last example of strong internal bepurfan expresses a force not to act in

a given way, 1.e. internal prohibition:

(3.53)... peet we him  oftor  swydor abelgad ponne we beporftan.
... that we him more-often more irritate than ~ we should
¢...that we irritate him more often than we should.’

(1,090 helsinki\cowulf4)

This sentence is interpreted as expressing an internal prohibition, because, as
opposed to external prohibitions such as that expressed in (3.50), there is not an
external authority exerting force on the agonist, but it is the agonist’s self that
splits in two halves, one of which exerts a prohibition on the other (‘we should
not...”). Despite this difference in origin, both in (3.50) and in (3.53) the verb is
inflected for the preterite, despite its present time reference. These two sentences

exhibit, therefore, the most auxiliary-like behaviour of bepurfan.’

The last set of meanings conveyed by OE bepurfan is defined in terms of
weak internal forces, which is the most frequent set of meanings found for this

verb in my corpus, as shown in Table 3.17:

! These two sentences also show the ellipsis of the verbal constituent of bepurfan in

comparative clauses, which, as mentioned, is not exclusive of auxiliaries.
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CLAUSE POLARITY NON-AFFIRMATIVE
AFFIRMATIVE TOTAL
TYPE OF FORCE LACK OF FORCE
INNER 24 8 32
TOTAL 24 8 32

Table 3.17: Weak internal bepurfan with specification of clause polarity.

Not surprisingly, 75% of the instances of weak internal bepurfan occur in
positive contexts. This coincides with the data concerning the cases of strong
internal forces. As was the case then, weak internal bepurfan usually means ‘to
be in need’ or ‘to lack,” as can be seen in (3.54):

(3.54) ...and pider wilniad  0dde pces pe  him lyst  0dde pces
...and thither desire (pl) or that (gen) what them pleases or that (gen)
pe  hi bepurfon.
what they need (pl.)
‘...and they thither desire either what pleases them or what they need/are in
want.’

(ZEALS (Christmas), 56)

This sentence illustrates the co-occurrence of bepurfan with a verb related to the
notion of volition, which is a very specific type of necessity that falls out of the
scope of this analysis, namely willnian, ‘wish, desire.” This verb, which
disappears in the ME period due to its fusion with willan, expresses a concrete
type of internal necessity, but it seems to be significantly different from
bepurfan. From my point of view, the former, willnian, is concerned with a kind
of necessity motivated by ambition, while the latter, bepurfan, is concerned with
a kind of necessity motivated by insufficiency. As mentioned above, this is the
most common meaning expressed by bepurfan in positive environments.

When the context of bepurfan is non-affirmative and the force expressed
is weak and internal, the only meaning found in the eight instances of the corpus
is that of absence of necessity, as illustrated in (3.55):

(3.55) Da andswarude se Heelend 7 cweep to him, Ne bepurfon lceces
Then answered the Saviour & says to them not need (pl.) doctor (gen.)
pa Ode hale synd ac pa de unhcelpe habbap.
those who healthy are  but those who not-health have
‘Then the Saviour answered and said to them: “Those who are healthy do not

need a doctor, but those who are unhealthy (lit.: have not-health)”.
(Lk (WSCp) 5.31)

In this sentence the verb bepurfan expresses the absence of the internal necessity

for a doctor. This same meaning may be expressed by purfan, as is shown in my
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corpus, since in the Lindisfarne Gospels, the pre-modal occurs in a similar

sentence:

(3.56) & ondsuarade se heelend cuoed to him ne dofed ["SKEAT EMENDS AS dorfed”]
& answered the Saviour said to him not need (pl.)

da de halo sinttolece ah da Jde yfle habbad.

those who healthy are to doctor but those who evil have

‘And the Saviour told him that those who are healthy do not need a doctor,
but those are ill.

(7,986 helsinki\colindis)

The fact that in the translation of the same text two scribes choose purfan and
bepurfan indistinctly seems to be a good piece of evidence that both verbs may
be used as exact synonyms.

Finally, as seen in Table 3.15, my corpus also contains one instance of
bepurfan expressing neutral general force. Witness (3.57):

(3.57) Ic nat peah  hym puhte pcet hym beporften pcet hi  his mare
I know-not however them seemed that them needed that they their more
wiston.
knew
‘I did not know, however, that it seemed to them that it was necessary for
them to know (lit.: that they knew) more about him.’
(Solil 1 20.8)

In this sentence, bepurfan expresses a general force of diffuse origin. The
agonist, ~ym, ‘them,’ stands inflected for the dative, instead of the expected
nominative, because, as will be mentioned below, this is a Type S experiencer
construction (oblique experiencer + verb + sentential theme; cf. section 2.3.2.3).
Despite the fact that this clause is embedded into a superordinate negative clause,
the negation does not affect the verb bepurfan, and for that reason, it conveys the
presence of a general force, and not absence of force, as it could be understood at
first sight.

We have seen that the meanings of bepurfan range from bare necessity,
which stems from deficiency, to modal auxiliary-like meanings such as absence
of obligation or prohibition. In contrast with purfan, the scarce variety of specific
types of forces allows me to summarize the semantic features of bepurfan in a

single table:
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CLAUSE POLARITY NON-AFFIRMATIVE

ORIGIN AND ARFIRMATIVE ! sck o rorcE | ForceNoTTO| T T
STRENGTH OF FORC

STRONG EXTERNAL 1 1
NEUTRAL GENERAL 1 1
STRONG INTERNAL 11 1 1 13
WEAK INTERNAL 24 8 32
TOTAL 36 9 2 47
Table 3.18: Types of forces expressed by OE bepurfan according to origin, strength and

clause polarity.

OE bepurfan is almost exclusively used to express the existence or non-existence
of internal forces. As already stated, this type of force may be affected by
external elements, but it originates in the agonist’s self. Only on two occasions
does the verb express a type of force not originated in the agonist’s self; one of
them is of (external) religious origin, and the other one is general. Either
originated in the agonist or in an external or general entity, the verb usually
expresses the presence of such a force (36 occasions), though it may also be
absent (9 instances), and marginally it may be a force not to act in a given way (2
cases).

With this information in mind, we may compare purfan and bepurfan.
They both express types of necessity which may be explained in terms of forces.
As far as the origin of the forces is concerned, purfan expresses mainly
externally-originated forces (67.7% of its occurrences), while bepurfan is mostly
related to internal forces (more than 95% of its occurrences). For this reason,
purfan shows a wider range of possible types of forces: religious, hierarchical,
legal, inner of general, while bepurfan is, however, restricted to the expression of
religious, general and, mostly, inner types of forces. If we take into consideration
the strength with which the forces are exerted, we must remember that purfan
expresses strong forces in nearly 75% of its occurrences, while bepurfan is
mainly concerned with weak forces (in 68% of its occurrences). It still remains to
compare these two verbs from the point of view of polarity, as sketched in the

following table:
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AUSE POLARITY NON-AFFIRMATIVE
AFFIRMATIVE TOTAL
OE VERB LACK OF FORCE | FORCE NOT TO
PURFAN* 14 130 13 157
BEDPURFAN 36 9 2 47
TOTAL 50 139 15 204

Table 3.19: Comparison of purfan and bepurfan as for clause polarity.

In this table we can observe that these two verbs differ considerably as far as
polarity is concerned. The absolute numbers of Table 3.19 show the strong
tendency of purfan to occur in non-affirmative contexts (91.1% of the cases),
while bepurfan is mainly used in positive contexts (more than 76.6% of its
occurrences).

Despite all these differences, we have also seen that these verbs may
occasionally occur in the same contexts and with the same meaning, as in
examples (3.55) and (3.56). They may both express wish, deficiency, obligation,
absence of obligation and prohibition. It has been shown, therefore, that both
purfan and bepurfan share enough characteristics to be used in the same kind of

context with auxiliary-like characteristics.

3.4.1.2. Syntactic features of Old English purfan and bepurfan

Both purfan and bepurfan can be considered experiencer verbs according to
Allen’s (1995) classification, because they express an experience (i.e. a
necessity) which is undergone by an experiencer. The constituent expressing the
thing needed is, as already mentioned, referred to as theme (cf. section 2.3.2.3
Allen 1995). Thus, in the syntactic analysis of these verbs, we will follow Allen’s
classification, that is, we will analyse these verbs according to the nature of the
experiencer and the theme.

Beginning with OE purfan, we have seen (section 3.2.2) that its syntactic
patterns are plentiful, i.e. the theme may be of many different types, and that the
experiencer is always present. These data are corroborated by the findings of my
corpus, as can be seen in Table 3.20:

> Let us not forget that these numbers do not include the single instance of OE purfan
expressing possibility, which occurs in a non-affirmative context.
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SUBPERIOD

THEME 01-02 | 03-04 | TOTAL
() / absolute use 4 3 7
Noun phrase 11 11 22
Bare infinitival clause 28 91 119
To-infinitival clause 1 1

Sentence | Bare passive infinitival clause 1 3 4
Elided infinitival clause 2 2 4
Pseudo-gapping construction 1 1

TOTAL 48 110 158

Table 3.20: Nature of the theme of purfan in early and late Old English.

This table shows that, (i) OE purfan may be used intransitively (or absolutely)
and transitively, with nominal and sentential themes; and (ii) the sentential
themes far outnumber zero or nominal themes. The predominance of sentential
themes is especially evident in late Old English, when 96 out of 110 examples
(87.3%) choose this pattern, while in early Old English the ratio was somewhat
lower (33 out of 48, i.e. 68.7%). In any event, OE purfan does not show radical
syntactic changes from the beginning to the end of the period and, for that
reason, the analysis in the following paragraphs will not take into account
diachronic factors.

I will begin my explanation with absolute uses, since it is the only type of
structure which does not fit into Allen’s (1995) classification of experiencer verb

constructions. A paradigmatic example of the absolute use of purfan is (3.58):

(3.58) ponne mot he gesellan on para hyndenna gehwelcere monnan & byrnan &
then may he  give up in those hundred each men & corselet &
sweord on pcet wergild, gif he dyrfe.
sword in that compensation if he needs
‘then he must give up in front of each of those hundred men and give the
corselet and the sword in compensation, if he is compelled/has good cause.’
(7,205 helsinki\colaw2)

It could be argued that this is an instance of ellipsis of the infinitive gesellan
‘surrender,’ the reconstructed sentence being ‘if he needs to surrender.” However,
since OE purfan may be construed absolutely, as recorded by Bosworth and
Toller (s.v. purfan v. 1 1) and as mentioned above in section 3.2.2, in (3.58) no
elided infinitive need be brought forth. The same kind of environment has
favoured the occurrence of absolute uses of purfan in other six cases in my
corpus, all of which are examples of dependent clauses (three temporal, two

conditional and one relative).
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More frequently purfan has a nominal theme (22 examples; 11 in early
and 11 in late Old English). The experiencer is nominative in all cases and the
theme may be genitive, accusative or unmarked as for case (e.g. the relative
particle pe, the ambiguous form maran, ‘more’). When the theme is genitive as
in (3.60) below, the sentence fits into Allen’s classification as Type II
construction with experiencer verbs. This occurs ten times in my OE corpus.
When, on the contrary, the theme is accusative or unmarked, as in (3.59) below,
the sentences can only be said to be a variant structure of Allen’s Type II. This is
the predominant construction with OE purfan when its theme is an NP (12 times

out of the total 22 examples of my corpus):

(3.59) mupa gehwylc mete pearf.
mouths each(nom.) meat (acc) needs (3 sg.)
‘each of the mouths needs meet (food).’
(3,929 helsinki\coexeter)

(3.60) ne dearf he nanra domboca operra.
not needs (3 sg.) he none (gen) code-of-law (gen) other (gen)
‘he is not in need of any other code of law / he does not need any other code
of law.’
(1,727 helsinki\colaw2)

In addition to this, examples with nominal themes occur either on main or on
subordinate clauses and in both negative and affirmative contexts. Therefore, it
may be said that this kind of construction, though not the most frequent, is not
restricted to particular linguistic environments.

The by far most common syntactic pattern of OE purfan is, as mentioned,
the construction with a sentential theme, which i1s always an infinitival clause,
they amount to 81.1% of the cases, considering all five variants in Table 3.20.
The experiencer may, in this context, be nominative or oblique. When it is
nominative, the construction fits into Allen’s (1995) ‘Personal’ Type with
experiencer verbs. When, on the contrary, the experiencer is oblique, the

construction is classified as Type S, as shown in Table 3.21:
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ALLEN’S TYPE
‘Personal’ Type Type S TOTAL

SENTENTIAL THEME

Bare infinitival clause 115 4 119
To-infinitival clause 1 1
Bare passive infinitival clause 4

Elided infinitival clause 4

Pseudo-gapping construction 1 1
TOTAL 125 4 129

Table 3.21: Experiencer verb constructions of OF purfan with a sentential theme.

Table 3.21 displays not only the type of experiencer verb construction for OE
purfan, which is in most cases the ‘Personal’ Type (96.9% of the occasions in
which it has a sentential theme), but also the type of infinitive purfan can take as
theme. Let us begin the analysis of OE purfan with the constructions of the
‘Personal’ Type.

The examination of the corpus examples reveals that in ‘Personal’ Type
constructions, the bare infinitive is the most frequent type of infinitive selected
by this verb (118 out of the 125 infinitival themes). However, I have also found
one example of purfan with by a to-infinitive, contravening Warner’s (1993:
137) assertion that it only occurs with bare infinitives. Consider sentences (3.61)

and (3.62) respectively:

(3.61) Pa cweed se encgel to hyre: Ne pearftu de ondreedan, Maria.
Then says the angel to her not need-you you (obl) fear Maria
‘Then the angle said to her: “You need not fear, Maria.””

(LS 18.2 (NatMaryAss 10J) 581)

(3.62) Gif hit sie winter ne pearft bu pone wermod to don.
If it is winter not need (2 sg.) you (sg.) the wormwood (acc.) to take

‘If it is winter, you need not take too much wormwood.’
(4,428 helsinki\colaece)

Sentence (3.61) is an example of purfan followed by the bare infinitive
ondreedan, ‘to fear.” The verb ondreedan is frequently construed with a reflexive
pronoun (de, in this case), and it follows purfan on 14 occasions in my corpus.
This example is, therefore, prototypical. Sentence (3.62), on the contrary, is an
exceptional example. The infinitive which follows purfan is not plain or bare, but
a to-infinitive, namely 7o don. This example, therefore, contradicts Warner’s
(1993: 137) assertion that purfan never appears in Old English with a fo-
infinitive. Moreover, it is also a rare case of an uninflected zo-infinitive in Old

English, since, as is well-known, fo-infinitives are expected to be inflected in that
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period of English (we should expect fo donne, instead of to don). As mentioned,
this is the only example in which purfan is followed by a fo-infinitive in my
corpus, and it therefore should be regarded as an exception to the general rule.
The bare passive infinitival clause is another possible type of infinitival
theme of purfan. Though the frequency of this construction is much lower than
that with an active infinitive (four passives as against 120 actives), it is worth
pointing out here that the occurrence of pre-modals with a passive infinitive is
one of the pieces of evidence which Warner (1993: 160) uses to describe pre-
modals as OE auxiliaries, because the presence of a passive infinitive after a
given verb implies that such a verb does not select its experiencer / subject, and
non-selection of subjects is a characteristic of auxiliaries. One of the four

examples of purfan followed by a passive infinitive is (3.63):

(3.63) Ac se byd swyde mildheort, (...) pcet he ne purfe beon on ecnysse
But he who is very merciful (...) that he not need (subj.) be on eternity
mid deoflen gecwylmed.
by devil tormented
‘But he who is very merciful (...) he need not be tormented for ever and ever
by the devil.’
(Alc (Warn 35) 163)

In this sentence, the passive infinitive beon gecwylmed, ‘be tormented,” is the
theme of the pre-modal purfan in a non-affirmative context. The other three
examples of this type of constituent in the corpus, as well as the example
provided by Warner (1993) to illustrate this construction, are negative sentences.
As will be seen below, the pre-modal purfan shows a strong preference for non-
affirmative contexts. According to Warner’s (1993: 160) argumentation that the
occurrence of pre-modals with passive infinitives is a sign of auxiliary status,
these four sentences would support the auxiliarihood of purfan in Old English.
Going on with the explanation of Table 3.21, we observe that the
infinitival theme is elided in four of the examples retrieved from the corpus.
These cases of ellipsis must not be taken as a piece of evidence in favour of the
interpretation of purfan as an auxiliary, because these instances concern the
special cases of ellipsis mentioned by Warner (1993: 113-114) and specified in
section 3.2.1 above, that is, absence of infinitive in a comparative clause and

absence of an infinitive of motion. An example of the former is (3.64):

(3.64) Sume him ondrcedad earfodu swidor ponne hi pyrfen,  peah  hi  hi
some them fear (pl.) power more than they need (pl.) although they they
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eade adreogan meegen.

easily suffer may
‘Some of them fear his power more than they need, although they may easily
suffer.’

(10,409 helsinki\coboeth)

Sentence (3.64) exemplifies the ellipsis of an infinitive when the pre-modal
purfan occurs in a comparative clause, swidor ponne hi pyrfen, ‘more than they
need’ (cf. also example (3.50) above with bepurfan).

The last possible syntactic pattern of OE purfan when it occurs in
‘Personal’ constructions does reveal the auxiliary-like nature of this pre-modal,
since it concerns pseudo-gapping. As mentioned above (section 3.2.1), pseudo-
gapping involves the absence of the infinitive, and the presence of the

complements of such an infinitive following the auxiliary, as illustrated in (3.65):

(3.65) min folc fretad  swa feelne hlaf, ne hio  godwyllad  georne ciegan
my folk eat (pl.) so beloved bread not they God want (pl.) eagerly invoke
peer  hio forhtigad, frecnes egesan ceniges  ne purfon.
though they are-afraid dangerous (gen.) horror (gen) any (gen.) not need (pl.)
‘my people eat so the beloved bread, they do not want to invoke God/wealth
eagerly, though they are afraid, they needn't (be afraid) of any dangerous
horror.’

(251 helsinki\cometreps)

This is the only example of purfan in a pseudo-gapping construction found in the
OE corpus. The personal verb forhtigad, third person singular of the verb
forhtian, ‘to be afraid,” is the main verb in the subordinate clause meaning
‘though they are afraid.” This verb should also occur after the pre-modal purfan
in the following clause. However, the infinitive is absent from the latter clause,
probably due to the proximity of the inflected verb forhtigad. At the same time,
the complements of the elided infinitive occur as apparent complements of the
pre-modal purfan, namely frecnes egesan ceniges. Though it could be thought
that this is the complement of forhtigad, the comma between such a verb and
frecnes egesan ceniges is the clue not to interpret them as belonging to the same
sentence. Sentence (3.65), therefore, appears to be a clear instance of a pseudo-
gapping construction, and, consequently, a piece of evidence in favour of the
interpretation of purfan as having auxiliary-like characteristics.

Moving on in Table 3.21, we observe that OE purfan occurs with an
oblique experiencer in Type S constructions on four occasions in my corpus.

The four instances exhibit a non-nominative experiencer of the necessity
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expressed by purfan and a bare infinitival clause as theme. In addition, they are
also alike in the fact that the reason for the obliqueness of the experiencer is the
impersonal nature of the infinitive following purfan. As mentioned in section
3.2.1, when some OE pre-modals occur with an impersonal infinitive, the former
may be influenced by the syntax of the latter, that is, pre-modals may take non-
nominative subjects when in contact with an impersonal infinitive. When this
occurs, it i1s commonly accepted that their syntactic role is somewhat
subordinated to the impersonal infinitive (they have undergone
decategorialization), and, therefore, their function is closer to that of an auxiliary
than to that of a full verb (cf. Denison 1990a; Warner 1993, among others). The
analysis of the examples retrieved from the corpus reveals that OE purfan does
take non-nominative experiencers when accompanied by an impersonal

infinitive. One of the four instances of such a structure in my corpus is (3.66):

(3.66) Ne pearf nanne man tweogian: cefter his deape odrum pissa he
not need (3 sg.) no man (acc.) doubt after his death  other these he
onfehd, swa life swa unlife, swader  his gewyrhto biod 7 his earnung.
receives so life so death whichever his deeds is & his merit
‘No man need doubt: after his death he receives one of these, whether life or
death, whichever his deeds and his merit is.’
(HomU 9 (ScraggVerc 4) 93)

In this sentence we observe that the pre-modal purfan is followed by the
impersonal verb tweogian, ‘to doubt,” and the experiencer is the accusative noun
phrase nanne man, instead of the expected nominative nan man, ‘no man.” As
already explained, the fact that purfan loses its usual way of marking the
experiencer in favour of the case-marking selected by tweogian points out
towards an interpretation of this pre-modal as an auxiliary, since it is
syntactically constrained to the requirements of the infinitive, which functions as
main verb.

To sum up, the syntactic patterns exhibited by purfan are numerous and at
least some of them reveal the auxiliary-like nature of this OE pre-modal, namely
the occurrence with passive infinitives and in pseudo-gapping constructions
together with the occurrence with impersonal infinitives, which makes purfan
acquire impersonal characteristics such as oblique experiencers. Though none of
these constructions is of a high frequency in the corpus, they are still relevant, if
we taken into account Warner’s criteria for the identification of auxiliaries in Old
English.
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It is my aim now to look at the syntactic patterns of OE bepurfan in
order to check whether it differs qualitatively from the verb from which it
derives. Bosworth and Toller (s.v. bepurfan) do not offer any example of a
sentential theme with bepurfan; its arguments seem to be limited to noun phrases.
If that were true, the overlapping between purfan and its derived verb would only
concern cases of nominal themes. The findings obtained from the OE corpus,
however, reveal that this premise is not completely true, since OE bepurfan
occurs in absolute uses (two instances), with nominal themes (37 instances) and
with sentential themes (eight examples). It must be said that all instances of
bepurfan contain an explicit experiencer. However, not all instances can be
described according to Allen’s (1995) classification of experiencer verb
constructions. Such is the case of the two instances of bepurfan which occur

without any complement, that is in absolute use. Witness (3.67):

(3.67) Ne wanda ou deet  Ou dinum frynd ne helpe dcer he
not hesitate you (nom.) that you (nom.) your  friend not help when he
bedurfe, 7 Drihten, eower Godd, eow bletsie on ceclne timan.

needs & Lord your God you (acc.)bless on any time

‘Do not hesitate to help your friend when he is in need / needy, and the Lord,
your God, will bless you any time.’

(Deut 15.10)

The main difference between the absolute uses of purfan and those of bepurfan
concerns the necessity to resort to the previous context in order to understand the
meaning of the clause. It was seen that in absolute uses of purfan, such as (3.58)
above, the previous context is very important, and hence the occurrence of these
absolute uses only in subordinate clauses (e.g. gif he dyrfe, which has been
translated as ‘if he is compelled / has good cause). However, for the
understanding of the clause in which intransitive bepurfan occurs no previous
context is needed, since its meaning is complete, namely ‘to be in need, needy or
poor,’ as illustrated in (3.67). Further evidence of this meaning is provided by the
other example of absolute use of bepurfan. In that example, taken from Zlfric’s
Grammar, the intransitive clause ic bepearf translates Latin indigeo, an
intransitive verb meaning ‘to lack, to be needy.’

When bepurfan has a nominal theme, the construction may be Allen’s
(1995) Type I (oblique experiencer + nominative theme) or Type II (nominative

experiencer + genitive theme); in addition, the theme may be ambiguously
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marked; this is the case of the particle pe or of a feminine noun phrase, since the
OE accusative and genitive ending for feminine nouns is <-e>. These cases are

analysed as variants of Type II in Table 3.22:

SUBPERIOD
01-02 03-04 TOTAL
ALLEN’S TYPE
Type II 4 18 22
Variant Type 11 1 13 14
Type I 1 1
TOTAL 5 32 37

Table 3.22: Experiencer verb constructions of bepurfan with a nominal theme.

Table 3.22 shows that most of the sentences are clear examples of Allen’s (1995)
Type II construction with experiencer verbs, because the theme is an

unambiguous genitive noun phrase, as in (3.68):

(3.68) ic freonda  bepearf liora on lade.
I friends (gen) need (1 sg.) gentle (gen) on way (dat.)
‘I need gentle friends on the way.’
(538 helsinki\cocynew)

The split genitive noun phrase freonda liora, ‘gentle friends,” functions as theme
of the verb bepearf. In fact, the genitive seems to be the preferred case for the
theme of bepurfan, as evidenced in the corpus.

There are, however, 14 instances in which the theme of bepurfan may not
be considered unequivocally genitive, since the noun phrase is ambiguous as for

case, as seen in (3.69):

(3.69) Ic secge eow peet swa byd on heofone blis be anum synfullum pe
I say you(dat.)that so is on heaven bliss for one sinful (dat.) who
deedbote  ded, ma ponne ofer nigon 7 nigontigum rihtwisra pe
penitence does more than over nine & ninety  righteous men (dat.) who
deedbote ne bedurfon.
penitence (gen. / acc.) not need (pl.)
‘I say to you that in Heaven there will be more bliss for a sinner who does
penitence than for ninety-nine righteous (people) who need no repentance.’
(Lk(WSCp) 15.7)

The feminine noun deedbote is ambiguously marked for accusative, genitive or
even dative case. Obviously, a dative is not expected in this type of constituent,
but we still have a doubt between accusative and genitive, since both are
plausible markers of themes, as has been seen as for OE purfan. On the basis of

the fact that there is not a single case in which the theme of bepurfan is clearly
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marked for the accusative, it does not seem illogical to consider that the five
instances of ambiguously marked themes should be regarded as genitival.
Therefore, OE bepurfan seems to have a strong tendency to occur in Allen’s
(1995) Type 1I constructions, since the experiencer is nominative, such as ic in
(3.68), and the theme is genitival, as /idra also in (3.68).

To finish up with nominal themes, Table 3.22 also displays the only
instance of OE bepurfan found in a Type I construction, that is, with an oblique

experiencer and a nominative theme, as evidenced in (3.70):

(3.70) ...for pon pe  heom beporfte strew to heora bedrceste.
...for that reason them (dat.) needed (sg.) straw (nom.) to their bed
‘...for that reason they needed straw (lit.: for-them was necessary straw) for
their bed.’

(LS 9 (Giles) 83)

This sentence is a clear example of bepurfan occurring in a Type I experiencer
verb construction. The experiencer, heom, occurs in the dative case (cf. the
nominative ki), while the theme, streew, is ambiguously marked as for case, since
it is a neuter noun, and it may be considered a nominative or an accusative. The
possibility of an experiencer verb construction with a dative experiencer and an
accusative theme is regarded as marginal by Allen (1995: 74-79), as mentioned
in section 2.3.2.3. In addition, the few ambiguous examples she mentions
concern the verb lician, ‘like.” For this reason, it seems acceptable to interpret
that streew stands, in this context, for a nominative. Sentence (3.70) is, therefore,
an example of Allen’s experiencer verb construction Type I (dative experiencer +

nominative theme).

Having analysed the patterns exhibited by bepurfan in absolute uses and
with nominal themes, we must pay attention to those instances in which this verb

is followed by a clause (eight examples, as mentioned above):

LEN’S TYPE | <ppRSONAL’ TYPE TYPE S TOTAL
THEME 01-02 | 03-04 ! T.| 01-02 | 03-04 ! T.| 01-02 | 03-04 | T.
Elided clause ! 5: 5 ! : 0! 5: 5
That-clause 21 0: 2 1! | 3 0: 3
TOTAL 2 5 7 1! 01 3. 5 8

Table 3.23: Experiencer verb constructions of bepurfan with a sentential theme.

This table shows that bepurfan mostly takes a nominative experiencer when

followed by a sentential theme (‘Personal’ Type) and that it may also take an
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oblique experiencer (Type S). In this case, let us analyse the data of Table 3.23
according to the type of sentential theme rather than to the type of experiencer
verb construction.

Beginning with the most frequent type, i.e. elided clause, all five
instances in my corpus are illustrations of Allen’s ‘Personal’ Type, because the
experiencer is nominative. In addition, the ellipsis does not seem to be indicative
of auxiliary status (Warner 1993: 113-114), since the five instances of bepurfan

occur in comparative clauses, such as (3.71), which was quoted above as (3.53):

(3.71)...pcet we him oftor swydor abelgad_  ponne we beporftan.
...that we him more-often very much irritate (pl.) than we needed (pl.)
‘...that we irritate him more often than we needed/should.’

(1,090 helsinki\cowulf4)

As was the case with purfan in example (3.64) (namely swidor ponne hi pyrfen,
‘more than they need’), bepurfan also occurs in short comparative clauses where
the sentential theme is elided. However, there seems to be an important
difference between both constructions, because in the case of purfan, the elided
element is an infinitive, while in the case of bepurfan, such an element must be a
that-clause, since in no other example in the corpus does it occur with an
infinitival theme. Therefore, the only conclusion which can be drawn is that both
purfan and bepurfan occur in elliptical comparative clauses, even though their
respective elided constituents differ in nature. In contrast, the semantic-
morphological features of beporftan in (3.71) are typical of auxiliaries, since it
exhibits abnormal time reference: it is inflected for the past tense, while it does
not convey past time, but it refers to a hypothetical situation.

The second line of Table 3.23 shows that bepurfan can also be found with
a that-clause as sentential theme; in other words, bepurfan also accepts verbal
constituents other than infinitival. This occurs in three instances in the corpus,
and all of them belong to an early OE translated text, namely, the Soliloquies
written by St. Augustine. Consider, for example, (3.72) as an example of a that-

clause with ‘Personal’ bepurfan:

(3.72) Gyf he donne unhale ceagan heefo, ponne bepearf  he pcet hyne man Ilcere
If  he then unhealthy eye has  then need (3 sg.) he that him man teach
beet he lochige cerest ...
that he looks first
‘If he has a sick eye, he needs a man to teach (lit.: that a man teaches) him to
look first...’

(Solil 1 45.24)
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The underlined that-clause functions as the theme of the verb bepearf. In Present-
Day English it is not possible for need to be followed by a that-clause, and
therefore, the translation I propose is ‘he needs a man to teach him.” Sentence
(3.72) may be considered to belong to Allen’s (1995) ‘Personal’ Type of
experiencer verb constructions, because it has a nominative experiencer, namely
he, and a sentential theme, a pceet-clause, in this case. Finally, the verb bepurfan
may also be followed by a that-clause when the experiencer is non-nominative,
as in (3.73):

(3.73) Ic nat peah  hym puhte  pcet hym beporften beet _hi _ his
I not-know however them seemed that them needed (pl.) that they their

mare wiston.

more know

‘I did not know, however, that it seemed to them that it was necessary for
them to know (lit.: that they knew) more about him.’

(Solil 1 20.8)

Sentence (3.73), quoted above as (3.57), illustrates the fourth possible type of
experiencer verb construction for bepurfan. In this case the experiencer, hym,
occurs in the dative, instead of the nominative 4y, and the theme is a that-clause.
It belongs, therefore, to Allen’ (1995) Type S construction. Strangely enough, in
this case bepurfan is inflected for the plural, which is not the norm in this type of
experiencer verb constructions. In spite of this irregularity, it seems reasonable to
label this sentence as an experiencer verb construction Type S (cf. Allen’s
classification in section 2.3.2.3 above).

Leaving experiencer verb constructions apart, the syntactic combination of
bepurfan with a that-clause does not seem very frequent in Old English. In fact,
the corpus-data reveal that on 100% of the occasions it occurs in early translated
texts, which could lead us to hypothesize that this construction has its base on the
original language of the text, that is to say, we could think that the translator was
somewhat influenced by the syntax of the source language. In Present-Day
English necessity verbs are not followed by that-clauses, but by fo-infinitives.
Thus, a PDE sentence such as *we want that you go is ungrammatical, the
grammatical counterpart being we want you to go. The same applies for the verbs
need or wish. The fact that bepurfan takes that-clauses as themes may explain
why it 1s never found with infinitives. Both content clauses and infinitives are
syntactic resources to involve two verbs within a sentence. While purfan selects

infinitives, bepurfan seems to show a preference for the choice of content
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clauses. That is to say, when it comes to have a verbal theme, purfan selects non-

finites, and bepurfan chooses finites.

The following table overlaps the information provided as for the syntactic

patterns exhibited by purfan and bepurfan respectively:

OE VERB

DPURFAN | BEPURFAN | TOTAL

THEME
O / absolute use 7 2 9
NOUN PHRASE 22 37 59
Bare infinitival clause 119 119
To-infinitival clause 1 1
Bare passive infinitival clause 4
SENTENCE Elided clause 4 5 9
Pseudo-gapping construction 1 1
That-clause 3 3
TOTAL 158 47 205

Table 3.24.: Themes of OE purfan and bepurfan.

The information contained in Table 3.24 reveals that purfan and bepurfan seem
to show a preference for different types of themes, and this difference seems to
correlate with a difference in their nature. On the one hand, purfan seems to be
closer to auxiliaries for several reasons. Firstly, it is very often accompanied by
an infinitive, and as Bolinger (1980: 297) points out, “The moment a verb is
given an infinitive complement, that verb starts down the road of auxiliariness.”
Secondly, it may take passive infinitives as themes, which implies that purfan
does not select its experiencer / subject. Absence of subject selection, which
implies decategorialization, is considered a piece of evidence of auxiliarihood by
Warner (1993: 160). In addition, purfan is also found in pseudo-gapping
constructions, that is, the infinitive may be elided while its complements are
retained next to the auxiliary. This is another criterion selected by Warner (1993:
111-116) to identify auxiliaries in early English. On the contrary, bepurfan seems
to be closer to full verbs, because it is primarily construed with noun phrases.
However, as already mentioned, it is highly significant that bepurfan may also
occur in special cases of elliptical comparative constructions, and that it may
choose a verbal finite theme introduced by the complementizer that in cases
where purfan would have selected an infinitive. This seems to constrain bepurfan

to the category of full verbs.
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A piece of information which is not present in Table 3.24 is the possibility
for purfan to take non-nominative experiencers when followed by an impersonal
infinitive, as seen above in sentence (3.66), which constitutes another instance of
lack of experiencer / subject selection and, hence, decategorialization.

To sum up, it may be concluded that the auxiliary-like characteristics
exhibited by OE purfan are quite significant: high frequency of plain infinitives,
occurrence in pseudo-gapping constructions, and loss of syntactic weight when
followed by an impersonal infinitive. OE bepurfan, in contrast, behaves as a
lexical verb on most occasions, though it may also occur in two-verb
constructions, as shown by its ability to combine with content clauses and to

appear in elliptical comparative clauses.

3.4.2 Old English neodian in the corpus

As explained in section 3.3.1, under the label neodian 1 analyse a series of OE
verbs related to the notion of necessity which derive from the noun neod (cf.
Bosworth and Toller, s.v. neod, n.), as do authors such as Molencki (2002) or van
der Auwera and Taeymans (2004). In all I have found 104 examples of neodian
in my 1.2 million-word corpus, and the variety of spellings found is, in order of
frequency: nydan (30 examples), nedan (22 examples), neadian (15 examples),
genydan (13 examples), geniedan (12 examples), niedan (4 examples),
geneadian (3 examples), genedan (3 examples), neodian (1 example), nidan (1
example). I can advance that only the variant nedan has been found to mean
‘need’ or ‘to be necessary,” which reveals the importance of including all these
variants under the study of neodian as the predecessor of PDE need (cf. OED,
s.v. need v.2). In this section, I describe in detail the semantic and syntactic
features of this OE verb (or this set of OE verbs) with the aim of elucidating its
role in the expression of necessity in the very early period of English, as opposed
to the other OE verbs studied in this piece of research, namely purfan, bepurfan
and behofian (sections 3.4.1 and 3.4.3).

Before analysing the examples of OE neodian in my corpus, 1 offer the
number of occurrences of this verb in the main OE subperiods, namely early and
late Old English, as has been done for OE purfan and bepurfan, together with the

normalized frequencies calculated for 100,000 words:
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EARLYOE | N.F. | LATEOE | N.F. | TOTAL | N.F.
OE neodian 521  20.96 521 5.43 104  8.62

Table 3.25: Distribution of OE neodian by subperiods.

The normalized frequencies reveal that the apparent even distribution of neodian
in early and late Old English is not real, but this verb is nearly four times as
frequent in early as in late Old English. In addition, I must say that the only
example of neodian meaning ‘need, be necessary’ occurs in late Old English.
The analysis of corpora from later periods of English will shed light on the
evolution of this verb (cf. Chapters 4 and 5). Let us now turn to the linguistic
analysis of the examples of neodian.

The examples of OE neodian will be analysed according to a series of
variables. The first is voice, since this verb is unexpectedly frequent in the
passive voice (25% of its occurrences). In other words, active and passive
examples will be treated separately in the analysis of the data. Then, both active
and passive examples will be analysed in semantic terms in 3.4.2.1, and we will
see how meaning conditions the range of possible syntactic complementation

types, which will be finally dealt with in section 3.4.2.2.

3.4.2.1. Semantic features of Old English neodian

Semantically, OF neodian expresses mainly strong external types of forces, as
outlined in Table 3.26. The first column of Table 3.26 indicates the origin of the
force exerted by neodian, which can be, as was the case with purfan and
bepurfan, external, internal, and general or undetermined. The second column of
this table, on the other hand, specifies the strength with which the force is
exerted, namely strong, weak or neutral. Since neodian has not been found
expressing weak forces, the combination of variables renders only three possible

types of force expressed by neodian in each sentence:

ORIGIN STRENGTH N. OF EXAMPLES |[TOTAL
STRONG 100

EXTERNAL WEAK 100
STRONG 2

INTERNAL WEAK 2

GENERAL NEUTRAL 2 2
STRONG 102

TOTAL WEAK 104
NEUTRAL 2

Table 3.26: Origin and intensity of the forces expressed by OF neodian.
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Table 3.27 offers the breakdown of these three types of forces expressed by
neodian with specification of whether the verb occurs in the active or the passive
voice in each case:

VOICE
ORIGIN AND ACTIVE | PASSIVE | TOTAL
STRENGTH OF FORCE
STRONG EXTERNAL 74 26 100
STRONG INTERNAL 1 1 2
NEUTRAL GENERAL 2 2
TOTAL 77 27 104

Table 3.27: Origin of the forces expressed by neodian with indication of voice.

In order to provide a fine-grained analysis of each of these three force types, |
will follow the same method used for the analysis of OE purfan and bepurfan,
namely, each combination is treated separately according to type and polarity.
Let us begin with strong external types of forces, since this is the most
common type of force expressed by neodian (100 instances). In 74 sentences
neodian occurs in the active voice, while in 26 cases the voice is passive. The

semantic analysis of the active instances of strong external neodian is outlined
in Table 3.28:

POLARITY NON-AFFIRMATIVE

AFFIRMATIVE TOTAL
TYPE OF FORCE LACK OF FORCE
PHYSICAL 11 11
PHYSICAL (METAPHORICAL) 5 5
SOCIO-PHYSICAL 15 15
HIERARCHICAL 23 5 28
RELIGIOUS 8 2 10
LEGAL 4 1 5
TOTAL 66 8 74

Table 3.28: Types of strong external forces expressed by active neodian, with
indication of clause polarity.

As in the previous tables devoted to the semantic analysis of other OE verbs, the
first line specifies the polarity of the clause in which the verb occurs. An
affirmative context implies the presence of the force involved, while a non-
affirmative context may imply the absence of such a force, or the presence of a
force not to act in a given way. In this case, the occasional instances of non-
affirmative contexts only express the absence of the force expressed by neodian,

that is, this verb is not used to express force not to act in a given way, or
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prohibition. Therefore, strong external active neodian expresses only existence
and absence of force.

On the other hand, the first column of this table refers to the exact
(notional) type of force expressed by this OE verb. The types of forces are listed
not according to their frequency, but according to the semantic gradience used to
describe modal verbs from a force-dynamic point of view, that is, from purely
physical forces to in-between stages such as socio-physical forces, to social
forces such as those based on hierarchical, religious and legal grounds. As
explained in section 2.2.2.2, scholars such as Sweetser (1990) resort to the force-
dynamic conception of modality to explain the emergence of epistemic
meanings. This cognitive account of the evolution of modals explains, for
instance, the development of the modal verb may from the OE verb magan,
which conveys the physical meaning ‘to be strong.” This verb is gradually used
to refer to non-physical abilities by means of metaphors referring to the social
world, such as ‘be allowed,” one of the meanings included in root modality.
Finally, the verb is also used to convey epistemic meanings related neither to the
physical nor to the social world, but to the mental world, as, for example, ‘to be

possibly the truth.” This semantic evolution is illustrated in the following figure:

referential meanings > root meanings > epistemic meanings
physical world > social world > mental world

Figure 3.3: Meanings implied by modal verbs in the history of English: from

the physical to the mental world (adapted from Traugott 1989

and Sweetser 1990).

Since the development of PDE may can be accounted for in these cognitive
terms, my aim is to try to account for the evolution of PDE need in the same
terms. That is, we expect a semantic evolution from physical to social and, later,
epistemic meanings (cf. section 2.2.2.3 above for the illustration of all possible
meanings of PDE need). For this reason, the first column of Table 3.28 sets out
the semantic cline of the possible meanings conveyed by OE neodian. The cline
ranges from clearly physical, referential meanings to the different types of social
meanings (hierarchical, religious or legal).

When neodian expresses a physical force unequivocally, it is always
positive, and it may mean ‘to press’ or ‘to push.” Consider example (3.74) as an

intransitive use of this meaning:
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(3.74) Rinc bid on ofeste, se mec on pyad ceftanwearnde, heeled mif hreegle;
hero 1isin haste the me (acc.)on ? behind hero with dress
hwilum ut tyho  of hole hatne, hwilum eft ~ fared on nearo
at-times out draws of hole hot at-times again travels one narrow
nahtweer,  nydep swipe superne secg.
somewhere presses hard southern man (nom.)

‘The hero is in haste, who from behind belabours me, the champion, with his
dress; he draws me out at times from the hole; at times I fare again into the
narrow part somewhere; he presses hard, the southern man.”*

(4,996 helsinki\coriddle)

In this sentence, neodian expresses physical force, ‘to press,’ as evidenced in the
translation. It could be thought that the expression of physical force by neodian is
an old relic, but, as seen in Table 3.28, it is not infrequent in Old English (almost
15% of occurrences), and it occurs both in early and in late texts from this period
and in different syntactic contexts. See sentence (3.75) as an instantiation of

transitive neodian expressing physical force:

(3.75) he hine nydde ut of paradiso (...) we  eac nydad ut pa forsyngodan of
he him pushed out of paradise (...) we also push (pl.) out the sinners of
Godes cyrican.

God’s church

‘he (God) pushed him out of paradise (...) we also push the sinners out of
God's church.’

(WHom 15 37)

In this double example of neodian, the physical character of the force is
evidenced by the use of the adverb uz, ‘out,” which clearly refers to the tangible
reality. In the 11 cases of neodian expressing physical force, the antagonist
(which functions syntactically as subject) is human and animate, since he exerts
the force consciously. As already stated, this referential meaning of neodian is
recorded in early and late Old English, and the spelling variants found to convey
this meaning are: nydan, nedan, geniedan, genydan.

Also related to these referential meanings, I have found that neodian may
also express metaphorical physical meanings, that is, the meaning of neodian
refers ambiguously to the physical reality. However, the antagonist is not
conscious of the force he is exerting, because he, or rather it, is not human and

inanimate, as evidenced in example (3.76):

(3.76) Ac se  suderna wynd (...) swyde gedrehte and hyne swa genydde,
but the southern wind (...) very much tormented and him so compelled (sg.)

*3 Translation provided by Rodrigues (1990: 115).



174 Chapter 3. Old English purfan, bepurfan, neodian and behofian

peet he to pam gete becom cet peere ceastre Lybie.

that he to the gate go  at the castle Lybie

‘But the Southern wind (...) tormented him very much in such a way that it
compelled/pushed him to go to the gate of the castle Lybie.’

(VSal 1 (Ass 16), 19)

This sentence illustrates what I have decided to call metaphorical physical force.
Although the force exerted on the agonist (him) may be physical (if we
understand that the meaning is ‘push’), it may also imply that the presence of the
antagonist (the southern wind) obliges the agonist to move in a given direction
(hence the meaning ‘compel’). Therefore, the force is ambiguously defined. In
addition to the meaning of the verb, the antagonist is non-human and inanimate,
and therefore, it cannot be said to exert any force consciously. The southern wind
may physically condition the movements of the agonist, but it cannot impose an
obligation on him, because it is an inanimate entity. Therefore, in order to
understand the meaning of neodian in this instance as ‘compel’ we have to resort
to metaphor. As already stated, the occurrence of inanimate subjects where
animate entities are expected is common in the grammaticalization of verbs
because they imply decategorialization (cf., for instance, Heine ef al. 1991: 156;
Krug 2000: 90). Although it is obvious that in this case we are not dealing with
the grammaticalization of neodian in the OE period, this feature must be taken
into account as a sign that this verb is evolving towards metaphorical uses.

A further metaphorical use of neodian concerns the cases in which it
expresses socio-physical forces, as labelled in Table 3.28. In this classification I
include those instances of neodian referring to any physical force used to impose
a social obligation. These examples represent a bridge between pure physical
meanings and pure social meanings of neodian. The examination of one of such

instances will clarify this idea:

(3.77) Se com of Rome in  Galwalas in da ceastre Ambeanis, dcer Riciouarus
he came from Rome into Galwalas in the castle Ambeanis there Riciouarus
se  gerefa mid miclum witum hyne nydde to heedengylde.
the high-official with many tortures him compelled (sg.) to idolatry
‘He came from Rome into Galwalas in the castle of Ambeanis, where
Riciouarus, the high official, forced him to idolatry by means of many
tortures.’
(11,445 helsinki\comartyr)

In sentence (3.77), one of the OE variants of neodian, namely nydan, expresses

the obligation exerted by the antagonist (the high official) on the agonist (him).
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However, this is not a paradigmatic example of obligation, because standard PDE
obligation is based on social matters, and in this sentence the obligation is
exerted on the basis of physical superiority. In other words, the antagonist exerts
his force on the agonist by means of physical tortures, with the aim of obtaining a
social response, namely that the agonist worships the antagonist. On the basis of
the cognitive explanation of the semantic evolution of verbs, it does not seem
incoherent to hypothesize that the first term used to refer to a force designated a
physical force. Such a term would then undergo metaphorization and would be
used to refer to forces which had no physical component, but purely social ones.
In the process of metaphorization, it is possible that the term refers to socio-
physical forces such as that conveyed in (3.77). For all these reasons, I consider
that examples such as (3.77), which have been analysed as expressing socio-
physical force, are in between instances referring to pure physical forces (such as
(3.74) and (3.75) above) and strictly social forces, such as the ones which I
proceed to describe.

The last three lines in Table 3.28 contain the different contexts in which
OE neodian 1s used to convey social forces, which can be based on the
superiority of the antagonist on three different fields: hierarchy, religion and
law. Therefore, the types of strong external social force expressed by neodian are
hierarchical, religious and legal. As opposed to the instances in which neodian
expresses some kind of physical force, when it expresses social force, it may
occur in affirmative or in non-affirmative contexts, though the latter are fairly
infrequent. All the instances of negative social force are, as stated above,
examples of absence of obligation, that is, the antagonist releases the agonist
from an assumed obligation.

With the aim of illustrating the possible strong external social obligations
imposed by active neodian, 1 will provide an instance of each of the types of
force conveyed. Thus, sentence (3.78) is an example of neodian expressing
hierarchical obligation; (3.79) illustrates a religion-based obligation; and, finally

(3.80) exemplifies a legal type of obligation:

(3.78) Da sona he nydde his leorningcnihtas on scyp stigan, ...
then soon he compelled (sg.) his disciples on ship board...
‘He soon compelled his disciples to board on the ship,...”
(Mk(WSCp) 6.45)

(3.79) ...and pcerto hi  genydad  men to gebiddanne, fordan se deofol sylf
...and thereto they compel (pl.) men to pray because the devil self
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spreco purh da deadan anlicnesse.
speaks through the dead face
‘...and thereto they compel men to pray, because the devil himself speaks by

a dead face.’
(HomU 34 (Nap 42) 205)

(3.80) gif hit gelewed bid odde dead beeftan pam hlaforde, nyde man
if  itill is or deadbehind the lord compel (imperative) man
hine pcet he hit gylde.

him that he it pays

that ‘if it (a lent animal) is ill or dead behind his lord (when his lord is not
present), compel him to pay for it.’

(Exod 22.14)

Even if these three sentences, as can be seen in their code, are taken from
religious texts, the type of social force exerted by neodian in each case is based
on different principles. In sentence (3.78), the antagonist, namely Jesus, compels
the agonists, his disciples, to board on the ship not on the basis of religious faith,
but on the basis of his hierarchical superiority. In example (3.79), on the
contrary, the antagonist compels the agonists to pray under the threat of the
Devil, that is, on the basis of religious dogmatic beliefs. Finally, sentence (3.80)
is a fragment of chapter 22 of the Exodus, devoted to the laws related to property
and customs, and, therefore, it is written in a legal tone. The laws contained in
this chapter are stated as a series of instructions, and for that reason, the verb
neodian is inflected for the imperative mood.

In all three contexts, (3.78), (3.79) and (3.80), hierarchical, religious and
legal, we observe that the antagonist, which functions as syntactic subject,
imposes his will on the agonist in a strictly social manner, without resorting to
physical force. It is perhaps due to these established social norms that on some
occasions the antagonist must discharge the agonist from an expected obligation,
as can be seen in (3.81), (3.82) and (3.83), which express absence of hierarchical,

religious and legal obligation, respectively:

(3.81) We ne magan eow neadian, ac we mingiad eow, peet
we not may you (dat. pl) compel but we  remind you (dat. pl) that
ge cleennysse healdan.

you (nom. pl.) chastity  keep
‘We are not able to compel you (pl), but we remind you to keep chastity.’
(2,261 helsinki\coaelet3)

(3.82) Nolde swa deah neenne to cristendome geneadian. for dan de
did-not want (sg.) so however no one to Christianity compel (inf.) because
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he ofaxode. cet dam lareowum his heele peet cristes deowdom ne sceal
he asked  atthe preacher his salvation that Christ service  not shall
beon geneadad. ac sylfwilles.

be compelled but voluntary

‘However, he does not want to compel anyone to Christianity, because he
asked the teacher/preacher about his salvation that the service of Christ shall
not be compelled, but voluntary.’

(£CHom 11, 9, 79.220)

(3.83) Gyf (...) hit bio dead oppe gelewed oppe cetbroden, 7 hit nan man ne
if it isdead or ill or snatched & it no man no
gesyha, Sylle himap 7 ne nyde hine to gylde.
sees  make (imp.) him oath & not compel (imp.) him to pay
‘If (...) it (a lent animal) is dead or ill or snatched away, and no one sees it,
make oath for him and do not compel him to pay.’

(Exod 22.10)

These three sentences are instances of neodian expressing absence of obligation
and, in addition, they illustrate different types of negation in Old English. In
example (3.81), the negative particle ne negates the pre-modal magan, rather
than the verb neodian. 1 still consider it an instance of absence of social
obligation, because the implied meaning is that ‘we do not compel you,’ that is,
the antagonist makes explicit the absence of obligation for the agonist. Sentence
(3.82), in turn, is another instance of negation of the auxiliary which
accompanies neodian. It is a double example, because I have included a longer
context in order to understand the whole meaning. What concerns us here,
however, is only the main clause of the sentence, since the latter part, the purpose
clause, is an instance of passive neodian (beon geneadad), which will be
analysed below. In the main clause, the negated verb is willan, a pre-modal verb
which exhibits auxiliary-like characteristics as early as in the OE period (cf.
section 3.2.1 above). As such, willan may be contracted with the negative
particle, and yield the form nillan, the preterite of which occurs in (3.82). In
addition to this kind of negation, this sentence contains another negative marker,
namely neenne, ‘no one.” As is well-known, double negation is grammatical in
Old English. Like (3.81), this example is an instance of absence of obligation,
because the implied meaning is ‘he did not compel.” Finally, sentence (3.83)
illustrates a simple example of negation of neodian, by means of the common
particle ne. Like in example (3.80) above, neodian is inflected for the imperative
mood. In these three sentences, (3.81), (3.82) and (3.83), the antagonist releases
the agonist from an obligation which is hierarchically, religiously, or legally

expected.
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The existence of social conventions seems to bring obligation into every
day norms, and sometimes it is even necessary to express its absence, because it
may be understood that in the agonist’s mind the obligation is taken for granted.
If we assume that what makes the antagonist express the liberation of the agonist
from the expected obligation is his immersion into the agonist’s mind, we must
agree with Mortelmans (2003) that negation is a marker of subjectivity. We could
go further and state that when neodian expresses absence of obligation it seems
to be closer to PDE modal need with respect to its degree of subjectivity than
when it expresses obligation and, obviously, much closer than when it expresses
physical force, because modal verbs are more subjective than full lexical verbs.
However, this statement cannot be held true without analysing all instances of
OE neodian, because we must not forget that when neodian occurs in the active
voice, the syntactic subject is the antagonist, and hence, the agent of the force,
while in Present-Day English the syntactic subject of need is the agonist, that is,
the patient of the force. This is too important a difference not to take it into
account. For this reason, active neodian has been analysed separately; now I
proceed to the analysis of the passive instances of neodian when it expresses

strong external force.

As already stated, neodian is unexpectedly frequently used in the passive
voice (25% of its occurrences). The main semantic difference between active and
passive neodian is, as repeatedly mentioned, the fact that the agonist becomes the
subject in passive sentences (‘I compel you’ > ‘you are compelled’). In order to
discover other differences, it is necessary to analyse in detail the examples
retrieved from the corpus. The number of passive instances of strong external

forces of neodian is 25, as shown in the following table:

CLAUSE POLARITY NON-AFFIRMATIVE
AFFIRMATIVE TOTAL
TYPE OF FORCE LACK OF FORCE
SOCIO-PHYSICAL 3 3
HIERARCHICAL 10 2 12
RELIGIOUS 5 3 8
LEGAL 3 3
TOTAL 21 5 26

Table 3.29: Types of strong external forces expressed by passive neodian, with
specification of clause polarity.

A quick look at this table reveals a striking difference between active and passive

strong external neodian, namely the low number of instances of passive neodian
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expressing some kind of physical force. While nearly 42% of the active
occurrences of neodian expressed three types of physical force, when neodian
occurs in the passive, it only expresses one type of physical force, i.e. socio-
physical, and only in 11.5% of the occasions. It can be said, therefore, that
passive neodian is mostly concerned with the expression of social types of
forces. These social forces may occur in positive contexts and, hence, convey
obligation, or in negative contexts. As was the case with the active instances of
neodian, all negative instances express absence of obligation, rather than
prohibition. After having made these initial observations, the following

paragraphs explain Table 3.29 line by line.

The only type of physical force expressed by neodian is the socio-
physical type. In other words, in the whole corpus there is not a single instance
of passive neodian expressing pure physical force in the way we have seen above
as for active neodian (meaning ‘press’ or ‘push’). As mentioned, not even socio-
physical forces are frequent in the passive instances of this OE verb. One of the

three examples of socio-physical force is the following:

(3.84) ic eom neded pcet ic sceal hrade dead underhnigan.
I am forced that I shall quickly death succumb
‘I am forced to succumb to death quickly.’
(Bede 3 11.190.16)

This sentence is an instance of the expression of socio-physical force, because
the agonist (/) is compelled to die by means of physical forces. Therefore, in this
kind of instances we observe the basic presence of physical force used in some
way which yields an obligation or a constraint.

The expression of socio-physical force is, as mentioned, not very frequent
with passive neodian; this construction is primarily devoted to the expression of
social types of forces.

Such social forces may be expressed by passive neodian from three
different perspectives: hierarchical, religious and, to a lesser extent, legal. The
context for social forces may be affirmative or non-affirmative. If it is
affirmative, the verb expresses social obligation. If, on the contrary, the context
is non-affirmative, the verb expresses absence of obligation, as was the case with
active neodian. In the following paragraphs I first illustrate the affirmative

contexts and, secondly the non-affirmative instances.
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Example (3.85) illustrates hierarchical obligation when neodian is passive:

(3.85) Se bio geneadod  to cumenne. se de Ourh ungelimpum Dissere
he is compelled to come the part. through misfortunes (dat pl) this
worulde  0d0e purh untrumnysse bid cetbroden his  lustum.
world (gen) or through weakness is deprived his desire (dat pl)

‘He is compelled to come. He who, due to the misfortunes of this world or to
weakness, is deprived of his desire/pleasure/lust.’
(£CHom 11, 26, 216.107)

In this example it is easy to observe that social passive neodian is semantically
close to PDE must or have to, that is, the agonist expresses the obligation he is
imposed on social matters. This parallelism becomes evident if we rephrase the
translation of this example as ‘those who must / have to come...” This meaning is
conveyed in Old English by the pre-modal *sculan, which at this period of
English means ‘be obliged.” Therefore, this pre-modal verb and the passive forms
of neodian overlap semantically. Taking this into account, it seems reasonable to
hypothesize that they may also overlap in use and function. This is evidenced, in
fact, in the following fragment from Beowulf:

(3.86) ac [{gesecan}] sceal sawlberenda,
but find shall soul-possessors
nyde genydde, nipoa bearna,
necessarily compelled men descendant
grundbuendra gearwe stowe,
earth-dwellers well  place
peer  his lichoma legerbedde feest
there his body bed secure
swefep  cefter symle.
put-to-sleep after revel
‘Forced of fate, he shall find his way
to the refuge ready for race of man,
for soul-possessors, and sons of earth;
and there his body on bed of death
shall rest after revel.”**

(5,483 helsinki\cobeowul)

This example illustrates in a direct way the overlapping existing between OE
*sculan and passive neodian, since the past participle of the latter occurs in a
parenthetical construction which expands the meaning of the finite form sceal. In

other words, the pre-modal expresses that the agonist is obliged to do something,

3 Translation taken from the website of the Beowulf Project: <http://www.humanities.

mcmaster.ca/~beowulf/modern/mod_15.html> (accessed February 2004).
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and the construction with the past participle of neodian specifies the source of
such an obligation, by means of the adverb (or dative form) nyde.

Indeed, the corpus exhibits other examples containing a past participle
form of neodian in which the source of the obligation is clearly stated. The
following is an instance of social obligation based on religious faith (cf. Table
3.29):

(3.87) pa swa se Godes peowa wees genyded fram werignysse his [{gerefan}],
then so the God’s servant was compelled by evil  his reeve’s
peet he wunode pa niht on his mynstre.
that he spent that night in his monastery
‘then the servant of God was compelled by the reeve’s evil to spend that
night in his monastery.’
(856 helsinki\cogregd4)

In this case, the source of the obligation is specified in this passive sentence by
means of an agent phrase, by the reeve’s evil. The referent of such an agent
phrase is of religious nature, and, therefore, the constraints exerted on the
agonist, the servant of God, are considered religious, as outlined in Table 3.29.
Unless for the explicitation of the agent phrase, it could be argued that passive
neodian is equivalent to *sculan. It seems, therefore, that passive neodian
overlaps semantically with *sculan, although they usually differ syntactically,
since the former has the capacity to make the antagonist explicit, while the pre-
modal is characterized by the sole presence of the agonist.

The antagonist, however, is not always present in the passive instances of
neodian, and is especially absent in cases where it can be easily recovered from
the context, such as example (3.88), which is an instance of obligation on a legal
basis, the last type of force outlined in Table 3.29:

(3.88) pcer weeron geniedde pcet hie pcet ilce pigedan peet  hie cer
there were compelled that they the same food-and-drink that they before
oprum seladon.

others (dative) gave (pl)

‘there (they) were compelled / condemned to accept the same that they had
given to the others.’

(4,911 helsinki\coorosiu)

In this sentence, only the agonist is present, namely they. Since the context refers
to a legal situation, it is understood that the antagonist is he who represents the
law. The double translation I suggest for neodian in this example is pragmatically

determined. On the one hand, if one is legally compelled to do something after a
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trial, one is condemned to do it. In fact this possible meaning of reodian is
slightly hinted at in one of the Latin-Old English glossaries in the Dictionary of
Old English Corpus, in the glossary segment codified as <PrudGl 1 (Merritt)
923>° we can observe that the Latin past participle adiudicata, which means
‘awarded’ and, in some contexts, ‘condemned,” is given the OE translation
genydd, which seems to be a syncopated form of genyded. Therefore, the
interpretation of weeron geniedde as ‘were condemned’ does not seem
unreasonable, since it is supported by pragmatics and by the semantic
comparison between Latin and Old English.

To sum up the semantic import of the positive examples of passive
neodian expressing strong external force, we can say that this construction is
basically concerned with the expression of social kinds of obligation. In this
sense, it resembles the pre-modal *sculan, since they express the same kind of
meaning. An important difference between them would be the fact that neodian
accepts the source of the obligation as (agent) complement, while *sculan does

not exhibit such a syntactic construction.

Moving on to the negative instances of passive strong external neodian,
we observe that only two types of force are expressed: absence of hierarchical
and absence of religious forces, as exemplified in the following sentences,
respectively:

(3.89) se pe hit ponne don nele,  ne sy he to pan geneadod, pcet he hit do, buton
the who it then do not-want not is he to that compelled that he itdo but
him selfon pe bet licie.
him self what better pleases
‘He who does not want to do that is not compelled to do is, but what he likes
best.’

(RegC 1 (Zup) 63)

(3.90) Us is to gelyfenne pcet he pyder come, nees no geneded, ne
us isto believe that he thither come not-was not compelled not
underpeoded, ac mid his wyllan.
subjugated but according to his will
‘We believe that he who comes on that side/thither was neither forced, nor
subjugated, but according to his will.’
(HomS 10 (BIHom3) 44)

* The complete reference of the glossary in the DOEC is <Prudentius, Cathemerinon,
Peristephanon, and Epilogus (Meritt 1959: 1-115)>.
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In sentence (3.89), the passive ne sy geneadod, ‘is not compelled,” expresses the
same kind of meaning which could be expressed in Present-Day English by
modal need not or do not have to. Therefore, the meaning of the verb in this
sentence is clearly lack of obligation, one of the typical root modal meanings (cf.
section 2.2.2.2 above). Sentence (3.90) also expresses absence of force, though,
in this case, the origin of the force does not lie on a hierarchical superiority, but
on a religious basis. In addition, neodian is not complemented by any other verb
in this sentence, as opposed to the verbal complementation exhibited in (3.89),
for example (namely peet he hit do). Therefore, nees no geneded in (3.90) is not
equivalent to PDE need not, as is the case in the previous sentence, but it has a
more independent meaning, as evidenced in its absolute construction. Thus,
examples (3.89) and (3.90) exhibit two different syntactic and semantic

possibilities of OE neodian.

After having explained the external examples of neodian, I move on to
illustrate the internal types of forces, that is, those instances in which the force
is originated in the agonist’s self (cf. Table 3.26). As seen above, in Table 3.26,
the expression of internal force is limited as for neodian, since it conveys this
meaning only on two occasions, and in both cases the force is strong. One of
such instances expresses inner force in the active voice, and the other in the

passive voice. Sentence (3.91) is the passive instance:

(3.91) Ungecyndelic is celcre wuhte pcet hit wilnige frecennesse odde deades, ac
unnatural is each creature that it desires harm or death  but
peah  mcenig ping bid to pcem gened  pcet hit wilnad para cegores,
even-if many thing is to that compelled that it desires the everyone (gen)
fordeem se willa bid ponne strengra ponne pcet gecynd.
therefore the will is  then stronger  than the nature
‘It is unnatural that a creature desires harm or death, but even despite this it
(i.e. the creature) is constrained to desire everything; therefore the will is
stronger than nature.’

(5.305 helsinki\coboeth)

Again, the force is clearly internal, because it is rooted in the agonist’s own will,
as stated in the sentence itself. If we compare this example to the above-
mentioned passive examples of strong external neodian, we observe that in this
case, the meaning of bid gened is not equivalent to sceal, because it does not
express the typical modal meaning of obligation, as in (3.85) or (3.86), but rather

a full concrete meaning, as in (3.90). The creature is internally constrained to



184  Chapter 3. Old English purfan, bepurfan, neodian and behofian

desire everything, and constrain in this context has a more referential meaning
than OE *sculan and PDE must. This instance of passive neodian, therefore,
expresses a non-modal kind of force.

As seen in the previous paragraphs, the analysis of the examples of
neodian expressing internal forces does not provide additional information to that
obtained from the analysis of external forces. Let us finally move on to the
analysis of the two instances which have been classified as expressing general
types of forces in Table 3.26. Although the type of force is in both cases of a
neutral intensity and of a general origin, and both sentences occur in the active
voice, the two examples differ in a relevant aspect: while the subject of one of
them is, as in the other examples of active neodian, the antagonist, the subject of
the other sentence is the agonist. The difference in the semantic role of the
subject is the instantiation of a difference in the meaning conveyed by OE
neodian in each case, that is, ‘compel’ in the former and ‘need’ in the latter. Let
us first analyse the sentence in which neodian means ‘compel,” which keeps in

line with the examples seen so far:

(3.92) pa wees Deoma aan of peem feower foresprecenan sacerdotum biscop
then was Deoma one of the few  aforesaid priests bishop
geworden (...) fordon seo feanis nedde para sacerda, peette
became (...) forthwith the scantiness compelled the priests (gen.) that
aan biscop sceolde beon ofer tuu folc.
one bishop should / was obliged be over two peoples
‘then Deoma, one of the few aforesaid priests became bishop (...) forthwith
the scantiness of priests compelled / made it necessary that one bishop
should be (for) more than two peoples.’
(Bede 3 15.222.26)

This example illustrates thoroughly what I have analysed as strong general force.
The force is general because the source is undetermined. It may not be claimed
that it is internal, because it is not originated in the agonist’s self or external,
because there is not any external entity imposing the force. This may be so
because of the general character of the agonist, which I consider to be the social
(religious) system, since it is the social (religious) system that undergoes the
necessity that a bishop should be for more than two peoples. The force is not
external, either, because there is not an external authority compelling the agonist.
Therefore, the force is neither internal, nor external, and for that reason, I

interpret that sentence (3.92) expresses a general type of force. This general force
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is also neutral, because it cannot be described as weak or strong in this context.
Therefore, the force expressed by nedde in sentence (3.92) is neutral and general.

The second example of neodian expressing neutral general force is a very
special one, because it is the only OF sentence in which neodian means ‘need.’
Witness (3.93):

(3.93) Ic nemceg for sceame pa sceandlican deede (...) swa fullice secgan swa hit

I not-may for shame the vile deeds (...)so  fullysay so it

fullic is; ac pcet neefre neded nan dcera manna de deah.

fully is but that never needs none the man (gen. pl) who are-virtuous

‘For shame I am not able to relate the vile deeds (...) so completely as it is,

but none of the men who are virtuous need that.’

(Let 2 (Kluge) 32)
The force expressed by neded is general because, again, it is not originated in an
external entity, or in the agonist’s self (men who are virtuous, in this case).
Sentence (3.93) contains a broad statement, and the force expressed by neded is
of an undetermined source. At the same time, this general force is of neutral
character, because the constraint influencing the force is of undetermined
intensity.

This neutral general force differs from all the other types of forces
expressed by neodian and, for this reason, it is interesting at least from three
different perspectives, which make it closer to PDE need. Firstly, this is the only
case in which the agonist functions as syntactic subject, even though the verb
occurs in the active voice. This unexpected syntactic-semantic feature goes hand
in hand with the semantic implications of the verb neded, which does not mean
‘compel’ but ‘need.” This is directly connected with the second aspect to be
highlighted in this example: the OE verb neodian means ‘need,” instead of the
expected ‘be necessary.” That is, OE neodian here is not an impersonal verb with
an oblique experiencer, as stated in all of the pieces of specialized literature that |
have consulted, but, on the contrary, a personal verb with a nominative
experiencer like PDE need (cf. section 2.2 above). A third point worthy of
attention concerns the non-affirmative nature of this sentence. As seen in Table
3.28 and 3.29, only a limited number of examples of neodian are non-
affirmative. In all, the percentage of non-affirmative instances of this verb is
13.5%. This ratio is quite low, especially if we compare it to the percentage of
negative examples of another verb studied in this piece of work, namely purfan

(more than 90% of its occurrences). If we take into account that negation is
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considered a marker of subjectivity (cf. Mortelmans 2003), we may conclude that
purfan expresses subjective meanings more frequently than neodian. The
negative instances of neodian have been found to exhibit, in addition, more
subjective features than the positive instances (cf. active examples (3.81)-(3.83),
and passive (3.89)), and, as such, they are similar to PDE modal verbs such as
need not or do not have to, as mentioned above. Therefore, example (3.93) must
be considered an interesting exemplification of three linguistic features which
link OE lexical verb neodian to PDE modal need: the agonist is the subject; the
verb means ‘need;’ and, finally, the sentence is negative, which is the selected
environment for PDE modal need. To end up with the analysis of this example, it
must be said that the fact that an inflected form of the variant nedan is the
example of neodian which proves closer to PDE need comes to justify the
decision taken for this piece of work to include all spelling variants of neodian,

neadian as subject of analysis.

Summing up the semantic analysis of OE neodian, this verb exhibits a
wide range of meanings in this period of English. Indeed, it expresses most of the
necessity meanings in the force-dynamic line from the physical to the social
domain. It is not rarely found meaning ‘press’ or ‘push,” though it largely
expresses strong external social forces. Among the latter, neodian is mainly
concerned with the expression of strong external forces when the antagonist is
the syntactic subject (i.e. meaning ‘compel, force, constrain’). However, its
unexpectedly frequent use in the passive voice (which renders a subject agonist,
the meaning being ‘be compelled’) and the instances of negative constructions
(expressing absence of obligation) seem to represent a bridge between its basic
construction and PDE need. We must not forget that, though attested only on one
occasion, example (3.93), it may also express absence of a weak type of
necessity when the agonist is the subject. Undoubtedly, neodian in this example
is closest to PDE need than in any other instance. ME neden is expected to
express this meaning, while it also progressively acquires the typical modal
meanings associated to OE purfan (ME thurven), which often functions as an
auxiliary in Old English. Therefore, I hypothesize that in the ME period the
proportion of examples of ME neden expressing the same kind of force as PDE
need increases to the detriment of those examples related to classic strong
external neodian. This hypothesis will be tested in further chapters of this piece

of research.
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3.4.2.2. Syntactic features of Old English neodian

With the support of the conclusions drawn as regards the semantics of neodian,
the following paragraphs analyse the syntactic behaviour of this verb. As
repeatedly mentioned, neodian occurs is the passive voice in a high percentage.
Table 3.30 below displays the distribution of active and passive instances of

neodian in early and late Old English:

SUBPERIOD EARLY OE LATE OE !
VOICE NUMBER N.F. NUMBER | N.F. | 1OTAL ! N.F.

ACTIVE NEODIAN 36 14.51 41 428 77 6.38
PASSIVE NEODIAN 16 6.45 11 1.15 27 224
TOTAL 52 20.96 52 5.43 104 8.62

Table 3.30: Distribution of active and passive instances of OE neodian by subperiods.

As expected from the data in Table 3.25, most of the occurrences of active and
passive neodian occur in early Old English, because this verb registers a
considerably high frequency in that subperiod (nearly four times the ratio of late
Old English). In the paragraphs which follow I will first analyse the active
instances of neodian.

As seen in the section devoted to semantics, most of the active instances
of neodian express a strong external force, and the meaning suggested in the
translations is ‘compel.” On the basis of this fact, we may hypothesize that such
instances may contain two elements. One of those elements could be a noun
phrase identifying the agonist, which seems to be constrained to the syntactic
function of direct object. Although the agonist is present in most of the instances,
it is not, however, obligatory. The second element we could expect would be a
sequence describing the kind of imposition inflicted. The syntactic representation
of such an imposition is manifold (it may have the shape of a that-clause, of a
preposition phrase, or of an infinitive), but its occurrence is not compulsory
either. In order to combine the presence and nature of these two types of
elements involved in the expression of a force, the following table crosses over
both variables. Therefore, in the horizontal axis I mark the presence or absence of
the agonist (syntactic direct object), while in the vertical line, I place the different
syntactic materializations of the force exerted by the antagonist, from most to

least frequent:
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AGONIST + AGONIST - AGONIST

TOTAL

COMPLEMENT 01-02 | 03-04 | TOT.| 01-02 | 03-04 | TOT.
1G] 6 8 14 3 3 17
PP 5 7 12 2 1 3 15
That-clause 20 9 29 2 2 4 33
SENTENCE | Bare inf. clause 1 5 6 6
To-inf. clause 4 4 1 1 5
TOTAL 32 33 65 4 7 11 76

Table 3.31: Complementation patterns of active OF neodian

Before the analysis of the different types of complementation, a clarification is in
order. As mentioned above, the number of active instances of neodian is 77, but
Table 3.31 only records 76. The reason for this inaccuracy lies on the only active
example of neodian which takes the agonist as subject, which cannot, for this
reason, be included in Table 3.31. The exceptional example is the sole case of
neodian meaning ‘need,” and quoted above as (3.93). The late OE sentence says
that pcet ncefre neded nan dcera manna de deah, ‘none of the men who are
virtuous need that.” The arguments of neded are peet and nan dceera manna de
deah, where the former is the theme or thing needed and the latter is the
experiencer. Since the theme is accusative and the experiencer is nominative,
sentence (3.93) represents an instance of variant of Allen’s Type Il construction
with experiencer verbs. Therefore, this example is an exception both
semantically, since the verb means ‘need,” and syntactically, since it differs
radically from the mainstream syntactic pattern of this OE verb. It must be
highlighted that OE neodian was not expected to mean ‘need’ and to have a
nominative experiencer, because the literature (cf. Bosworth and Toller s.v.
neadian, neodian v.; Visser 1963-1973: §1345) states that it is an impersonal
verb meaning ‘be necessary’ and taking non-nominative experiencers (e.g. pe
martirlogium geneodie ‘martyrology is necessary for you,” cf. section 3.3.1). For
this reason, this sentence constitutes an important finding, because it appears to
reveal that OE neodian could also occur in personal constructions in the same
way as PDE need.

As for the analysis of the remaning active instances of neodian, Table 3.31
shows vertically the predominant presence of the agonist / direct object in the
active instances of the corpus. From a horizontal perspective, the most common
type of syntactic complement is a that-clause, and the less frequent one is the zo-
infinitival clause. However, it is interesting to highlight that in 44 instances

(57.9% of the total) active neodian requires another verb in its environment; in
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early Old English the most frequent sentential type is that-clauses, while most of
the bare and fo- infinitival clauses occur in late Old English. In the following
paragraphs, each of these syntactic types will be illustrated, and it will be shown
how they are determined by the semantic features of neodian in each case. For
reasons of space, I will only provide one instance of each syntactic type
independently of the presence or absence of the agonist, except for the cases in
which its absence implies a radical difference in the meaning of the verb. The
other, irrelevant, instances in which the agonist is absent must be understood as
cases of ellipsis of the direct object.

The following paragraphs pay attention to each of the possible syntactic
structures which neodian exhibits when it occurs in the active voice, and the
syntactic subject is the semantic antagonist. To begin with, the first line in Table
3.31 is marked with the sign @, i.e. it stands for zero complement. This means
that the force imposed by the verb neodian is not encoded syntactically; on the
contrary, the verb is either intransitively constructed or complemented by the
direct object / agonist exclusively. When neodian selects a direct object without
any specification of the force imposed, it mainly means ‘push,’ as in the example

below:

(3.94) Da nydde se Heelend bone unclenan gast ut, 7 gehcelde
then pushed the Saviour (nom.) the impure spirit (acc.) out & healed
peene cnapan 7 agef hine his feder.
the  child & gave him his father
‘Then the Saviour pushed the impure spirit out, healed the child and gave
him to his father.’

(Lk(WSCp) 9.42)

The underlined noun phrase pone uncleenan gast, ‘the impure spirit,” is the direct
object of nydde, and its only argument. The imposition inflicted by the verb is
not syntactically expressed, because in this type of context the force is not social,
but physical, as mentioned above. In fact, most of the examples of active neodian
complemented by a noun phrase expressing the agonist are instances of physical
force.

In Table 3.31 we observe that there are also instances of neodian in which
there is no syntactic element representing either the consequences of the force or
the agonist. One of these examples is quoted above as (3.74). A reduced version
is nydep swipe superne secg, ‘he presses hard, the southern man.” The verb nydep

is construed intransitively, and it does not take a complement representing the
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agonist, or a sequence expressing the imposition inflicted by the antagonist. The
reason for these absences is the semantic connotation of the verb, which, again,
expresses physical force.

The second syntactic type of complementation of active neodian is, as
shown in Table 3.31, a prepositional phrase. The semantic schema of the clause
will, then, be ‘compel / constrain someone to something.” The preposition which
introduces such a prepositional phrase is predominantly 7o, but prepositions on,
be and from have also been recorded, once each. The following sentence, quoted

above as (3.82), illustrates this common syntactic structure:

(3.95) Nolde swa deah  neenne to cristendome geneadian. for dan...
did-not-want so however no-one to Christianity compel because...
‘However, he does not want to compel anyone to Christianity, because...’
(£CHom 11, 9, 79.220)

The prepositional phrase to cristendome, ‘to Christianity’ represents the kind of
constraint imposed on the agonist, nenne, in this case. In fact, PDE compel also
allows for prepositional complementation (OED, s.v. compel, v. 1b —no one may
compel them to peace). There does not seem to exist any semantic difference
between the kind of imposition expressed by a that-clause and by a prepositional
phrase, because both constructions imply a course of action. The difference
between both types of constructions concerns their degree of frequency, that-
clause being much more common.

The last three lines of Table 3.31 show the types of sentential
complements with which active neodian occurs. Beginning with that-clauses, |
must say not only that it is the leading syntactic representation of the force, but
also that in four of these instances the content clause contains a form of the verb
*sculan, which, as already mentioned, overlaps semantically with neodian in

some contexts. The following sentence illustrates this phenomenon:

(3.96) and pa Cristenan nyddon peet hi _mid heom deofle on hand
and then Christians compelled (pl.) that they with them devil on hand
gangan sceoldon.
go should
‘and then they compelled Christians to bear the devil with them.’

(LS 34 (SevenSleepers) 52)

On the one hand, this example is in direct connection with the above-mentioned
hypothesis that *sculan only expresses the existence of an obligation, while

neodian specifies the origin or the antagonist of such an obligation: this is the
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noun phrase deofolscinne, ‘evil spirits,” which can be recovered from the context.
If we reconstruct this sentence without neodian, it would become something like
this: hi sceoldon mid heom deofle on hand gangan, ‘they should go on hand with
the devil,” and, therefore, the antagonist, deofolscinne, would not be specified.

On the other hand, this example also points towards the incipient
grammaticalization of *sculan in Old English, for, at least, two reasons. One of
the reasons concerns its appearance next to neodian, which may reveal that
*sculan is no longer a semantically-heavy verb (cf. Beths 1999: 1087, for a
similar development of dare, which takes as complements nearly synonymous
infinitives such as gedyrstleecan, which also means ‘to dare’). The second reason
is its occurrence in a subordinate clause as a mere mood marker. We must not
forget that Old English is still an inflectional language, and therefore, we could
also find a subjunctive form of the verb gangan, ‘go,” instead of the periphrastic
construction with *sculan in this context.

Apart from these semantic considerations, this sentence is a paradigmatic
illustration of neodian complemented by a that-clause. The agonist occurs twice
in the sentence: in one occasion as the direct object of neodian (Cristenan), and
secondly as subject of the content clause (%i). For obvious reasons, the translation
does not reflect this construction, but exhibits instead the PDE syntactic pattern
of the semantically similar verb compel, which is frequently followed in Present-
Day English by a to-infinitival clause. As seen in Table 3.31, OE neodian can
also occur with a bare and a fo-infinitive. As mentioned above (section 3.2.1),
the variation between these two infinitival forms is constant in the vast majority

of OE verbs. Here follow two examples:

(3.97) Da sona he nydde  his leorningcnihtas on scyp stigan, ...
then immediately he compelled his disciples on ship board...
‘He immediately compelled his disciples to board on the ship,...”
(Mk(WSCp) 6.45)

(3.98) ou halga wer miltsa me, peet pu me ne genyde
you holy man be-compassionate (imp.) me that you me not compel
to areccenne mine gescyndnysse.
to relate my disgrace (acc)
‘you, holy man, have mercy on me, so that you do not force me to relate
my disgrace.’
(LS 23 (MaryofEgypt) 359)

Sentences (3.97), quoted above as (3.78), and (3.98) illustrate respectively the

use of bare and fo- infinitives as complements of neodian. There does not seem
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to be any difference between both constructions. In both cases, the subject of
neodian and the assumed subject of the infinitive are different entities; the
subject of neodian is the antagonist, and the subject of the infinitive is the
agonist. This contradicts Warner’s (1993: 138) hypothesis that the zo-infinitive is
selected when the subjects of both verbs are the same, while the bare infinitive is
favoured when the subjects differ. In any case, the occurrence with an infinitive
may represent a step in the evolution of neodian towards a modal status, as will
be more clearly seen in the analysis of the passive examples (cf. Bolinger 1980:
297).

To sum up the syntactic behaviour of active neodian, we have seen that
semantics exerts a strong influence on the structural pattern exhibited by this
verb. When it means ‘need,” the agonist functions as syntactic subject and the
verb takes a nominal complement which functions as direct object. If it means
‘push’ or ‘press’ and therefore the force expressed is mainly physical, the verb
selects a subject-antagonist and, optionally, a direct object-agonist. If, on the
contrary, the verb means ‘to compel,’ it usually specifies the agonist as a direct
object and it takes another type of complement which expresses the force or
imposition inflicted by the antagonist. Such a complement may be encoded as a

that-clause, a prepositional phrase or an infinitival clause.

To end up with the syntactic analysis of neodian, we turn now to the
analysis of the passive instances of this verb, which convey a meaning related to
the general ‘be compelled’ or ‘must.” I must point out that within passive
examples I include both sentences in which the past participle of neodian occurs
next to a form of the verb beon / wesan in a finite form, and sentences in which
the past participle occurs on its own, and there is ellipsis of the passive auxiliary,
because in both cases the non-finite form of neodian is part of a passive
periphrasis and may take some kind of complement. Table 3.32 outlines the

possible syntactic complementation patterns of passive neodian:
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SUBPERIODS

01-02 | 03-04 | TOTAL

COMPLEMENT
] 4 9
PREPOSITIONAL PHRASE 2 1 3
That-clause 9 13
SENTENCE | Bare infinitive clause 1 1
To-infinitive clause 1 1
TOTAL PASSIVE NEODIAN 16 11 27

Table 3.32: Complementation patterns of passive OF neodian.

It is easy to see that this table and Table 3.31 differ in one crucial aspect, namely
that Table 3.32 does not specify the presence or absence of the agonist. The
agonist is necessarily present in passive instances of neodian, since it functions
as patient subject. Therefore, for the analysis of passive neodian we only pay
attention to the type of syntactic sequence which expresses the imposition
exerted by the antagonist on the agonist. Both Table 3.31 and Table 3.32 overlap
vertically, since the syntactic patterns, as well as the relative frequency of
occurrence coincides in active and passive instances of neodian. Thus, the first
type of complementation shown in Table 3.32 concerns the absolute uses of
passive neodian. One of such examples has been quoted above as (3.90); in this
example we observe that the passive form is not complemented by any syntactic
element: Us is to gelyfenne pcet he pyder come, nces no geneded, ne underpeoded,
ac mid his wyllan, ‘we believe that he who comes on that side was not
compelled, nor subjugated, but according to his will.” We could reconstruct the
sentence as ‘he was not compelled to come,” but probably the complement has
been elided in order to avoid repetition. This is the conclusion gathered from the
9 examples of absolute use of passive neodian.

The second possible type of complementation is prepositional phrases.

In passive neodian, only the preposition o is selected, as in example (3.99):

(3.99) Neeron  pa ludeiscan ne se dyrna lewe purh  God geneadode to dam
not-were the Jewish nor the secret traitor through God compelled to the
gramlican gepeahte.
wrathful thoughts
‘Neither the Jewish not the secret traitor (i.e. Judas) are compelled to
wrathful thoughts.’

(ZLS (Exalt of Cross), 165)

The prepositional phrase to dam gramlican gepeahte, ‘to wrathful thoughts’
stands for the imposition inflicted by the antagonist.
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The third type of complementation of passive neodian is, as shown in
Table 3.32, sentential complement. The most common type of sentential

complement of passive neodian is a that-clause, as in (3.100):

(3.100) ic eom neded  pcet ic sceal hrade dead underhnigan.
I am compelled that I shall quickly death succumb
‘I am forced to succumb to death quickly.’
(Bede 3 11.190.16)

As was the case with active neodian, the OE pre-modal *sculan was found to
occur at times as auxiliary verb in the content clause (in 3 out of the 13
instances).

Finally, passive neodian may be complemented by an infinitive, either
bare of with 7o, as was the case with the active instances, as exemplified in
(3.101) and (3.102) respectively:

(3.101) Fordon swa swa synderlice anne  gehwylcne had godd 7 drihten
For-this-reason so  so separately each-one each person God & Lord
andettan of cristenre sopfeestnesse we beod genyd.
confess of Christian truth (dat.) we are compelled
‘For this reason, each person is compelled (we are compelled) to confess
the Christian truth to the Lord and God.’

(PsCaD (Roeder) 19(11).19)

(3.102) Se  bio geneadod to cumenne. se de  Ourh ungelimpum  pissere
those are compelled to come  those who through misfortunes (dat) this
worulde  0dde purh untrumnysse bio cetbroden his lustum.
world (gen) or through weakness are deprived-of their desire/pleasure/lust
‘Those who are compelled to come (are) those who, due to the misfortunes
of this world or to weakness, are deprived of their desire/pleasure/lust.’
(£CHom 11, 26, 216.107)

As was the case with the active instances of neodian, no difference is observed
between the use of the bare and the 7o- infinitive, except for the fact that the bare
infinitival complement is recorded in an early OE text, and the fo-infinitival
clause belongs to a late OE text, as shown in Table 3.32. It is interesting to note,
however, that when neodian occurs in the passive voice and is complemented by
an infinitive, its meaning is very close to PDE must (as in we must confess). That
is, the subject fulfils the semantic role of agonist, the antagonist is absent from
the context, the force expressed by neodian is social, namely obligation, and,

finally, the complement is infinitival. It could be concluded, therefore, that the



Chapter 3. Old English purfan, bepurfan, neodian and behofian 195

passive instances of neodian, especially those in which the complement is an

infinitive, are directly related to the modal notion of obligation.

Summing up the syntactic analysis of OE neodian, we must say that
semantics exerts a tight constraint on syntax and, therefore, the syntactic patterns
found for this verb differ from those expected from the study of the literature (cf.
section 3.3.1). Thus, I have not found any instance of impersonal neodian
meaning ‘to be necessary.” Consequently, it has not been possible to ascertain, as
intended, whether the occurrence of the experiencer depends on the presence or
absence of the prefix ge-, or the types of impersonal construction (Type S, N or I,
according to Allen 1995) which this verb selects. Perhaps this is possible in my
analysis of the ME period if the verb meden exhibits a wider range of
constructions.

The data retrieved from my corpus allow for the following generalizations.
Firstly, OE neodian has taken some steps in the evolution from its mere physical
meaning, ‘press’ or ‘push,” into the social domain, to mean ‘compel’ or
‘constrain.” Secondly, the data prove that this verb is surprisingly frequent in the
passive voice, where the meaning is ‘be compelled,” and this connects neodian to
the pre-modal *sculan from a semantic perspective. Thirdly, like PDE need, OE
neodian could marginally mean ‘need’ and occur in a variant of Type II
construction with experiencer verbs like purfan or bepurfan. Finally, neodian
exhibits a complex syntactic complementation system, in which we find, among
others, infinitival complements, which represent the first step into the road of
auxiliariness (cf. Bolinger 1980). In the light of the conclusions arrived at so far,
I believe that my decision to include a list of spelling variants as instances of
neodian in my analysis has made it possible to obtain all this relevant
information about the origin of need, especially as far as the relation between the

modal notions of obligation and necessity is concerned.

Let us now analyse the examples of OF behofian, the last of the four verbs
investigated in this piece of research. The data obtained will round off the
description of my verbs in Old English, and will allow for an analysis of their use

and variation in this period.
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3.4.3 Old English behofian in the corpus

Behofian is the last and the least frequent of the OE verbs studied in this work. It
only occurs on 30 occasions in my 1.2 million-word corpus, distributed in early
and late OE texts as shown in Table 3.33, which displays the actual number of
occurrences of behofian in each subperiod together with the normalized

frequencies:

EARLY OE | N.F. LATE OE N.F. [TOTAL| N.F.
OE behofian 1 0.40 29 3.02 30 2.48
Table 3.33: Distribution of OF behofian by subperiods.

This table shows that the vast majority of examples of behofian occur in late Old
English, that is, in texts from 950 to 1150. After this preliminary approach to this
OE verb, let us now turn to the semantic analysis of behofian.

As seen in section 3.3.2 above, behofian may exhibit two kinds of
necessity. It may express basic necessity, such as ‘need, have need, require,’ or it
may convey necessity with a slight nuance of appropriateness, such as ‘behove,
be proper or fitting.” According to the literature, the first, neuter meaning is much
more common than the second, specific one (cf. Elmer 1981: 65, 73). In order to
account not only for this semantic difference, but also for any shade of necessity,
the examples of behofian retrieved from the corpus have been analysed, as has
been done for purfan, bepurfan and neodian, in force-dynamic terms, taking into
account the degree of strength and the origin of the force. The following table

outlines the types of forces expressed by this OE verb:

ORIGIN STRENGTH N. OF EXAMPLES TOTAL

STRONG 5

INTERNAL WEAK T 22

GENERAL NEUTRAL 5 5
STRONG 3

EXTERNAL WEAK 3
STRONG 8

TOTAL WEAK 17 30
NEUTRAL 5

Table 3.34: Origin and intensity of the forces expressed by OF behofian.

Table 3.34 clearly shows that behofian is mainly concerned with the expression
of weak (17 cases) and internal (22 cases) forces. However, it may also express
general types of forces, that is, forces which are originated in an ambiguous

entity, and external forces, that is, forces which are exerted by an external
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antagonist. It will not be necessary to break down this table into further tables
devoted to the analysis of the different types of forces here identified, as we have
done as for the other OE verbs, because the examples of behofian are fairly
homogeneous: internal forces are originated in the agonist’s self, general forces
are imposed from a nebulous, generalized authority and, therefore, we cannot
determine the intention hidden behind such impositions, and the external forces
expressed by behofian are all of the same type: they are all based on religious
grounds. As a consequence of this homogeneity among examples, it will suffice
to analyse some instances of the forces in Table 3.34, in order to illustrate the
different meanings which OE behofian has been found to express in my OE
corpus.

Beginning with the first line in Table 3.34, we see that behofian seems to
specialize in the expression of internally-rooted necessity. Such a necessity may
be strong or weak, depending on its urgency. Consider, for example, the
difference between the following pair of sentences, which express strong internal

and weak internal necessity respectively:

(3.103) Pa cweed se ercebiscop, Ic eom eac synful, and myltse behofige
then said the archbishop I am also sinful and mercy (gen.) need (1 sg.)
pees heofonlican dryhtnes.
the heavenly Lord (gen.)

‘Then said the archbishop: “I am sinful and also need the mercy of the
heavenly Lord”.’
(Z£LS (Basil), 557)

(3.104) ...000e gif he  reed teecd  pam pe  reedes behofao ...
...or if he wisdom teaches those who wisdom (gen) need (pl.)
¢...1f he shows/teaches wisdom to those who need wisdom.’
(£BusMor, 143)

In sentence (3.103), the agonist (/) has the urgent inner necessity for the
compassion of the Lord, while in (3.104), the agonist (they) does not seem to
have an urgent need for wisdom, but an inner wish for wisdom. Four out of the
five instances of strong internal force are affirmative, while only one of them is

non-affirmative, that is, behofian expresses lack of strong internal force:

(3.105) for 0i pcet he sceolde Crist fullian.  se de ne behofode  nanre
because  he should Christ baptize he part. not needed (sg.) no (gen.)
synne forgifenysse.
sin forgiveness (gen.)

‘because he [i.e. John] was obliged to baptize Christ, he did not need
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forgiveness of any sin.’
(ACHom 11, 3, 25.197)

The type of force expressed by behofian in (3.105) is the same as that of (3.103),
with the only difference that the context in (3.103) is affirmative, while that of
(3.105) is non-affirmative. In a parallel way, five out of the 17 examples of weak
internal force expressed by behofian are non-affirmative, that is, this verb can

express lack of internal necessity, as seen in (3.106):

(3.106) we sodlice ne behofiad pyssera eordlicera  cehta.
we truly  not need (pl.) these (gen.) earthly (gen.) possessions (gen.)
‘we truly do not need these earthly wealth/possessions.’
(£CHom II, 38, 282.65)

The meaning of behofian in (3.106), then, does not differ much from that of
bepurfan in example (3.55), for instance, because both express the absence of
weak internal necessity.

As for the general types of forces expressed by OE behofian, all of them
are extracted from Alfric’s Grammar, and they are concerned with the usage of
Latin words and concepts. Three of them occur in affirmative contexts, while two
of them occur in non-affirmative ones. Consider, for example, (3.107) and
(3.108):

(3.107) bcet oridde gemet ys OPTATIVVS, pcet ys, gewiscendlic, and hit heefo

the third moodis optativus  that is optative and it has
fordogewitenne timan and behofad odres wordes him to fultume,
past tense and needs other words (gen.)it to  help

peet  he fulfremednysse heebbe.

so-that he perfection has (sbj.)

‘The third mood is OPTATIVUS, that is, optative, and it has past tense and
needs other words to help/support it, so that it has perfection.’

(£Gram, 125.9)

(3.108) Ponne ic cwepe ego ic and ou cwest to me tu Ou, ponne beo  wyt
when [ say egoland you say (2 sg.)to me tu you then are both-of-us
cetgeedere and for Ji ne behofad nador pissera PRONOMINA na
together and for-that-reason not needs neither these pronouns (gen.) not
ma stemna, buton twegra.
more voices but  two (gen.)

‘When [ say “ego” ‘I’ and you say to me “tu” ‘you,” then we two (both of
us) are together, and for that reason, we need neither these pronouns or
more voices, but two.’

(£Gram, 93.4)
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From the context in example (3.107) and (3.108) it is