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Abstract

For the separation of the signals in the vedBipbadcast Channe(BC), some information about the channel
state is necessary at the transmitter. In many casesCttasnel State Informatio(CSI) must be fed back from the
receivers to the transmitter. We jointly design the channel estimators ampidmtizers at the receivers together with
the precoder at the transmitter based on a precoder-centric criteggrthe minimization of &Mean Square Error
(MSE) metric appropriate for the precoder design. This is in contrasutgprevious works, where the quantizer
design was based on a CSI MSE metric, i.e., based on the minimization BfSEebetween the true channel and the
channel recovered by the transmitter using a feedback channekdtitgly, the estimators resulting from this joint
formulation are independent of the used codebook. The codebdokseare the employed precoders. Therefore, each
receiver feeds back the index of a set of precoders and the irtierse¢ the sets gives the appropriate precoder.
Since the quantizers of the different receivers have to work separtie metric for the computation of the partition
cells cannot be expressed as a simple squared error depending guatiitezer output. The proposed system based
on a joint optimization clearly outperforms previous designs with sepapttmiaation of feedback and precoding.

Index Terms

Feedback channel, Bayesian approach, imperfect CSl, robesbdging, precoding MSE metric.

I. INTRODUCTION

A Multi User Multiple Input Single OutputMU-MISO) system is an appropriate model for the downlinkaof
cellular system where it is reasonable to assume that thenigter (base station) is equipped with multiple antennas

whereas the receivers (mobile stations) only support desiagtenna in order to reduce size, power consumption,
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and cost. As the receivers have no interference suppressipapilities, the transmitter is in charge of all tasks
related to eliminating the inter-user interference.

The availability of CSI at the transmitter is crucial for thignal separation in the considered vector BC. In cellular
systems that usErequency Division DuplexingFDD), the utilization of a finite-rate feedback channel égnon
to send the CSI estimated at the receiver to the transmiither.standard assumption for the design of these limited
feedback channels is to assume that the receivers haveexip€®l knowledge (see [1]-[5]). In practice, however,
the information about the channels obtained by the tratsmita limited rate feedback is always erroneous. Thus,
perfect interference suppression with precoding is imipéssAdditionally, an information theoretic approach to
the design of limited feedback channels with imperfect GSdlifficult due to the fact that the computation of the
mutual information cannot be found in closed form and is lgotst be estimated via simulations (see [6], [7]).
For this reason, in this work we have resorted to precodirgy lamited feedback channel designs based on the
minimum MSE criterion. More specifically, we propose to jpbindesign the CSI estimator and quantizer at the
receiver together with the precoder at the transmitter dasea precoder-centric criterion, i.e., the minimization
of an MSE metric appropriate for the precoder design [8].

The utilization of such a precoding MSE for the design of bibil precoders and the feedback is motivated as
follows. In [9], it has been demonstrated that a functionhef MSE is a lower bound to the mutual information for
Gaussian signaling and for perfect CSI at receiver. Thisltégms been generalized in [10], i.e., a lower bound for
the mutual information can be found that is a function of th8Bvand that is applicable irrespective of the quality
of CSI and the modulation format. Thus, the minimization loé tMSE considered in this paper corresponds to
the maximization of a lower bound to the mutual informatigaditionally, functions of the MSE constitute upper
bounds for the symbol error rate of QAM symbols (e.g., [11j§l dor the bit error rate of QPSK symbols (e.g.,
[12]). Thus, the minimization of the MSE can also be intetpdeas the minimization of an upper bound of error
probability.

The proposed limited feedback channel design procedurkesras follows. First, the channel estimator is designed
to minimize the MSE between the transmitted symbols and ytmebsls recovered by the users (including the
precoder) averaged over all possible channel realizatessiming a given quantizer (see Section V). Interestingl
the estimators resulting from this joint optimization anelépendent of the used quantizer codebook and are equal
to the estimators obtained from CSI MSE metrics.

Next, we design the codebook entries in Subsection V-A toasist of the precoders to be employed. These
precoders are found by minimizing the precoding MSE coodéd on the fed-back index. The utilization of white
estimates (by dropping the coloring with the square roothef tespective covariance matrix) and the restriction
to rectangular regions leads to a simple computation of tmlitional means necessary for the precoding design
step. The most difficult part of the proposed scheme is thegdesf the partition cells. The cell boundaries are
designed by minimizing the precoding MSE conditioned on da@ntizer input (see Subsection V-B). We also
focus on how to implement bit allocation in Subsection V-DBdan how we can solve the problems related to

its computational complexity by means of a heuristic sgpaté-inally, we present the results of some computer
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simulations in Section VI that were carried out to illuserahe performance of the proposed limited feedback
channel design in terms of uncoded BER.

Note that each user feeds back the index of a set of precoddrtha intersection of the sets performed at the
transmitter gives the appropriate precoder to be used gitini@ transmission. Since the quantizers of the different
receivers have to work separately, the metric for the coatmrt of the partition cells cannot be expressed as a
simple squared error depending on the quantizer outputtarmmputation is quite complex as shown in this work.

All derivations are based on the assumption of perfect kadgé of the second-order statistics of the noise,
the symbols, and the channels. However, these parameteesthidbe estimated and reported to the transmitter
in practice, although we will not deal with this problem inisttwork. We assume that all random variables are
zero-mean and stationary.

Vectors and matrices are denoted by lower case bold andatépid letters, respectively. ThE x K identity
matrix is denoted by and0x is a K-dimensional zero vector. We ugie], R(e), (o), tr(e), (¢)*, ()T, (o)1,
det(e), and| e ||» for expectation, real and imaginary part of the argumeaterof a matrix, complex conjugation,
transposition, conjugate transposition, determinant ofadrix, and Euclidean norm, respectively. Thth element
of a vectorz is x;. With fs(x, p., C..), we refer to a circularly symmetric complex GaussRmbability Density
Function(PDF) ofz € C™ with the mearnu,, € C™ and the covariance matri&,, € C™*™, i.e.,x ~ N¢(pts, Cz)

d
" exp (= (@~ 1) O (@ pra)

fG (w,uw,Cm) = 7deet(cfm)

Il. SYSTEM MODEL

Fig. 1 depicts the block diagram of a MU-MISO system with éinprecoding. We assume a transmitter equipped
with N antennas and( single-antenna receivers. Let us denote the informatiombsys byw € C¥, a vector of
zero-mean complex-valued modulated signals with unit Gamae matrix, i.e.C,, = E[uu'] = I. This vector is
linearly transformed by the precod#? ¢ CV*X to obtain the transmit signat ¢ CV. This signal propagates

over the channeh;, € C" to the k-th receiver to produce the received signal
yp=hiz+n k=1,.,K (1)

wherer, is the Additive White Gaussian Noig@WGN). The channeh,;, € CV is assumed to be time-varying and
modeled by means of a vector of zero-mean complex-valuedsskaurandom variables, i.y;, ~ Nc (0, Ch i)
with the channel covariance matrix for tteth userCy, ), = E[hkhﬂ} € CV*N _The receiver applies the common
receive weightgy € C to get the estimaté, = gyi,. Note that the common weight is only assumed in the
precoder design to allow for a closed form solution of thecpder P (see also the discussion in [13]) and to
simplify the presentation. In contrast, every receiverliggpan MMSE optimal receiver weight in the final system

(see Subsection V-A). As shown in Fig. 1, combining the digiaé the output of the different receivers yields

u = gHPu+ gn (2)
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Fig. 1. System model for MU-MISO linear precoding combiningnsils from all users.
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Fig. 2. System model for feedback.

whered = [y, ..., dk]T € CX,n=[n,...,nx] € C¥ withn ~ Nc(0,C,), andH = [hy, ..., hg]T € CEXN,

We impose the constraint that the average total transmiggrie upper bounded by, i.e.,
B[IPull}] < Fu.

Fig. 2 depicts the block diagram of the estimation and gaatitin of the CSI performed at the receivers. The
resulting index representing the d&t is fed back to the transmitter. We assume that the centdalizsmitter
sends a sequence af; pilot symbols from all transmit antennas. The received yn@iBot symbols are passed

through the linear estimata®, € CV*"r to obtain the channel estimate
2 = G, (Shy, +n) € CV. )

This channel estimate will be the input to the quanti@g(e) of userk. The matrixS € CM* contains the pilot
symbols andn;, ~ N (0, C,, «) is the noise of the pilot channel to theth receiver. For simplicity reasons, the
feedback channel is assumed to be error-free and withoay.d€he delay effect is relatively easy to correct (see
[14], [15]) but at the cost of unnecessarily complicating aotation.

After estimation, it is necessary to implement some typeuzfngjzation in order to compress all the information
sent through the finite-rate feedback channel. Contranhéoquantizers used in [14], [15], where the codebook
entries were white channel coefficients, the codebook emntof the quantizers proposed in this work are the

precoders of Fig. 1, i.e., the quantized information evalhiuepresents a precoder and not a CSI.

A. Model for Quantizers

Let us initially assume a genie-aided MU-MISO system whdiréha users work in a cooperative way. In this

case, it is possible to carry out a joint quantization:

M
Q(z) = ZH S; (2) @)
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where M is the codebook size. Here, = [2T,...,2%]|T € CKY represents the estimated CSI of all users. The
selector functiorsS;(e) is 1 if the argument lies in the partition ceR; C CXY, and0 elsewhere. Each of th&/
codebook entried?; € CNV*X is a precoder and® is chosen ifz € R;.

In practice, however, a joint quantization of the estimaB&l is impossible because receivers do not cooperate
and each receiver has access only to its own £SITherefore, the partition celR; must be decomposed intg

subregionsR ; C CV, i.e., R; = R1, x - -- x R4, wherex denotes the cartesian product defined as
Ri=Riix- - xXRrgi={(®14,. .., Tx;i)| €15 € Ri4,...,Tx,;i € Ri,i}- %)

Here, R, denotes the total partition cell corresponding to #hh codebook entry?; andRy, ;, with k =1,..., K,
represents the partition cell of theh codebook entry corresponding to ugefThe aim of thek-th user's quantizer
Q. (e) is to identify the regiorR, ; in which the CSlz;, lies. The resulting fed-back information of ugderi.e., the
output of its quantizef),, (zx), is equivalent to a set of indicé®, referring to the precoder representation points
that best fit to its current channel state. When collectingféteback information from all users, the transmitter
finds the index of the final precoder representation poinhibgrsecting the sets of indices from all users. Therefore,
the selector function of the overall quantizer in Eq. (4) iy defined as

1 forie M, Qulzk)
0 else

Si(z) =

Note that the above intersection gives a set with cardinalite due to the properties of the cartesian product used
to split R; into Ry 4,..., Rk, [see Eq. (5)]. This complicated representation is inelétaince the users are not
cooperative and, therefore, no single user has informatlmut the others. Remember that the codebook entries
are the precoder representation points and the receivehtsedgnd not the CSI.

When restricting to scalar quantization, we can further dggmseR;, ; as
1 N
Ri,i = RECZ XX Rl(c,i)

i.e., the cartesian product of th¥ rectangular region@,i"} C C, with n = 1,..., N. Remember thatV is the

number of transmit antennas and is thus the maximum numbecalar coefficients sent from usérto the

transmitter. Let us define each (complex) rectangular re@hfg”) by means of its corner coordlnateéR‘iri)n),
ﬂ]iRe(]Q)n), ](CIH.](IZ),M! and 5](:"212‘] .- In other words, the scalar quantizer for the complex-\lug,, is spl|t into
Tk

two real-valued quantizers with the two quantizer indig‘&e’") andj,gm’”) Thus, when the real and imaginary
part of then-th entryz ,, of z;, corresponding to thé-th user’'s quantize), (o) lies in the ceIIsC(Re(fli)n) and/or

¢ | respectively, the conditions Re(}f;)n) < R(2km) < ﬁ(R?RZ)m and/oroé(lm o < S(2kn) < Bk“‘“(ﬁ?m are

k.j (Im n)s }Elm n)
(Im,n)

respectlvely fulfilled. In that case, a dE‘LRe(;? y Of IP’ jmn) of indices is |mpI|C|tIy chosen, for which it holds
that
Re,n . n Re,n
P = {z = 1., M| Re (R{")) = (ij} (6)
or
plimn) :{i: M‘Im : _clm:})n} 7
i (RE) =i ()
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respectively. The information that usérfeeds back are the indicgs™™ and ;™™™ with n = 1,..., N. To

obtain the quantizer outp@, (e), the quantized results for the different real and imaginpsts of the entries;, ,,,

n=1,...,N,ie, """ and ;™™ should be combined by simply intersecting the %}?ﬁ(l),...,ﬁ’yzm,
Ik Ik
WherelP )(n) = ]PZRQ(IZ)”) ﬂP](:maﬁ)n)
N
Qp(zk) =Py = ﬂ P,(:L;(n)'
n=1 ok

IIl. PROPOSEDMMSE OPTIMIZATION

In this section, we focus on the optimization of the follog/ielements pertaining to the limited feedback channel:
the channel estimatofsG, } £ | and the quantizer§Q, ()} _,, i.e., the partition cell§R;}, and the precoders
representation point§P;}},. We choose as a feasible designing criterion the minintnatif the MSE between

the transmitted and received symbols, that is,

MSE=E [Hu—aug} :ipiE [||u—a||§‘z eRZ} ®)
=1

where p; denotes the probability that € R;. Taking into account that the output signals at the recsiaee
given by a = g(HPu + n) [see Eq. (2)], whereP is the precoder obtained from the overall quantizer, i.e.,
P=Q(z) = Zﬁ‘il P;S;(z) [cf. Eq. (4)] andg = Zﬁ‘il 9:Si (z), we can further elaborate the MSE cost function

as follows
MSE = Zpl —29:R (v (E[H|z € R} Py)) + g7 tr (Cy) +g7tr (E[H"H|z € R;] P,P))  (9)

due toE[un''] = 0x andE[uu'l] = Ix. Note again that we neglect the delay of the feedback in astesy model
for the sake of brevity.
The optimization problem that we have to solve is
HGRH AP (R, Yo = argmin MSE = E [u — @3]

HGRH_ AP AR }

subject to: E {HPuHQ} < Ei. (10)
Unfortunately, no closed form expressions can be obtaioeldth the estimators and the quantizers of the feedback
systems. Instead, we will follow an alternating optimimatiapproach to minimize the MSE, because it is possible
to obtain closed form expressions for the minimization ataie quantities while the other quantities are kept fixed.
Indeed, let us start by fixing the partition regioRs and the precoder representation poifts It is possible to
obtain a closed-form expression for the optimum estiméiprand afterwards use the Lloyd algorithm to iteratively

optimize the partition cells and codebook representatimintp of the quantizers of each user.

IV. CHANNEL ESTIMATORS

In this subsection, the channel estima€d, is optimized for a given codebook (precoder and receiveghis)

and partition cells. It is apparent from Eq. (3) that

C.r=E[z12)]] = Gy (SCh1S" + Cp i) G}
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Thus, we can write the following alternative parameteigrabf the channel estimator
1/2y-H H —1/2
G, = Cz,k Xk (SCh’kS + Cn,k) (11)

where the unknownX;, € CNv*¥ has orthonormal columns, i.eX /1 X, = Iy. It is very easy to verify that this
expression foilG, leads toC, ,, when we substitute it intGk(SkaSH +Cn7k)GI,j. Note that the transformation
of Shy + ni. with (SCh, xS + C',,yk)*l/2 leads to an uncorrelated signal with unit covariance mainga the
additional transformation withX ;! again gives an uncorrelated signal with unit covariancerimab matter the
choice forC, ;. Therefore, the optimization with respect ), can be split into an optimization with respect to
X, and a subsequent optimization with respectip;,.

Before carrying out the minimization of the MSE|||u — ﬁ||§} with respect toX}, let us rewrite the MSE in

terms of an auxiliary matrix4; defined as
Ay = Cp y 8™ (SC x 8™ + C,p i) /% e OV, 12)

To this end, let us obtain the conditional momeR{#] |z € R;] andE[H"H |z € R;]. Taking into account that

h; and z, are jointly Gaussian, we have

el e [0, | Cahi

Zp Coni Cii

whereC. ;; is given by [see Egs. (3), (11), and (12)]
Cani = E [z:h]l] = CL2 X AL (13)
Thus, the conditional moments are (e.g., [16])
Elhilzi] = Cl, 1 Co bz = A XCy )2z,
Elhy.hi |2k] = Chi — Cih 1C7 1 Canyie + Elhy|zi] Elhy|24]"
= Chi — AXp XP A + A X, 05 Pzl /P X AL

Clearly, it holds thaE[H |z € R;]) = E[E[H |z]|z € R;]. Therefore, taking into account th&f = [hy,..., hx]",

we have
E[H|z € Ri] = [A1 X1p, .., Ax Xrcprci] (14)

E[H"H|z € R} = i (Chi — ArXi (I— Ry) XII:IAE)T
k=1
with [cf. Eq. (5)]
pri =B [C;iﬂzk‘ z € Rk,l}
R, ;,=E {C;iﬂzkz}fc;,lcmﬁ‘ z € Rkb} .

Notice thatuy ; and Ry, ; only depend on the choice of the partition regidRs; which are assumed to be given

in this section.
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The obtained results fdi[H |z € R;] andE[H" H |z € R;] can be substituted into Eq. (9). Thus, the MSE for

the given codebook entrigsP;, g;}, and partition cells{R;}., is expressed as

MSE = %I:pi (K —2g; R (tr ([A1X1N1,¢, e AKXK,MK,i]T R)) + g tr (Cp)
i=1

K
+g7 Y tr ((C,Lk — AL X, (1— Ry) X Al)" PZ-PiH)> : (15)
k=1

As mentioned before, thanks to introducing the alternatdesentation of the channel estimat®y in Eq. (11),
we can obtain the optimum channel estimator by finding thésh¥s that minimizes the above MSE expression
for a fixedC, 1, i.e.,

Xopti = argmin MSE  subject to X' X, = Iy
Xk

where the constraint has been introduced to ensure therstarity of X, € CNv*V_ Let us solve this optimization

problem using the Lagrangian multipliers method. The gpoading Lagrangian function reads as
L(Xy, Ay) = MSE+ tr (A (X' Xy, — 1))

whereA;, € CV*V is the Lagrangian multiplier which is Hermitian by definitisince the constraint is Hermitian.
A necessary condition for optimality is that

OL(Xy, Ax)  OMSE

). ¢ ox;t

From this Karush-Kuhn-Tucker (KKT) condition we obtain thef. Eq. (15)]

M
> —pitnier PLgi A, — p XP AR G2 P PY Ay + pi R XP A 2P PR Ay + AX T = 0.
1=1

Since the range of the first three summands reachable for emtors multiplied from the left is the span of the

rows of A, the space spanned by the rowsXf' must be the same to fulfill the above condition and thus
range(X ;) = range(A}') . (16)

By considering theSingular Value DecompositiofsVD) of a matrixB = M DN, whereD is a square diagonal
matrix and M and N are unitary or sub-unitary, it is satisfied that the rangeBofs equal to the range oM

[17]. Having in mind this property and the SVD decomposit@nA; given by
Ay =V, Wl

with unitary V,, € CN*V, diagonal ®;, = diag(¢r1, -+, Pr,N) € RY*N whose diagonal elements;, ; are
positive, and sub-unitary¥;, € CM*V we have that ranget!!) = rang¢Wy,). Thus, we can conclude that the
optimal basis is given by

Xoptr = WU € CNe N 17)

to fulfill the condition in Eq. (16).
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The so far undefined unita§y,, ¢ CV*~ must be chosen to minimize the precoding MSE in Eq. (15).€&inc
&, WH =VvHA,;, the optimal estimator must have the form [cf. Eq. (11)]

—1/2 _ —1/2
Goper = CLEUWE (SCh oS + Ci) ™ = C2UE ' VI A (SCh 8™ + Cr )

- C;/Icg U 'V, Gumise-estim (18)
where the conventional linedinimum Mean Square Erro(MMSE) estimator is given by
Guvse-esimt = Ch 1, ST (SCh 1 S™ + Cyp i)t

Let us examine in more detail the expression for the optinséilmator given by Eq. (18). Notice that!!
decorrelates the output of the linear MMSE estimator Qr,jd forces that its variance be the identity matrix. Then,
some rotation withlJ,. is applied that does not change the property of unit coveeiand, finally, the estimate is
colored WithC;/,f. This result is quite surprising and is a consequence of pbinizing the mean squared error
between the true channel and the channel recovered at tanitter but the precoding MSE][||u — 11||§] [see
Eqg. (10)].

We also see from Eq. (18) that the optimal estima#gp ;. can be written in closed form except for the covariance
matrix C, ;, and the unitary matriUU;. The optimization of these two parts of the estimator is cliffi and cannot
be done analytically. However, they can be moved into thentigeer Q. (e) as in [14] by a proper redefinition of

the partition cellsRy ;. Therefore, we can set without loss of optimality that
Gopt,k = l315;;1‘/kI_IG’MMSE—estimIc € (CNXNH (19)

and proceed to the quantization of this estimator’s outpsiteiad of quantizing the output of the estimator given in

Eq. (18). Accordingly, the optimaK, in the parameterization of Eq. (11) is
Xoka =W; (20)

with the SVD A;, = V&, WH. Additionally, C, ;. = I.

A. MSE with Optimal Estimators

The advantage of the approach described above is that nogptimal estimator is independent of the codebook
and the other estimators. Additionally, notice that thenestor's outputz; is Gaussian distributed with unit
covariance matrix. Thus, we rename the estimator outpuiwgas~ N¢(0,I). Due to the relationship between
Xoptr and Ay, [see Eq. (20)], we have [cf. Eq. (15)]

Chi — A Xopth Xop Al = Chp — Vi@V,

and

AkXokaRk,iXé{kaAH = Vi®L Ry, DLV}
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10

Having in mind the above results, the conditional momerasfieq. (14) can be rewritten as

E[H|z € R =11y prci]
K ) (21)
E [HHH|z IS Rl] = (Ch,k - szdsinH + Rk’i)
k=1
where ;. ; and Ry, ; are redefined as
i = Vi@ E [wi | wi € Ri i
(22)
Rk,z’ = ‘/k@k E [wkwg | wyg € Rkﬂ] ?pk‘/kH
with wy, ~ N (0I) Vk. Applying Elyy"|z] = E[(y - Au'ylrc)(y - llfy\a:)H|m] + Hy\wllfgm to Ry ; leads to
K
E[H"H|zeR] =) (Chy— ViV + piiny
k=1

_ _ o T
+ViPLE [(wk — & 'V i) (wi, — D, Vi) |wy € sz} FkakH)

(Ch,k - VkSpiWH “"/&Lk,iﬂlk{,i + VkskaQ,kJ‘kakH)T (23)

Cestim k Cquan!lze k,i

I
~ T1[M)=

T
= (Chi + uk,iuﬁi — Vi@, T BV, (24)
=1

Notice thatCesiimx is the MSE error matrix due to the estimation withvse-esimr and Cquantizek,: 1S the error
covariance matrix due to the quantization error. The mdflix = I1—Cq x; € R%* depends only on the quantizer
parameters. Notice that when we assume perfect channelléagevat the receiver, i.e., when there are no errors
caused by estimatiorCesim, = 0, and when there is no limited rate for the feedback, i.e., mantjzation errors,
we have thaClyuanizer,; = 0. Therefore, the regularization that is introduced due tperfect CSI at the transmitter
is given by Cestimi + Cquantizek,i-

Remember that the effect of feedback delay was omitted wiegividg Eqgs. (23) and (24). If we assume a
simple Jakes model, we would have that the correlation keivilee channeh,[¢] at slotq and hy[v], the channel

delayed byD = ¢ — v slots, is given by

E [hk[Q]hI;;I V] = Jo(27 fo,maxk D/ fsiot) Che = 71Ch

where fp maxx i the maximum Doppler frequency of theth user, g0t is the slot rate, and(e) is the zero-th
order Bessel function of the first kind [18]. The factgr in the last equality is implicitly defined. Notice that the
delay can be neglected when considering a speed value=0f km/h (r;, = 1). However, the only impact on the
previous derivations is that this termp must be included into the expression 4f, in Eq. (12) since the input of
the quantizer;, given by Eq. (3) is obtained from outdated channel vectods trereforeC,, , = rkci,/,fX}jAI,j

[cf. Eq. (13)]. Consequently, als®,, is weighted withry.
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11

Finally, for the sake of notational brevity, we introduce

M; = [pi,. .. pri] € CFON
K
Cestim = Z Chi — W@inH € CN*N
k=1
K
Cquantizei = Z ‘/k@kCQ,k,idskaH € (CNXN- (25)
k=1

This way, the precoding MSE when using the optimal estinsatan be concisely written as
M
MSE = 3" pi(K — 2R (tr (Mig: P2)) + g2 tr (Cy) + g7 tr (MM + Clm + Copianize:) PiPY)). (26)
=1

In the ensuing section, we assume that the optimal estis\éfgg.,, £ = 1,..., K, are employed, i.e., the
precoding MSE given by Eq. (26) has to be minimized when désigthe quantizers. It is interesting to note
that the conditional moments provided by this scheme araléquthe conditional moments obtained for the joint
optimization based on a CSl-metric (see [14], [15], [19]).

V. CODEBOOKENTRIES
A. Codebook entries: precoder representation points

In this section, we proceed with solving Eq. (10) by designihe codebook entries (precoder representation

points) P, and the respective receive weighisin order to minimize the precoding MSE of Eq. (26) under a

transmit power constraint for a given set of partition c®ls i = 1,..., M:
{Popti, gopti } = argmin MSE subject to:E [||P1u||§} < Fi. 27
P;,g:}

Again, this constrained optimization problem will be savesing the method of Lagrangian multipliers.
Without destroying optimality, we make a change of varialzdlad setP; = g, LF;. Consequently, the Lagrangian
function reads as

M
L(FigiX) = Y pi( K = 2R (tr (M) + g7t (Cy)
i=1

+tr (M M; + Clim + Cosanizes) FFF) + 2 (072 |1 FiIE — B (28)

with the Lagrangian multipliep € RO+,
One KKT condition is obtained by deriving with respect gg which is assumed to be real. Equating this

derivative to zero yields

OL _
PO 2gitr () — 220 B = 0
gi
which leads to\ = g¢? gfrg(ﬁgiﬁ > 0. As it is apparent that the transmit energy constraint isvacthat is,
[ s

97 || Fi[|2 = Ei, we havex = g2 (Cn).
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When we set the derivative with respect&J to zero, we obtain the following KKT condition

OL (e A
! 1;*) = — M + (MEM; + CLim+ Chiantizes) Fi + aF=0. (29)

7

This result, together with the above result forand the transmit power constraint, leads to the optimalqutec

representation point (codebook entry) corresponding eain partition cellR; given by

?

-1
FopLi = (MzHMz + Cgstim"‘ C(;{Jantizei + fI) M'H

(30)

1 -2
Jopti = \/Etx tr ((MZHML + Cg';-,tim+ C&;amizei) MlHML>

where ¢ = tr(C,,)/Ex. Interestingly, this result can be interpreted as ¢eatroid condition Note that we use
MMSE optimal receiver weights (different for different eaeers) although the optimization of Eq. (27) givesgt -
The MMSE optimal receiver weights correct the phase and leagh approximately coherent detection (see [15]
for more details).

Note also that the solution for the precoder representgimints is inherently robust against errors, since the
respective error covariance matrices regularize the msewersion in the definition oFop; = gopti Popti-

Due to the expectationB [wy, |wy, € Ry ] for k = 1,..., K [see Egs. (22) and (25)], the computation of the
precoderF; is difficult for a general set of partition celi8; ;, ..., Rk ,; such as those obtained when usiregtor
guantization However, by restricting ourselves szalar quantizationthe integration over the rectangular regions
Rfj’) can be solved in closed form (see [14], [15]). Note that thiscpder is basically the same precoder as that
based on the CSI MSE metric although the design considerdhisrpaper is based on the precoding MSE only
(see [14], [15]). Both linear precoders are robust againsire in CSI by means of regularization terms. Contrary
to the CSI MSE metric, however, where the precoder is basedready optimized and fixed partition cells that are
independent of the channel statisti€ghe joint design according to the precoding MSE metric showthis work
optimizes the precoder and the partition cells using thgd lalgorithm. The Lloyd algorithm switches between the
precoder design and the partition cell computation and eg®s to locally optimum precoders and regions since
every step reduces the MSE, and the MSE is lower bounded. tRateboth, precoders and partition cells, must
be recomputed as soon as the channel statistics changdiofhddly, note that the obtained estimators in Eq. (18)
are optimal for any codebook and the codebook entries in B@). &re optimal for given partition cells. In the
next subsection, the optimal partition cells for given dmalek entries are derived. This motivates the alternating

optimization of the Lloyd algorithm.

B. Partition Cells

In this subsection, we explain how to optimize the quantpagtition cells. Since the receivers do not cooperate,
the estimates of other users are unknown to the quantizeses?uThus, we will design the regiori8, ; of the /-th

quantizer in order to minimize the distortieh = E[||u — @/||3|z,] for given codebook entrie®;, i = 1,..., M,
INeglecting the effect of bit allocation.
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and according receive weights, : = 1,..., M. Motivated by the fact that, ~ Nc(0,1), i.e., the quantizer's
inputs are Gaussian and uncorrelated, and that the coriguutstthe precoders is difficult for vector quantization,
we restrict ourselves to scalar quantization which imptiest the entries ok, are quantized separately. In this
case, the partition cellé(R?R’j)n) and C(I (Im ﬂ) [see Egs. (6) and (7)], that is, their corner coordlnat%zlﬁ?n),
ﬂ;RfRZ)”>, él'_’](:;f’,;?”), and ﬂ(h?h’j)”) of the scalar quantizers for, respectively, real and imagyirparts of then-th
entry z, , of z,, minimize the distortions

MM
A Rz nl) = B[l =l Rzeal] = 32 S (Rfeea) 455 (Rlzz.n) =1
=1
and
M
délm’n)(%[zeﬂn]) —E {Hu _ aug‘ g[zé n } Z S (Im n) ]) d(Im n)( [Ze,n]) (32)

respectively. HereMé”) is the number of codebook entries for the quantizer&pf, ,,] and 3[z¢,,,]. As a result

of computing these expressions for eagh,, we can obtain the indic gséRe”

(Im,n)

and j, that minimize these

distortions, i.e., the respective partition ceé]gzgj?n) andC(I”(IIlf)n) are optimized. Note that, given the-th quantizer

input of user’, z, ,,, we assume that the other quantlzer mpuit,%, with k # ¢, are unknown and, therefore, it is

necessary to average over all the possiilg. Although the other entries, , with v # n are known to receivef,

also over these quantities is averaged, since scalar gaentire used. However, the corresponding cells are given

since the codebook design is centralized at the transnaittérstored at both the transmitter and all the receivers.
The distortions due to thgth codebook entry for both real and imaginary entries ofitipeit z, ,, read respectively

as [cf. Eq. (9)]

K
G Rzn)) = Y s [ K+ 02t0(Cp) = > 2R (u] Frex)
iep{Rem Dy, k=1k
K
_ 29%( (Re,n), TF-eg) +tr (ChanF i FY) + Y tr (RE,FEFY) +r (R(Re T g FH)>
k=1,k#L
(33)
and
K
ISl = Y s | K420 (Co) = > 2R (i Fiey)
iep{imm™ Dy, k=1,k#¢
K
— 2R (" Fieg) 4+t (CRnFFR) + Y. o (RLFFR) +u (R RFY))
k=1,k#L
(34)
where F; = g; P, ande;, denotes the:-th column of theK x K identity matrix. Forp;, ; and Ry ;, see Eq. (22).
p%e ) =, ep(em Pi andp(Im m =3, eplimm Pi are the probabilities oR[z,,,] € C (Re,n) andS[ze.,] € C (Im,n)

[see Egs. (6) and (7)], respectively. Additionally, the ditional momentgs, ; and R, ; under the condﬂmn%[zm]
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and Sz,,,], denoted byu;:e ", ugI;“ ™) R%e’”), anngf’"), can be found as follows [cf. Eq. (22)]:

Hﬁe " _ v,é, E [ze]ze € Rois Rzon]] -
p = Vi E (20| 20 € Ry Slzenl]

e RO = Vi@, E [zezl | 20 € Req, Rlzen) | 8V i

R = Vi@, E 2ozl | 20 € Ry, Slzen] | V. )
Following the nearest neighbor conditignthe partition cellsCé}}e’”) must be chosen such that for any input
R[z¢,,) the minimum dlStOI‘tIOf’d(Re ")(%[z&n]) is picked by the quantizer. Equivalently, for the imagingart,
the partition ceIIsCU’.“” are chosen such that for any inp&fz,] the quantizer uses the minimum distortion
dg;“ ”)( [ze,n])- Slnce,u(Re ™) and ug*‘”’” are linear, an(R(Re’”) and R%"”L) are quadratic functions oR[z¢,,,]
and S3z¢,,,], respectively, the dIStOI‘tIOI’lS(Re ™ (R[z0.]) and d(Im ") (Sz¢.,]) are also quadratic functions. Thus,
for the real part ofz., the optimal cell bOdefSﬂz(Re ™) and ﬁzﬁe" are simply the roots of the quadratic
polynomial equatlonsl;;e" (Rlze.n]) — df}‘”{ (R[ze.n]) anddge7”)(§)‘%[z£7n]) — dg;‘j;’f)(é}%[zg »]), respectively. The
two roots that determine both cell bordenéRe ) and B(Re ™) must verifyaf;e_’?) <« (Re " < ﬁ(Re ) Again,
similarly for the imaginary part ot, ,,, the region boundaries are given by the roots of the quadpatiynomials
4" (Slzea]) = A} (Slzenl) anddg ™ (Slzeal) — 4 (Slzen).

C. Codebook Computation

Although the estimators and the quantizers are jointlyrojz&d by minimizing the precoding MSE in Eq. (8), the
codebook parameters have to be computed only once sincédénee estimators are independent of the codebook
choice [see Eq. (19)]. For the computation of the codebooarmaters, we use the Lloyd algorithm (see [20], [21]),
i.e., we alternately optimize the precoders by using thdroghcondition in Eq. (30) and optimize the partition
cells following the nearest neighbor condition as discdssethe previous subsection. Since the MSE in Eq. (26)
is reduced in every step and the MSE is non-negative, thiatite procedure converges.

The Lloyd algorithm is initialized with the quantizers bdsen codebooks appropriate for unit variance complex
Gaussian inputs [14]. Therefore, the parameters of theskarsquantizers can be stored and do not have to be
recomputed for varying channel statistics. As a consejethe initialization of the proposed feedback scheme
based on the precoding MSE of Eq. (26) is very cheap.

Table | summarizes the overall design procedure for computiie codebook, which is basically a modified
version of the Lloyd algorithm. Note that this new codebodas io be recomputed each time that the channel

statistics change.

D. Bit Allocation

When using scalar quantization (transform coding, [21]}ead of vector quantization, the available bits have

to be allocated to the different scalar coefficients. Caytta the case of CSI MSE based feedback, the distortion
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1. Setm =1
2. Initial codebookC; and regions{R;} 2,
3. Set the threshold to stop the iteratiafs and sete = co
while € > emin do

4. obtain the quadratic functions:

Vi, 5 0 A (Rlzea]) anddf ™ (Sze,n))
5. (Nearest Neighbor Conditigrsolve the quadratic equations:
W, g dgy ™ (Rlzea]) — A2 (Rlze.n]) = 0 and d™ (Rlze ) — g5y (Rlzen]) = 0

0

A" (Sz,0]) — d?;“?(u[mn:oanddg?*"ksm,n]) a" ) (Slzen]) =

to get the new partition regiongR, }2£,

6. compute the new conditional channel moments:
E[H|z € Ri] andE [H"H|z € R;]
7. (Centroid conditiof compute the new precodefs; }27,
8. compute the precoding MSE metric for the new codebook (precodi#tg .,
and the new partition regionsR,; } .,

9m+—m+1

end while

TABLE |
CODEBOOK OPTIMIZATION.

function obtained for the case that the precoders are iredlud the optimization given by

MSE = sz( - 2§R tr( 791131)) + 91:2 tr (CT}) + 91‘2 tr ((MHM + C’estlmJr Cquannzez) RRH)) (37)

has a very complicated structure since all the parametersnated together. Thus, it is impossible to separate the
influence relative to each user and each scalar quantizehwhakes it very difficult to find an efficient optimum
bit allocation. We can therefore decide the optimum bit aton by trying out all the possible bit allocation
combinations and taking as a result the best one in terms mifmzing the MSE in Eq. (37).

The bit allocation optimization is expressed as

Bopt = argmin MSE(B)  subject to: B = [by,...,bg] € BY*K by = [br1,...,bpn]"
B

N
with B=0,2,4,.. and > bpn = Nt (38)

n=1

where B is the matrix that determines the bit allocation corresjrmgpdo the coefficients of each user ai

is the number of bits available for each user. Notice thay @m even number of bits is used to quantize each
coefficient, since both real and imaginary parts of eachficiefit make use of the same number of bits. Initially,
we use the scalar quantizers (codebook entries and partiéitis) obtained from the CSI metric for a unit-variance

input as in [14].
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Bits per user ‘ No bit allocation ‘ Rank reduction‘ Heur. bit allocation ‘

Niit = 6 (2,2,2,0]T [4,2,0,0]T Select the best from:
3 for real part 2,2,2,0]",[4,2,0,0]T
3 for imaginary part [6,0,0,0]T
Noit = 8 2,2,2,2]T [4,4,0,0]T Select the best from:
4 for real part 2,2,2,2]7,[4,2,2,0]T
4 for imaginary part [4,4,0,0]",16,2,0,0]T
[8,0,0,0]"
Npip = 10 [4,2,2,2]T [4,4,2,0]T Select the best from:
5 for real part [4,2,2,2]7,[4,4,2,0]T
5 for imaginary part [6,4,0,0]7,[8,2,0,0]T
[10,0,0,0]T
TABLE I

NUMBER OF BITS ASSIGNED PERUSER S COEFFICIENT FORPRECODING MSE METRIC.

When the number of bits is low, there are no serious probleisggrfrom the computational complexity, but
the search for optimum bit allocation becomes infeasiblehasnumber of bits increases. Therefore, we propose a
heuristic solution to the problem by reducing the numberahbinations to be tested on the MSE. It seems that
an uniform distribution over all the coefficients withoutplementing rank reduction is the most likely allocation
in the sense of minimizing the MSE. Thus, a first trial corssizt distributing the bits over all the coefficients as
uniformly as possible. On the other hand, it is obvious that ¢oefficients with more energy, i.e., the coefficients
whose eigenvalues are larger, have more impact on the findd pSformance and, therefore, we must tend to
allocate more bits to the first coefficients in order to mirienthe MSE. Bearing this fact in mind, successive
combinations will move the bits from the initial bit allotat to the coefficients with larger eigenvalues. Therefore,
the MSE of Eq. (37) is sequentially computed by followingstbirdering for bit allocation so the process is stopped
when, given a certain bit allocation, the MSE is greater thHan previous one in the list. This will be termed
heuristic bit allocation

To illustrate this idea, let us assume that we have to dig&iB bits for each user (see Table Il). According
to the heuristic bit allocation described above, the chdipassible bit allocations is given bf2,2,2,2]T —
[4,2,2,0]T — [4,4,0,0]T — [6,2,0,0]T — [8,0,0,0]T. Imagine the combination given by, 2,2,0]T gives us
less MSE thar2,2,2,2]. In that case, we have to test the result whgrnt, 0,0]T is considered. As long as the
new MSE obtained is less than the previous one, we have tancentvith the search until the last possibility
embodied by[8,0,0,0]T. If not, we choosé4,2,2,0]T as the optimum bit allocation for our joint approach based
on precoding MSE metric. This heuristic solution signifitameduces the computational complexity of the search

with negligible loss in performance.
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Fig. 3. MU-MISO system with robust linear precodiny,= 4 antennas/K = 2 users, and bits per user.

VI. SIMULATION RESULTS

Given the enormous computational complexity due to theutation of the distortions in Subsection V-B, we
consider a system with a transmitter equipped \th= 4 antennas that servés = 2 users using QPSK modulation.
We use the urban micrBpatial Channel ModeglSCM) described in [22], which is the most difficult for preting,
out of the three spatial channel models introduced in [28taise the second and the third channel eigenvalues
have a non-negligible magnitude. The results for the CStimate the mean of00 channel realizations with 000
symbols being transmitted per channel realization. Thebmirof averaged channel settings or channel covariance
matrices is10. The training sequence hag, = 16 symbols. In the figures, the number of bits per user is given in
the legends. Although the optimization of Eq. (27) gives wedght gopt;, We use MMSE receive weights instead
those weights arising from the optimization to correct thage caused by imperfect CSI at the transmitter and get
an approximately coherent detection [14], [15].

We implemented three different types of bit allocationsEino bit allocation which tries to spread the bits as
uniformly as possible (in the case that any bits are left ,oeay. with 10 bits for 4 dimensions, the dimensions
corresponding to the largegi, ; get additional bits). Secondank reduction which allocates as evenly as possible
the bits to the firsd dimensions. And third, théeuristic bit allocation which tries out different bit allocations
and takes the result of the best one. Remember that we doynall the possible combinations but the heuristic
search explained in Subsection V-D is performed insteadlldstrate the different strategies, Table Il summarizes

the bit allocation strategies for different number of bits piser.
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Fig. 4. MU-MISO system with robust linear precodiny, = 4 antennas)k = 2 users with different number of bits per user.

In Fig. 3, the feedback design based on the CSI MSE discuadéd], [15] is compared to the scheme proposed
in this paper, that minimizes the precoding MSE, fobits fed back per user. As expected, bit allocation has a
considerable impact on the BER performance and the feedtiesikn based on the precoding MSE outperforms
the CSI MSE feedback.

Though the result that the uncoded BER saturates for high &Nésappointing, it cannot be avoided in a
system with limited rate feedback (e.g., eight bits per usdfig. 3). The saturation of the BER results from the
residual interference caused by the errors in the chanatd giformation delivered to the transmitter via limited
rate feedback. To circumvent this saturation, a feedbatk i@dde increasing with the SNR would be necessary (see
e.g., [23]). However, such a setup is impractical.

Similar results were obtained for a higher and lower numlbéiits per user, as shown in Fig. 4. Not surprisingly,
a higher number of bits per user improves the BER performafical schemes. Additionally, it seems that the
advantage of the precoding MSE based design compared toSh&®SE based design becomes more pronounced
for a higher number of bits as the degrees of freedom increase

Notice that, independently from the number of bits fed baek pser, rank reduction always shows a loss in

performance with respect to heuristic bit allocation sitieinformation contained on some coefficients is dropped.

VIl. CONCLUSIONS

In this work, we have shown how to obtain the robust precodeameters, the channel estimators, and the

quantizer parameters in a joint optimization by minimizitige MSE between the transmitted symbols and the

March 26, 2012 DRAFT



19

estimated symbols. Interestingly, the channel estimaami precoders obtained with the metric oriented to the
precoder are equal to the estimators and precoders regfitiim the joint optimization based on minimizing the MSE
between the true and estimated channel presented in [15]], fibwever, the crucial part of the scheme proposed
in this work is the design of the partition cells correspagdio each user, which are designed by minimizing its
own distortion but averaging over the quantizer inputs far dther users, since there is no cooperation between
users in the downlink of a multiuser MISO system.

As a result, we get better BER performance with a no incredgbeooverhead in the feedback channel. The
transmitter performs the intersection of the precoder seteesponding to the indices received from all the users
to find out the optimal precoder to be used during the trarsoms It is important to note that the codebook
entries are now the precoders rather than the white chaoedficents. Therefore, it is obvious that the design of
the quantizer parameters (i.e., the codebook entries angbaltition cells) becomes the hardest part of this new
precoding approach, with the advantage of minimizing theENb$ including the precoder in the optimization. This
improvement is even more significant when the number of fecklbits per user is increased, albeit at the cost of

higher computational complexity.
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