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Abstract. 5G and beyond wireless networks will support high data rate,
seem-less connectivity and a massive number of users as compared to 4G
network. It is also expected that the end to end latency in transferring
data will also reduce significantly i.e 5G will support ultra low latency
services. To provide the users with all these advantages, 5G utilises the
Ultra Dense Networks (UDN) technique. UDN helps manage the explo-
sive traffic data of users as multiple small cells are deployed in both
indoor and outdoor areas, for seamless coverage. However, outage is dif-
ficult to detect in these small cells as these small cells have high density
of users. To overcome this hindrance, Cell Outage Detection (COD) tech-
nique is utilised which aims to detect outage autonomously. This reduces
maintenance cost and outages can be detected beforehand. In this pa-
per, Long Short Term Memory (LSTM) is used for outage detection. The
LSTM network is trained and tested on subscriber activities values which
include SMS, Call and Internet activity. Our proposed LSTM model has
classification accuracy of 85% and a FPR of 15.7303%.

Keywords: 5G, Cell Outage Detection, UDN, Call Detail Record, Deep
Learning, LSTM

1 Introduction

5G network is expected to provide higher data rate, provide ultra-low latency
and massive number of connect users. It is expected that Billion of devices will
be connected to the network because of the 5G IoT ecosystem provided by the
technology [1]. Ultra Dense Networks (UDN) is one of the emerging techniques
of 5G that will help manage the explosive traffic of data. In UDN, multiple small
cells i.e. femto, pico and microcells are combined to compensate large number
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Fig. 1: Cell Outage in 5G

of users. Small cells are deployed in both indoor and outdoor areas to provide
seamless coverage. These small cells encounter heavy traffic as connectivity has
increased which enables thousands of users to be connected in a single cell [2].

Cell outage is encountered by users when they are unable to access the net-
work. The probability of outage has increased in 5G network because of the
immense traffic of users in a single cell and other reasons of outage can be: rain,
snowfall, other environmental factors and software or hardware failure [3]. Cell
Outage Detection (COD) is a method of detecting outage cells among healthy
cells. The existing method of COD is through human monitoring [4]. It will be
difficult to detect outage through this method because of small cells deployment
and increase in users.

The new features of 5G come with a great deal of complexities and challenges.
UDN allows large number of users to be accommodated in a single cell but also
increases the probability of outage. 5G is a hybrid and integrated technology that
combines existing technologies. The increasing number of base stations causes
handover issues. Suppose number of base stations are available during handover,
the network has to decide which base station the call has to be transferred. If
calls of number of users is transferred to the same base station, the traffic data
for the particular base station will increase and this results in outage [5]. Fig. 1
shows a case of outage in a small cell. The base station in outage cell is not able
to receive network services from the core network.

The traditional way of COD is through visits to base stations, analysing users
data and statistics and manual drive tests. These methods are costly and time
consuming. The existing COD methods can impose difficulties for operators
to detect outage in 5G. The densely situated small cells i.e. femto, pico and
microcells makes it even harder for outage to be detected. Due to the complexity
of these small cells, outage may not be detected for hours or even days [4]. This is
the reason researchers are now working on deep learning algorithms that detect
outage autonomously.
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In previous researches, KPI parameters were used as input in [4] to train
LSTM network for COD in multi-tiered networks. The authors used LSTM
technique for COD and the algorithm had 77% classification accuracy. KPIs
information was used as an input in RNN deep learning model for small cell out-
age prediction [6]. The model yielded 96% prediction accuracy. [7] and [8] utilised
Autoencoder technique for outage detection. In [9], sleeping cells were detected
in next generation networks and Deep Autoencoder and One Class SVM results
were compared. [I0] used Deep Convolutional Autoencoder to detect outage and
obtained better accuracy than Deep Autoencoder. Hidden Markov Model was
used in [I1] for outage detection in UDN. The model predicted a cell as outage
with 95% accuracy. K-Nearest Neighbour (KNN) classification algorithm was
implemented in [I2] for outage detection. Minimization of Drive Tests (MDT)
measurements can not detect outage in small cells. [I3] proposes a M-LOF al-
gorithm that overcame this problem by using handover statistics for outage
detection.

1.1 Motivations

Previous studies have mainly focused on working with KPI parameters for out-
age detection. The KPI parameters are not enough to accurately detect outage
in small cells. Most of the studies also focused on detecting outage from readings
of neighbouring cells. We were motivated to design an algorithm that uses real-
time readings of users activities i.e. Call Detail Record (CDR) data of different
cells.

Algorithm for Data Preprocessing
Inputs: CDR dataset: Data of 1000 Cell IDs of a
single day
Output: Xtrain, Xnew
Method:
1. Import a file from CDR dataset and store randomly
selected 1000 cell IDs data into a matrix.
2. Separate first 700 cell IDs for training of LSTM.
Remaining 300 cell IDs will used for testing the trained
model.
3. Remove the column containing country code and
timestamp.
4. For each cell ID

Sum each subscriber activity and store it into a matrix.
end
5. Store each matrix value as one example in Xtrain.
6. Repeat the same procedure for test data and store its
value in Xnew.
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1.2 Contributions

This research paper utilises the deep learning technique LSTM for outage de-
tection. The neural network was trained and tested on a dataset that contained
subscriber activities of different cells. The subscriber activities include SMS in,
SMS out, Call in, Call out and Internet.

The rest of the paper is structured as follows: In Section II, we briefly discuss
LSTM and its functionality. In Section III, the preprocessing of dataset and
simulation results are discussed. Finally, the paper is concluded in Section IV.

2  Owur Proposal

In this paper, we have used the deep learning technique Long Short Term Net-
work (LSTM). The LSTM network has been previously utilised for outage de-
tetction in [4]. LSTM is part of the Recurrent Neural Network (RNN). RNNs
differ from other neural networks as they have the ability to remember their
previous inputs. They use memory of previous input values to make decisions
regarding the output value and current state. This makes RNN a useful tool
in deep learning for time series data classification purpose [14]. We designed an
algorithm that trains the neural network on subscriber activities of users i.e.
CDR data of different cells [I5]. The reason of using CDR data is because as [13]
suggested that MDT measurements are not enough to detect outages in small
cells. The UDN is densely populated with small cells and each cell has traffic of
thousands of users. With an algorithm that is trained on CDR data it would be
easier to detect anomaly in subscriber activities.

LSTM are especially used for time series data that requires memorisation of
long term data. CDR data consists data of thousands of Cell IDs so it will be
easier to train the dataset with LSTM since it can memorise the data pattern.
The architecture of LSTM consists of gates i.e. the sigmoid layer and point wise
multiplication operator, cell state, input gate, forget gate and output gate. The
cell state represents memory of LSTM. The cell state changes when a memory is
removed from the network through forget gate or when a new memory is added
through input gate. The input gate decides which information is to be added to
the memory. The forget gate discards the information that is not useful to the
network. The output gate produces an output from the memory [16].

Hyperparameters
No. of iteration/Epochs| 1000
Learning Rate 0.001
Mini-batch size 5
Gradient Threshold 1
No. of Hidden Units | 100

Table 1: Hyperparameters values utilized for ADAM
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Time stamp Subscriber Activities
Cell ID| il seconds) | COMY Code—grras — TSNS out | Callin | Callout | Tnternet
10000 |1385858400000 39 0.085994773|0.280452185|0.054231319(0.162693958|17.87857366
10000 |1385859000000 39 0.085994773(0.054231319|0.208245313(0.434466179(18.11289499
10000 |1385859600000 39 0.054231319(0.312215638|0.213019632{0.085994773(9.873021891
10000 1385860200000 39 0.004774318|0.171989546|0.004774318(0.085994773(13.39198912

*Every entry represent beginning of 10 minute interval in Unix epoch. For example,
1385858400000 represent Sunday, December 1, 2013 12:40:00 AM (GMT) [15].

Table 2: Sample of CDR dataset from 1st December,2013

Metric  |Model testing|Random test*
Accuracy 85% 88.8000%
Error Rate 15% 11.2000%
Precision | 78.9474% 87.0334%

Recall 89.0656% 90.5930%

FPR 15.7303% 12.9159%

*1000 Cell IDs of Day 2 were utilized for the test

Table 3: Performance Statistics of our COD model

LSTM network is trained in a supervised manner i.e. the inputs should be
labelled and the output should be known. This is known an supervised learning.
The dataset that we are utilising for training of LSTM network consists of CDR
data which includes SMS, Calls and Internet activity. The LSTM network is
trained in a manner where it remembers the pattern of user activities. The
network can detect any anomaly that occurs in the values of user activities. For
e.g. for a given cell if there is a spike in SMS activity than normal then the
neural network will detect it. The network is trained in a similar manner for all
the subscriber activities, hence any anomaly in the CDR data can be detected
by the network. CDR data contains data of thousands of users, LSTM network is
a useful deep learning technique to detect anomalies in the data. LSTM neural
network as mentioned above is a powerful for time series classification. The
CDR data contains data of Cell IDs at different time intervals. The LSTM deep
learning network can be trained on this time series data and learn the pattern
of the user activities. If outage is encountered by any cell, the value of CDR
data will deviate from the normal values and this will be detected by the LSTM
network.

3 Performance Analysis

The raw CDR dataset for training and testing of neural network was downloaded
from [I5]. Table I shows a sample of the CDR dataset. The dataset contained
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data of subscriber activities of different Cell IDs of 62 days. Each day consisted
data of 10,000 Cell IDs. The dataset was in raw form so before utilising it for
training of neural network, we preprocessed it. The preprocessing technique is
similar to [I7]. The preprocessing algorithm is summarized in Algorithm I [I7].
In the preprocessing algorithm, the raw CDR data was imported and the data of
1000 Cell IDs of one day was extracted. The country code column was removed
to ensure security. The data of each subscriber activity was summed and stored
in matrices Xtrain and Xnew. The data was divided into training and testing
with a 70% and 30% ratio i.e. 700 Cell IDs for training and 300 Cell IDs for
testing.

As mentioned before, LSTM is based on supervised learning. It is neces-
sary for the dataset to be labelled for training and testing. Supervised learning
requires labeled input data and the output class should be known. Labels were
created by manipulating the equation used in [I7] since the data in CDR dataset
was not labelled. The labels were created for Xtrain and Xnew matrices.

=l > llpa(i) — o (i)l (1)

In equation (1), o represents standard deviation and p represents mean.
Example (i) is a single vector value of XTrain and Xnew. The corresponding
output label y(i) is created for YTrain and Ynew respectively. Where ¢ represents
the ith row of the matrices. The label is marked outage if the norm of z(7) deviates
more than the standard deviation (¢ € R®) from mean (u € R°) otherwise
healthy.

The training hyperparameters of the LSTM network are given in Table II.
Since, the network is trained on the subscriber activities of users, the input size
is set to 5. The neural network has a single LSTM layer with 100 hidden units.
The mini-batch size is set to 5 with a learning rate of 0.001. ADAM optimizer
was used for better training results. Fig. 2 demonstrates the training accuracy
of the neural network and Fig. 3 demonstrates the training loss of the network.
It can be seen that with every epoch the training accuracy increases and the
training loss decreases. The model was tested and yielded an accuracy of 85%
and a FPR of 15.7303%. To check the robustness and accuracy of our model we
conducted random test on 1000 Cell IDs of other days. Table III: shows testing
comparison of our model and random test conducted on 1000 Cell IDs of Day
2. It is noticed from Table III that that the random test yielded an accuracy of
88.8% with a FPR of 12.9159%. The error rate has also decreased from 15% to
11.2%.

Fig. 4 demonstrates the overall performance of the LSTM network. The pre-
cision and recall rate shows the accuracy of the testing model. The low error rate
demonstrates how the network detects cells as outage or healthy with low chance
of false alarm. The confusion matrix shown in Fig. 5 displays the performance
of our testing model. Our model has an overall prediction accuracy of 85%. The
tested data has 50% of healthy cells and 35% of outage cells.
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4 Conclusion

In this research paper, we designed a deep learning algorithm using LSTM that
classifies cells as healthy or outage. The model is trained and tested on subscriber
activities values i.e. SMS in, SMS out, Call in, Call out and Internet activity.
Previously, research studies have used KPI parameters for training of neural
network which is a drawback as outage in small cells can not be detected through
KPIs. The LSTM network is trained in such a manner where it can detect
any anomaly in the values of subscriber activities. The model has a testing
accuracy of 85% and FPR of 15.7303%. We also conducted random test on Cell
IDs of day 2 which increased our testing accuracy from 85% to 88.8%. The
model can be utilised in 5G network and next generation networks as it can
predict outage in densely populated small cells. The classification accuracy can
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be further increased by working on larger datasets and considering subscriber
activities of more users.
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