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Abstract

In this work, we study dialogue scenarios that
start from chit-chat but eventually switch to
task-related services, and investigate how a uni-
fed dialogue model, which can engage in both
chit-chat and task-oriented dialogues, takes the
initiative during the dialogue mode transition
from chit-chat to task-oriented in a coherent
and cooperative manner. We frstly build a tran-
sition info extractor (TIE) that keeps track of
the preceding chit-chat interaction and detects
the potential user intention to switch to a task-
oriented service. Meanwhile, in the unifed
model, a transition sentence generator (TSG) is
extended through effcient Adapter tuning and
transition prompt learning. When the TIE suc-
cessfully fnds task-related information from
the preceding chit-chat, such as a transition
domain (“train” in Figure 1), then the TSG is
activated automatically in the unifed model to
initiate this transition by generating a transition
sentence under the guidance of transition in-
formation extracted by TIE. The experimental
results show promising performance regarding
the proactive transitions. We achieve an addi-
tional large improvement on TIE model by uti-
lizing Conditional Random Fields (CRF). The
TSG can fexibly generate transition sentences
while maintaining the unifed capabilities of
normal chit-chat and task-oriented response
generation.

Introduction

Spoken dialogue systems (SDSs) have usually been
developed targeting only one out of two different
categories, task-oriented or chit-chat (aka open-
domain). The former focuses on achieving func-
tional goals and the latter aims at creating engaging
social conversations without special goals. In re-
cent years, several previous works (Lin et al., 2021;
Zhao et al., 2021; Young et al., 2022) have studied
unifed conversational models that can engage in
both chit-chat and task-oriented dialogue. However,
the system-initiated transitions that emerge during

switchover between these two dialogue modes have
rarely been explored. Especially when a user chats
casually with the dialogue system, but implicitly
expresses a need for a specifc task-related service,
it is desired that the dialogue system is able to cap-
ture this hidden information and proactively ask
the user if they require such a task-oriented service
(like booking a train ticket in Figure 1). It has been
proven to be benefcial for commercial SDSs to
proactively offer or sell their task-related services
(Chiu et al., 2022; Liu et al., 2023). Furthermore,
these transitions smoothly initiated by the dialogue
system are regarded as a proactive feature (Noth-
durft et al., 2015) and can greatly improve the user
interaction experience (Liu et al., 2022).

The goal of this work is to develop the initiative
capabilities of a unifed conversational model that
is capable of detecting the implicit user intention
of using some task-related services, even if they
are talking casually, and to proactively bridge the
connection from chit-chat to task-oriented dialogue
through generating a transition sentence (red in Fig-
ure 1). As the dialogue example in Figure 1 shows,
the original response at the transition turn is only
“I see”. If the agent can anticipate in advance that
the user wants to visit the “London Kings Cross”
through the preceding chit-chat, it can then proac-
tively establish a connection with the task-oriented
“train” service that the user needs by saying “If you
want, I can look for a train to London Kings Cross
for you.”.

To enable the initiative capabilities in a unifed
model, the main contributions of this paper are as
follows:

1. To detect the hidden task-related transition
domain/slot/value entities from the preced-
ing chit-chat, we propose the transition info
extractor (TIE) to keep track of preceding
chit-chat dialogue through leveraging natu-
ral language understanding (NLU) technology
(Chen et al., 2019).
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I will be enrolling in a new school at London Kings Cross next week. I’m so nervous.

I hope you have fun at your new school.

Thank you. My family and I will be visiting my school this weekend to see how it’s like.

I see.
I see. If you want, I can look for a train to London Kings Cross for you.

I’m trying to fnd a train that goes from Cambridge to my school. Can you help me book a ticket?

I can help with that. Can you tell me what day you will be travelling?

Figure 1: A Prepended FusedChat dialogue with an augmented transition sentence (red) for the proactive transition
from chit-chat to task-oriented. The blue and orange represents chit-chat and task-oriented interaction respectively.
Compared with the original chit-chat (crossed out) response at the transition turn, the transition sentence (red) can
enable the dialogue system to proactively switch to task-oriented services.

2. We artifcially augment 215 dialogues with
a domain guided transition sentence and a
domain-slot-value guided transition sentence
respectively. We then collect transition sen-
tence templates for different domains and dif-
ferent domain-slot pairs from these human
augmented dialogues. The transition sentence
templates are further utilized to annotate the
remaining unannotated dialogues.

3. We leverage transition prompt learning (Li
et al., 2022) and Adapter tuning (Lin et al.,
2021) to effciently extend the transition sen-
tence generation (TSG) in a unifed NLG
model with the augmented dialogues.

The overall architecture fow of this work is
shown in Figure 2. When the TIE successfully ex-
tracts the transition information from the preceding
chit-chat, the TSG in the unifed NLG is activated
to generate a transition sentence besides the normal
response to proactively guide this switch. The com-
bined fow is highlighted in red. Otherwise, the
TIE continually tracks the chit-chat, and unifed
NLG works as usual to generate a normal chit-chat
or task-oriented response without (w/o) a transition
sentence.

The remainder of this paper is structured as fol-
lows: Section 2 shows related work of our research.
Section 3 presents the transition sentence augmen-
tation and templates for the TSG training. Section
4 introduces the proposed TIE model for detecting
the task-related transition information from the pre-
ceding chit-chat interaction. Section 5 presents the
unifed NLG extended with TSG through transition
prompt and Adapter tuning. Section 6 elaborates on
the performance evaluation of this work. Section 7
concludes this work and outlines future research.

2 Related Works

NLU is generally a crucial component in task-
oriented SDSs and responsible for parsing an ut-
terance into a semantic frame to identify the user’s
intention (De Mori et al., 2008). With the devel-
opment of deep learning methods, RNN, CNN, as
well as their variations or combinations have been
widely for the NLU task (Yao et al., 2013; Mes-
nil et al., 2014; Yao et al., 2014; Liu and Lane,
2016). Wang et al. (2018) proposed a attention-
based encoder-decoder, CNN-BLSTM, for joint
intent detection and slot flling. Goo et al. (2018)
proposed a slot gate that focused on capturing the
relationship between slot and intent. Kenton and
Toutanova (2019) and Xu et al. (2020) both used
the pre-trained BERT for the joint intent classifca-
tion and slot flling. The proposed TIE is inspired
by NLU modeling.

Beyond that, Xu and Sarikaya (2013) and Ma
and Hovy (2016) both utilized the traditional ap-
proach, Conditional Random Fields (CRF) (Sha
and Pereira, 2003), for sequence labelling with the
combination of LSTM and CNN. We also leverage
the CRF technology to further improve the perfor-
mance of the TIE model.

Shuster et al. (2020) introduced the dodecaDi-
alogue task, to assemble important aspects of an
engaging conversational agent into a single collec-
tion by leveraging 12 tasks. Adapter-Bot (Lin et al.,
2021) utilized multiple adapter layers with the pre-
trained DialoGPT model to activate new response
skills and styles. Zhao et al. (2021) proposed a dia-
logue model for training chit-chat and task-oriented
in a unifed data schema, which both include be-
lief states, representation of dataset results, and
system acts. However, these models simply fuse
chit-chat dialogue and task-oriented dialogue into
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transition domain ✓ 
transition slot ✓ 

transition value ✓preceding chit-chat TIE

transition info ✗ 

unifed
NLG

TSG

normal response w/ transition sentence

normal response w/o transition sentence
(chit-chat or task-oriented)

Figure 2: The overall Architecture fow for system-initiated transitions from chit-chat to task-oriented.

one model and do not consider the dependency be-
tween different types of dialogues in the multi-turn
setting. In contrast, all dialogues in FusedChat re-
leased in Young et al. (2022) include both chit-chat
and task-oriented turns, and treat them as parallel
dialogue modes of equal importance. Chiu et al.
(2022) proposed SalesBot and introduced the di-
alogue transitions from chit-chat to task-oriented.
Liu et al. (2020) introduced the proactive transi-
tions in conversational recommendation over multi-
type dialogues. Liu et al. (2022) elaborated on three
types of system-initiated transitions in a unifed
dialogue model and discussed the potential chal-
lenges respectively. Liu et al. (2023) proposed the
system-initiated transitions between chit-chat and
task-oriented dialogues, where the transitions from
chit-chat to task-oriented and from task-oriented
to chit-chat were treated equally. However, we
mainly investigate the system-initiated transitions
from chit-chat to task-oriented with the Prepended
FusedChat dataset for this work.

Transition Sentence Augmentation and
Templates

This section introduces the details of human aug-
mentation of transition sentences and template col-
lection for unannotated dialogues.

We mainly utilize the Prepended FusedChat
(Young et al., 2022) dataset for initiative transitions
from chit-chat to task-oriented in this work. Fused-
Chat is a public available dataset, where human
augmented open-domain dialogues are prepended
and appended to the dialogues of the popular task-
oriented dataset MultiWOZ (Budzianowski et al.,
2018; Ye et al., 2021). In the Prepended FusedChat,
each dialogue starts with chit-chat interaction and
eventually switch to task-oriented requests. Table
1 shows the statistics of the Prepended FusedChat1

used in this work. As a prepended FusedChat exam-
ple shown in Figure 1, the user controls the switch

1The FusedChat used in this work is the frst ver-
sion uploaded by author Young and and has minor dif-
ferences to the current version of FusedChat available at
https://github.com/tomyoung903/FusedChat.

data type train valid test
dialogue size 3255 474 331

Table 1: Statistics of Prepended FusedChat.

domain train restaurant attraction taxi
number of templates 95 56 45 17

Table 2: Statistics of transition sentence templates for
different domains.

to task-oriented services.2 However, our goal is to
build a proactive dialogue system that can establish
a smooth transition from chit-chat to task-oriented
by itself.

To achieve this, we hire one master student with
computational linguistics background to augment
a domain guided transition sentence and a domain-
slot-value guided transition sentence (red sentence
in Figure 1) for 215 Prepended FusedChat dia-
logues respectively. The domain guided transition
sentence must explicitly include the domain infor-
mation. The domain-slot-value guided transition
sentence must contain the specifc value extracted
from the preceding chit-chat dialogue aside from
the domain, as the transition sentence in Figure 1,
“If you want, I can look for a train to London Kings
Cross for you.” with “train” domain and “London
Kings Cross” value.

After the human augmentation, we collect the
templates for transition sentences in different do-
mains and different domain-slot pairs from the
augmented 215 dialogues respectively. For the
domain-slot-value guided transition sentences, we
use “[VALUE]” to replace the specifc value to col-
lect the domain-slot templates. Table 2 and Table 3
show template statistics for different domains and
domain-slot pairs, respectively. Table 8 and Table
9 in the Appendix show some template examples
of transition sentences in different domains and
domain-slot pairs respectively. These templates are
further used to randomly annotate the remaining

2This is common in most of prepended FusedChat dia-
logues, as confrmed by manual analysis.

https://github.com/tomyoung903/FusedChat
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domain train restaurant attraction taxi

slot day destination departure food name type name destination departure

number of templates 22 40 35 45 11 30 15 9 8

Table 3: Statistics of transition sentence templates for different domain-slot pairs.

unannotated Prepended FusedChat dialogues. Then
all Prepended FusedChat with augmented transi-
tion sentences can be used for training the extended
TSG in the unifed NLG.

4 Transition Info Extractor (TIE)

This section presents our TIE model that can detect
potential user intention to switch to task-oriented
services. As shown in Figure 3, TIE is adapted
from pre-trained RoBERTa (Liu et al., 2019) and
has three components, a transition domain classi-
fer, a transition slot classifer and a slot flling layer.
When the interaction starts from chit-chat, the TIE
keeps track of the preceding chit-chat to predict
the potential transition domain and slot, while ex-
tracting the specifc value through slot flling. For
instance, the transition domain-slot-value extracted
in Figure 3, is “restaurant-food-Korean restaurant”.

4.1 Joint RoBERTa for domain/slot
classifcation and slot flling

We utilize the pre-trained RoBERTa (Liu et al.,
2019) as the backbone TIE model for jointly pre-
dicting transition domain and corresponding slot,
also extracting the specifc value from the preced-
ing chit-chat dialogue through slot flling task, as
shown in Figure 3.

Given the preceding dialogue history until to the
current user turn x = (x1, x2, ...xn), the [CLS]
token is inserted into the frst place and [SEP]
is inserted to split user utterances and system re-
sponses. The corresponding slot flling label is
ysf = (y1, y2, ...y ) along with [CLS] and [SEP]n 
tokens. The input x and slot flling label y are both
padded to maximal length N of the batch data. In
addition, yd and ys are transition domain and slot la-

sf)}Mbel respectively. Let D = {(x, yd , ys , y m=1 be
the dataset of size M for joint RoBERTa training.

Adapted from the pre-trained RoBERTa, the fnal
hidden states of the input are

h[CLS], hx1 , hx2 , ..., hxn = RoBERTa(x) (1)

Two classifer layers in Equation 2 are separately
added on the output of [CLS] token, h[CLS], to pre-

dict transition domain and slot.
dŷ = softmax(WdDropout(h[CLS]) + bd) 

(2)
ŷs = softmax(WsDropout(h[CLS]) + bs) 

For the domain classifer, four different transi-
tion domains,3 train, restaurant, attraction and taxi,
are collected in the Prepended FusedChat. When
no explicit user intention is detected in the preced-
ing chit-chat, the domain classifer should recog-
nise it as “UNK” to indicate that the current di-
alogue turn is not a good moment to switch to
task-oriented. Hence, the domain classifer is a 5 
classifcation task.

For the slot classifer, there are six slots,4 namely
day, destination, departure, food, name and type.
Also along with “UNK”, the slot classifer is a 7 
classifcation task. Some slots are shared in differ-
ent domains, e.g., “name” in restaurant and attrac-
tion domains (see Table 3).

For the slot flling task, the fnal hidden states in
Equation 1 are fed into the slot flling (sf) layer in
Equation 3 to classify over slot flling labels.

sfŷ = softmax(WsfDropout(hxn )+bsf); n ∈ 0...Nn 
(3)

We use the IOB (In/Out/Begin) labelling format
(Ramshaw and Marcus, 1999) for the slot flling
labels. The dictionary of those labels is as follows
and includes 22 tokens:

• 3 special tokens, “[PAD]”, “[CLS]”, “[SEP]”,
which are aligned with RoBERTa tokenizer.

• 9 domain-slot combinations in Table 3, but
every domain-slot pair is extend with prefx
“B-” and “I-”. E.g. “B-restaurant-food” and
“I-restaurant-food” in the Figure 3. When the
specifc value has more than one word, the
frst one is labelled with prefx “B-”, the re-
maining with prefx “I-”.

3“hotel” also exists in Prepended FusedChat as transition
domain, but only in two dialogues. We delete those two di-
alogues to prevent the severe imbalance between different
domains.

4Two dialogues have “pricerange” as transition slot under
restaurant domain and one dialogue has “area’ as transition
slot under attraction domain. We also remove these dialogues
in case of the imbalanced slots.
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... ...restaurant food [CLS] O O O B-res-f I-res-f O [SEP]

pre-trained RoBERTa

slot flling layerslot clsdomain cls

... ...[CLS] I saw some korean restaurant around [SEP]

Figure 3: Architecture of the proposed TIE model that includes transition domain/slot classifer and slot flling task.
The “B-res-f” and “I-res-f” is the abbreviation of the “B-restaurant-food” and “I-restaurant-food” respectively.

• The “O” is assigned to words not belonging
to any specifc value in sentences.

The W and b in Equation 2 and 3 are a trainable
weight matrix and a bias vector. RoBERTa is jointly
fne-tuned via minimizing the sum of cross-entropy
loss of domain, slot classifer and slot flling task,
as shown in Equation 4.

ljoint RoBERTa = 
NX X 

sf(||ŷd − yd||2 + ||ŷs − ys||2 + ||ŷ − y sf||2)n 
M n=0 

(4)

4.2 Conditional Random Fields (CRF)
Beyond joint RoBERTa training for the transition
domain/slot classifcation and slot flling tasks, we
also use Conditional Random Fields (CRF) (Laf-
ferty et al., 2001), to model the slot flling sequence
jointly instead of decoding each slot flling label
independently. CRF has been successfully used
to exploit the dependencies within sequence labels
corresponding to surrounding words and can highly
improve the performance of slot flling task (Ma
and Hovy, 2016). In this work, the dropout layer is
applied before feeding RoBERTa outputs into CRF
layer. The Viterbi algorithm is used for decoding.

We only utilize the preceding chit-chat part of
Prepended FusedChat for joint RoBERTa training.
To better analyse the proposed TIE model, three dif-
ferent TIE models are trained. As shown in Table 4,
“RoBERTa w/o slot flling” only includes transition
domain and slot classifers; “joint RoBERTa” is
jointly trained with domain, slot classifer and slot
flling task together; and fnally “joint RoBERTa +
CRF” is our proposed fnal model, where the CRF
is used for the slot flling task. All models are
trained with two GPUs, the learning rate is 5e−5 
and batch size is 32. The best model of RoBERTa
w/o slot flling is saved at epoch 5 with early stop-
ping. The joint RoBERTa is saved at epoch 4 and
joint RoBERTa + CRF at epoch 3.

5 Unifed NLG extended with Transition
Sentence Generator (TSG)

This section frstly introduces the unifed NLG
model that can reply to both chit-chat and task-
oriented requests. Then we mainly elaborate on the
TSG integrated in unifed NLG through effcient
Adapter tuning and transition prompt technologies.
The extended NLG with TSG can generate a transi-
tion sentence given the transition information ex-
tracted by TIE to enable the system-initiated transi-
tion. The details of unifed NLG and the extension
with TSG are shown in Figure 4.

5.1 Unifed NLG

We briefy presents the unifed NLG model. By
leveraging the entire FusedChat dataset (Young
et al., 2022), where every dialogue includes in-
terdependent chit-chat and task-oriented interac-
tion, we tackle the unifed generation problem
through fne-tuning conditional GPT-2 (Radford
et al., 2019). Given the FusedChat dataset D ′ = 
{(ug, dg, rg)Gg=1, (ul, rl)Ll=1} with G task-oriented
samples (orange in Figure 4) and L chit-chat sam-
ples (blue in Figure 4), the goal is to build a unifed
model parameterized by θ to be able to respond to
both chit-chat and task-oriented requests,(QT if task-orientedt=1 pθ(rt|r<t, u, d) 
pθ(r) = QT if chit-chatt=1 pθ(rt|r<t, u) 

(5)
where r<t indicates all tokens before t. The u rep-
resents the dialogue context; d means the dialogue
actions only exist in task-oriented data and r is
the system response which includes (r1, ...rt, ...) 
tokens with length T .

During the unifed GPT-2 fne-tuning, we add
[USER] and [SYSTEM] to the GPT-2 tokenizer to
distinguish user utterances from system responses.
At most three preceding dialogue turns are used
as the dialogue context for response generation
because of memory constraints. During training,
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sure, where are you departing from? [END]
sounds like a great time to go out... [END]

pre-trained
GPT-2

[USER] my boyfriend just started... [SYSTEM]
[USER] i’m looking... train{request (depart=?)...}...

Unifed GPT-2

wow cool. [TRANSITION] do you... fnd a train to...? [END]
wow cool. [TRANSITION] by the way, do you... book a train? [END]

unifed
GPT-2

(frozen)

TSG

[TRANSITION] (domain=train) [USER] my boyfriend... [SYSTEM]
[TRANSITION] (domain..., slot..., value...) [USER] my boyfriend...

Unifed GPT-2 extended with TSG

Figure 4: Architecture of unifed GPT-2 and extended version with integrated TSG via Adapter tuning and transition
prompt. In the unifed GPT-2, the orange and blue represents the task-oriented and chit-chat example respectively.
Two transition scenarios for each dialogue are used as training data for the TS Adapter tuning, one is only transition
domain (magenta) as prompt, the other is transition domain-slot-value (red) as prompt.

the learning rate is 5e−5, batch size is 20. The best
model is saved at epoch 6 with early stopping. We
mix top-K sampling and top-p (nucleus) sampling
(Holtzman et al., 2019) for decoding. We apply
top-K of 5 and top-p of 0.9 for chit-chat response
generation and top-K of 10 and top-p of 0.5 for
task-oriented response generation respectively.

5.2 Transition Prompt and Adapter Tuning

To enable the proactive capabilities, we inte-
grate the effcient Adapter layers (Houlsby et al.,
2019; Pfeiffer et al., 2021) into the unifed GPT-2.
Adapter tuning freezes the parameters of a pre-
trained model and injects lightweight modules be-
tween layers (Le et al., 2021) to enable a new capa-
bility. Hence, the original performance of unifed
NLG for generating normal responses is retained
without any loss. Meanwhile, the capability of gen-
erating transition sentences is extended through ac-
tivating the newly added Adapter layers. To further
explicitly control the transition sentence genera-
tion, the prompt learning (Liu et al., 2021; Li et al.,
2022) is used. More precisely, when the TIE model
successfully detects the user intention requiring a
task-related service, the integrated Adapter layers
are activated meanwhile the transition information
extracted via TIE is converted into prompt input to
generate a transition sentence to proactively estab-
lish the transition from chit-chat to task-oriented.

5.2.1 Transition Prompt
Prompt learning can effciently adapt a given task to
pre-trained models without modifying the structure
of models (Lester et al., 2021). In this work, we
only convert the task-related transition information
extracted by TIE to the transition prompt, which
is a part of the input for the generation model that
explicitly guides the transition sentence generation.

We add a special token [TRANSITION] into the
GPT-2 tokenizer and insert this token into the frst
place of the task-related transition prompt. Two
different types of transition prompt are as follows:

1. When only the transition domain information
is available, the prompt is like “[TRANSI-
TION] ( domain = train ) ”, where “train” is
the extracted transition domain (magenta in-
put in Figure 4).

2. When transition domain, slot and value are all
extracted via TIE model, then the prompt is
like “[TRANSITION] ( domain = train, slot
= destination, value = Norwich ) ”, where the
transition domain is “train”, slot is “destina-
tion” along with the value “Norwich” (red
input in Figure 4).

The dialogue context is prepended with the transi-
tion prompt to be the input of the generation model.
In addition, [TRANSITION] is also used to sepa-
rate the transition sentence from normal response at
transition turn (responses of magenta and red exam-
ples in Figure 4). Hence, the [TRANSITION] in
prompt inputs is a signal for the generation model
that it is a good moment to guide the transition
to task-oriented service because TIE extracts task-
related information, while the [TRANSITION] in
generated responses is a signal to demonstrate that
the NLG model is able to generate a transition sen-
tence for proactive transition.

5.2.2 TSG through Adapter Tuning
We utilize the AdapterHub (Pfeiffer et al., 2020),
which is a framework that can easily integrate
Adapters into pre-trained Transformer-based mod-
els (Vaswani et al., 2017). The Houlsby Adapter
(Houlsby et al., 2019) includes two bottleneck
adapters in each transformer layer, one after the
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multi-head attention sub-layer and the other after
the feed-forward sub-layer. The Pfeiffer Adapter
(Pfeiffer et al., 2021) only includes the adapter af-
ter the feed-forward sub-layer. Only 1% (Pfeiffer)
and 2% (Houlsby) parameters are updated during
Adapter tuning with frozen unifed GPT-2. Hence,
we can effciently integrate the transition sentence
generation into the unifed GPT-2, while keeping
the original capabilities of generating normal chit-
chat and task-oriented responses by deactivating
the Adapter layers.

Only the generation at the transition turn is uti-
lized for the training of TSG. Every dialogue has
two transition cases: One only consists of transition
domain as prompt (magenta input in Figure 4) and
the other consists of transition domain-slot-value
as prompt (red input in Figure 4). We prepend the
transition prompt before the preceding chit-chat
context as input. The response includes a normal
chit-chat response as well as a transition sentence
separated with [TRANSITION] (the response of
red and magenta examples in Figure 4). For the
TSG, the Houlsby and Pfeiffer Adapters are both
trained with the learning rate 5e−5, batch size 20.
The best models are both saved at epoch 16 (early
stopping). We apply top-K of 5 and top-p of 0.9 
for the response generation at the transition turn.

6 Results Comparison

This section evaluates this work and provides de-
tailed performance comparison from different per-
spectives. We frstly evaluate different TIE models
and different generation models separately with test
Prepended FusedChat. Then we further evaluate
the combined performance of the best TIE model
and generation model only at transition turns.

6.1 TIE models

Table 4 shows the performance comparison of dif-
ferent TIE models. We use classifcation accuracy
and weighted F1 score to evaluate the performance
of transition domain and slot classifers. Slot fll-
ing F1 (sf_f1) score is widely used to evaluate
the slot flling task (Chen et al., 2019). In addi-
tion, we also use sentence-level slot flling accuracy
(sen_sf_acc), which is the ratio of the number of
dialogues correctly labelled slot flling to the total
number of dialogues. The overall performance of
the TIE model is evaluated using sentence-level
semantic accuracy (semantic_acc) (Yu et al., 2010;
Weld et al., 2021) which measures the proportion of

the correctly predicted triples of transition domain,
slot, and extracted slot flling values (including “O”
labels).

The performance comparison in Table 4 demon-
strates that joint RoBERTa with CRF as the TIE
model achieves the best performance over transi-
tion domain classifer, slot classifer and slot flling
task. It is surprising that not only the slot flling
task benefts from the CRF. The performance of
transition domain and slot classifers is improved
in the multi-task learning as well.

6.2 Generation models

To evaluate generated chit-chat responses, Distinct-
1 (Dis-1) and Distinct-2 (Dis-2) (Li et al., 2016)
are used to measure the proportion of the distinct
unigrams and bigrams in all the generated results
to indicate diversity. To evaluate generated task-
oriented responses, two N-gram matching metrics,
BLEU (Papineni et al., 2002) and Meteor (Banerjee
and Lavie, 2005) are used to evaluate the overall
quality of task-oriented generations. In addition,
a machine learned automatic metric, BERTScore
(Zhang et al., 2019) is also utilized to evaluate task-
oriented and transition sentence generations.

Beyond that, we propose several automatic
metrics to evaluate transition sentence gener-
ations. Transition accuracy detects whether
the generated response at transition turn in-
cludes the [TRANSITION] special token. With
[TRANSITION], we can split the transition sen-
tence from the normal response. This metric can
measure high-level capability if the model can gen-
erate a transition sentence to proactively switch to
a task-oriented service. d accuracy detects if the
domain guided transition sentence includes the spe-
cifc domain keyword. d-v accuracy detects if the
transition domain-slot-value guided transition sen-
tence includes specifc domain and value keywords
both. d accuracy and d-v accuracy can evaluate the
capability of the proposed transition prompt for ex-
plicitly controlling transition sentence generation
to a large extent.

We found that almost all generated transition
sentences by TSG with TP are of high quality and
include the extracted transition information (several
cases are shown in Table 7 in Appendix), instead
of generic transition responses like “Do you need
anything else?” or “Do you need some help?”.

To better understand the performance of our
models, we also retrain the unifed GPT-2 without
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domain classifer slot classifer slot flling

accuracy weighted f1 accuracy weighted f1 sen_sf_acc sf_f1 semantic_acc

RoBERTa w/o slot flling 78.57% 79.57% 66.52% 66.84% – – –
joint RoBERTa 82.41% 82.92% 71.86% 73.84% 68.02% 48.64% 61.94%

joint RoBERTa + CRF 93.71% 94.15% 82.41% 82.30% 80.28% 61.82% 73.67%

Table 4: Performance of transition domain/slot classifcation and slot flling task in different TIE models.

Chit-Chat Task-Oriented domain TS domain-slot-value TS

BERTScore BERTScore transition d BERTScore transition d-vDis-1 Dis-2 BLUE Meteor (F1) (F1) accuracy accuracy (F1) accuracy accuracy

unifed GPT-2 1.74% 12.70% 34.77% 55.65% 93.20% – – – – – –
w/o TP 1.67% 11.41% 32.86% 53.52% 92.91% 88.82% 98.25% 58.19% 89.29% 98.97% 30.15%retrain w/ TP 1.60% 11.18% 32.58% 53.33% 92.94% 90.19% 98.43% 99.21% 91.70% 98.79% 92.63%

TSG w/o TP 1.74% 12.70% 34.77% 55.65% 93.20% 89.04% 98.67% 62.48% 89.40% 99.34% 27.19%
(Houlsby) w/ TP 1.74% 12.70% 34.77% 55.65% 93.20% 90.28% 99.40% 99.15% 91.84% 99.21% 96.80%

TSG w/o TP 1.74% 12.70% 34.77% 55.65% 93.20% 88.90% 97.82% 59.52% 89.33% 98.25% 25.98%
(Pfeiffer) w/ TP 1.74% 12.70% 34.77% 55.65% 93.20% 90.34% 98.13% 99.70% 91.83% 98.43% 96.62%

Table 5: Performance of different NLG models, including unifed GPT-2 and retrained without Adapter, extended
with Houslby and Pfeiffer TSG separately, and all with transition prompt (w/ TP) and w/o TP respectively.

Adapter to enable its transition sentence genera-
tion (without TSG). From the comparison between
the retrained model and unifed GPT-2 in Table 5,
we can see that the performance on chit-chat and
task-oriented response generations has a loss, even
though the retrained GPT-2 is still able to generate
transition sentences. In contrast, our TSG extended
in unifed GPT-2 through Adapter tuning can re-
tain the original capability for chit-chat and task-
oriented generations, while maintaining a better
performance on transition sentence generation.In
addition, the retraining is not memory-effcient,
while TSG only updates the Adapter parameters
with frozen GPT-2.

To better assess the effects of our proposed tran-
sition prompt method, we retrain the model and
extend TSG both along with the transition prompt
(w/ TP) and without the transition prompt (w/o
TP) respectively. Through the comparison between
w/o TP and w/ TP in different models (highlighted
in gray background in Table 5), the d accuracy
and d-v accuracy metrics are highly improved with
transition prompt guidance. This demonstrates that
transition prompt can explicitly control the transi-
tion sentence generation. The performance compar-
ison between Pfeiffer and Houlsby Adapter tuning
has no big difference, however, the Pfeiffer Adapter
uses only half of the trainable parameters, and is
therefore the more effective choice for this work.

6.3 Combined TIE and generation model

To better refect the overall performance of this
work, we evaluate the combined TIE and genera-

tion models at transition turns, i.e., given the pre-
ceding chit-chat, the TIE model predicts transition
domain/slot and extracts values, then this gener-
ated transition information by TIE is used as the
transition prompt to guide transition sentence gen-
eration at the transition turn. Table 6 shows the
combined performance of TIE and unifed GPT-2
with Houlsby and Pfeiffer TSG, respectively.

Given the higher domain accuracy compared to
slot accuracy, it is sensible to only use domain
prediction as transition information to guide transi-
tion sentence generation when generated transition
slot or extracted values are not reliable. This also
validates our initial idea to propose two kinds of
transition prompts. Regarding the lower slot accu-
racy, we found that the TIE model tends to confuse
“destination” and “departure” under the “train” do-
main; over 60% of slot misjudged dialogues are in
these cases. This would further affect the overall
performance of the TIE model, which is shown by
the semantic_acc metric.

Each Prepended FusedChat dialogue has only
one turn for the transition from chit-chat to task-
oriented. We directly defne this turn as the transi-
tion turn, where the initiative dialogue model proac-
tively switches to a task-oriented service through
generating a transition sentence. Also, dialogue
interactions could be more sophisticated in real
life and it is diffcult to accurately defne the most
appropriate moment to initiate a proactive transi-
tion. Furthermore, it gets more complicated if there
are multiple transitions in one dialogue. A further,
deeper investigation of appropriate moments for

https://generation.In
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TIE (joint RoBERTa + CRF) Extended GPT-2 with TSG

domain cls slot cls slot flling domain TS domain-slot-value TS

BERTScore transition d BERTScore transition d-vaccuracy accuracy sf_f1 semantic_acc (F1) accuracy accuracy (F1) accuracy accuracy

TSG w/ TP 90.10% 99.40% 92.87% 91.10% 99.21% 82.78%(Houlsby)
TSG 93.35% 65.56% 64.71% 50.15%w/ TP 90.08% 98.49% 93.53% 91.25% 98.37% 83.02%(Pfeiffer)

Table 6: Overall performance of combined TIE and extended GPT-2 with TSG at transition turns.

a dialogue mode transition will be done in future
work.

7 Conclusion

This work investigates the dialogue transition from
chit-chat to task-oriented initiated by a dialogue
agent. We build a TIE model adapted from pre-
trained RoBERTa to keep track of the preceding
chit-chat and predict transition domain, slot, while
extracting the specifc value from the chit-chat his-
tory via slot flling task. A unifed generation model
adapted from the pre-trained GPT-2 is built and
extended its proactive capability for transition sen-
tence generation through effcient Adapter tuning
and transition prompt learning. Our proposed work
shows promising performance both on transition in-
formation extraction and transition sentence genera-
tion. We will continue working on system-initiated
transitions in other dialogue scenarios in the future.

8 Ethics Statement

This work develops proactive transitions from chit-
chat to task-oriented dialogue in a unifed dialogue
system. Proactivity is always desired during the
development of voice assistants. It can improve
user interactive experience and serve users more
effciently. The dataset used in this work is public
available and manually collected. Furthermore, our
research is limited to a specifc case, i.e, the user
starts casual chat and eventually switches to a task-
oriented service. However, more hidden challenges
and ethics issues should be discussed further in the
real scenarios. Would users prefer to be proactively
served if the dialogue system successfully detects
the user intention? Will they feel their privacy is
violated if the dialogue system proactively provides
task-related services? Such potential issues could
be addressed by asking for user consent before
providing the proactive interaction, which raises
the additional question how many users would turn
on such a feature from the start.
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9 Appendix

Table 7 shows several dialogue examples with gen-
erated transition sentences in this work. Table 8
and Table 9 show transition sentence templates for
different domains and domain-slot pairs, respec-
tively.
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User: A group of my friends from another university is coming to visit my campus!
System: What is the occasion?

dialogue User: My friends are actually working together to flm a short movie and they would
context like shoot some footage here.

System: It seems your friends are working on quite an interesting project.
User: I am going to meetup with them this Saturday before bringing them to my university.

[d]: That is a good opportunity to catch up with your friends.
response at By the way, I can help you with the train.

transition turn [d-v]: That sounds like a great opportunity to discuss the flm with your friends.
By the way, i am happy to look for a train on Saturday for you.

User: My sister likes to watch musical plays.
dialogue System: Nice!
context User: I am thinking of bringing her to a theatre to watch one soon since it will be

her birthday next week.

response at [d]: Sounds fun! If you are looking for an attraction, I am happy to help.
transition turn [d-v]: Sounds great! If you are fnding any theatres, our attraction service can help.

User: I think I have had enough time in Cambridge, its a small town and you really
dialogue get tired of seeing the same things over and over again .
context System: How long have you been here for?

User: I have lived here for about 3 years now, I think I want a change of fresh air.

[d]: That sounds great. If you want, I can look for a train for you.response at [d-v]: I think change is always good. if you are planning to travel, I am happy totransition turn look for a train leaving from Cambridge for you.

User: Without the additional workload, I should being accompany my family on a visit
now. Now i have to let my family visit Hobsons house frst and meet my family there.dialogue System: Sorry to hear that, hope you can fnish the work early.context User: I have fnished the work and left the company. I will try to meet my family
by bus or taxi, whichever is faster.

[d]: I am sure your family will have an enjoyable time there.
response at Shall I get a taxi for you getting there?

transition turn [d-v]: I am sure your family will understand. , By the way, if you want to book
a taxi to hobsons house, feel free to use our taxi service.

Table 7: Several dialogue examples with transition sentence (highlighted in red) generated by the extended NLG
with TSG. The [d] means only the transition domain as transition prompt and [d-v] means the transition domain-
slot-value as transition prompt to guide the transition sentence generation. Transition domains and values present in
transition sentences are highlighted in bold.
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domain templates of the transition sentence

I am happy to give recommendation on restaurants.
I can recommend some restaurants if you want.
Do you want my recommendation on the restaurants?restaurant I can also provide you more information on this restaurant.
Maybe you would like to use our restaurant service to know more about it.
...

By the way, you can reach to our attraction service to know more about this place.
Besides, our attraction service provides various information.
I can recommend some attractions to you.attraction By the way, have you checked out our attraction service to know more about this place?
If you are fnding any attraction, I am always happy to help.
...

Additionally I could help with looking for train tickets for you.
By the way, I can help you to fnd thee trains to get there.
Let me arrange the train for you.train Please refer to our train service if you need any help with the booking.
I am glad to give you more information on the train.
...

Do you need help with booking a taxi to get there?
Do you want me to look for a taxi for you?
Do you need a taxi afterwards?taxi Maybe you would like my help with the taxi?
If you need to get there soon, I can help you book a taxi.
...

Table 8: Transition sentences templates for different domains.
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domain-slot templates of the transition sentence

I am happy to give recommendation on [VALUE] restaurants.
I can recommend some [VALUE] restaurants if you want.

restaurant-food You can fnd more information on [VALUE] restaurants in our restaurant service.
It’s my pleasure to recommend some [VALUE] restaurants if you want.
...

I can also provide you more information on this restaurant named [VALUE].
Maybe you would like to use our restaurant service to know more about [VALUE].

restaurant-name I will be more than pleasant to help with booking a table at the restaurant called [VALUE].
Feel free to ask for more information about this restaurant named [VALUE].
...

By the way, you can reach to our attraction service to know more about [VALUE].
Do you want to plan your trip to [VALUE] using our attraction service?

attraction-name By the way, I can provide more attraction information on [VALUE].
Talking about attractions, do you need more information about [VALUE].
...

Besides, our attraction service provides various information on [VALUE].
If you are looking for attraction that has [VALUE] activities, i am happy to help you.attraction-type In our attraction service, you can fnd more information on visiting [VALUE]s.
...

Additionally I could help with looking for train on [VALUE] for you.
Let me arrange the train for [VALUE] for you.

train-day If you want, you can use our service to book the train for [VALUE].
I would love to help you with the train tickets for [VALUE].
...

By the way, I can help you to fnd the trains to [VALUE].
If you want, I can look for a train to [VALUE] for you.train-destination Additionally, you can use our service to book a train to [VALUE].
...

I think our service might be helpful in booking the train leaving from [VALUE].
I am happy to look for a train leaving from [VALUE] for you.train-departure Shall I fnd you some train tickets departing from [VALUE].
...

By the way, do you need help with booking a taxi departing from [VALUE]?
Do you want me to look for a taxi depart from [VALUE] for you?.taxi-departure Will you need my help with the taxi leaving from [VALUE].
...

Shall I get a taxi for you to get to [VALUE]?
By the way, if you need a taxi to [VALUE], please feel free to use our taxi service.taxi-destination If you need a taxi to get to [VALUE], feel free to use our taxi service.
...

Table 9: Transition sentences templates for different domain-slot pairs. The specifc values in the human augmented
transition sentences are replaced by the special [VALUE] token to collect the templates.
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