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Abstract

Medical imaging technologies are experiencing a growth in terms of usage and image

resolution, namely in diagnostics systems that require a large set of images, like CT or

MRI. Furthermore, legal restrictions impose that these scans must be archived for several

years. These facts led to the increase of storage costs in medical image databases and

institutions. Thus, a demand for more efficient compression tools, used for archiving and

communication, is arising.

Currently, the DICOM standard, that makes recommendations for medical communi-

cations and imaging compression, recommends lossless encoders such as JPEG, RLE,

JPEG-LS and JPEG2000. However, none of these encoders include inter-slice prediction

in their algorithms.

This dissertation presents the research work on medical image compression, using the

MRP encoder. MRP is one of the most efficient lossless image compression algorithm.

Several processing techniques are proposed to adapt the input medical images to the

encoder characteristics. Two of these techniques, namely changing the alignment of slices

for compression and a pixel-wise difference predictor, increased the compression efficiency

of MRP, by up to 27.9%.

Inter-slice prediction support was also added to MRP, using uni and bi-directional tech-

niques. Also, the pixel-wise difference predictor was added to the algorithm. Overall, the

compression efficiency of MRP was improved by 46.1%. Thus, these techniques allow for

compression ratio savings of 57.1%, compared to DICOM encoders, and 33.2%, compared

to HEVC RExt Random Access. This makes MRP the most efficient of the encoders

under study.

Keywords: DICOM, Lossless Compression, Medical Imaging, MRP.
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Resumo

As tecnologias de imagens médicas têm vivido um crescimento, quer em termos do uso de

imagens quer em termos de resolução das mesmas, nomeadamente em sistemas de diag-

nóstico que requerem um grande conjunto de imagens, como a tomografia computorizada

ou a ressonância magnética. Além disso, restrições legais impõem que este tipo de exames

devam ser arquivados durante vários anos. Estes factos levam ao aumento dos custos de

armazenamento em bases de dados ou instituições de imagens médicas. Portanto, existe

uma necessidade crescente de ferramentas de compressão mais eficientes, usadas quer para

armazenamento, quer para comunicação.

Atualmente, a norma DICOM, que faz recomendações para comunicações e compressão

de imagens médicas, recomenda codificadores sem perdas, como o JPEG, RLE, JPEG-

LS e JPEG2000. No entanto, nenhum destes codificadores inclui técnicas de predição

inter-slice nos seus algoritmos.

Esta dissertação apresenta o trabalho de pesquisa efetuado sobre compressão de imagens

médicas, usando o codificador MRP. O MRP é um dos algoritmos mais eficientes para

compressão sem perdas de imagem. Inicialmente, são propostas várias técnicas de proces-

samento para adaptar as imagens médicas às características do codificador. Duas destas

técnicas (mudar o alinhamento das fatias para a compressão e o preditor de diferença

pixel a pixel) aumentaram a eficiência da compressão do MRP até 27,9%.

Técnicas de predição inter-slice, tanto uni como bi-direccionais, foram desenvolvidas para

o algoritmo MRP. Para além disso, o preditor de diferença pixel a pixel foi também

adicionado ao algoritmo. Assim, a eficiência da compressão do MRP foi melhorada em

46,1%. Estas técnicas permitem ganhos na taxa de compressão de 57,1%, em comparação

com os codificadores DICOM, e 33,2%, em comparação com o HEVC RExt Random

Access. Estes resultados fazem do MRP o mais eficiente dos codificadores em estudo.

Palavras-chave: DICOM, Compressão sem Perdas, Imagens Médicas, MRP.
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Chapter 1

Introduction

1.1 Context and motivation

Since medical imaging was first used for diagnostics purposes it has been an ever expanding

field. The need for better medical diagnosis has driven the medical imaging technologies

in the last decades. The expansion in this technology has led to an increasing demand for

the use of such diagnostic tools, revolutionising the practice of medicine.

Concurrently, the advance in technology has led not only to new medical imaging tech-

nologies, but also to better image quality in several imaging types. Therefore, currently

medical images have higher resolution and bit depths. Nowadays, resolutions of 512×512

pixels are considered to be the minimum, although most recent scanning systems are

able to capture slices with spatial resolutions up to 1024 × 1024 pixels. Also, in such

exams as Computed Tomography (CT), Magnetic Resonance Imaging (MRI) or Ultra-

sound (US), that are comprised by several slices, thin-slice scanning techniques have been

arising. Thus, leading to the increase of the number of slices in volumetric sequences, as

the inter-slice resolution has improved from typically 5mm to 0.6mm over the years [1].

Due to medical and legal reasons [2] the results of these scans need to be kept and archived

for several years. Moreover, the archiving process needs to guarantee that the scans are

kept in same state as during the diagnosing process. This is relevant, for instance, for

cases where judicial proceedings due to medical malpractice, or others, might arise, but

also for patient record keeping.

Consequently, medical images archiving databases are facing a quasi-exponential growth

in their contents [2]. Therefore, a new field in medical imaging compression has emerged,

in order to efficiently archive and transmit the ever growing medical imaging databases

information. Currently, Digital Imaging and Communications in Medicine (DICOM), the
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organism that makes recommendations for medical communications and imaging archiv-

ing, recommends lossless encoders such as JPEG, Run Length Encoding (RLE), Loss-

less and near-lossless compression of continuous-tone still images (JPEG-LS) [3, 4] and

JPEG2000 [5–7] for this purpose.

Although, these are the currently recommended encoders for medical imaging compression

there are several other state-of-the-art lossless encoders. These encoders show higher com-

pression efficiency rates than the ones proposed by DICOM. Some of these encoders were

used in this work, namely: Context based Adaptive Lossless Image Codec (CALIC) [8,9],

JPEG2000 Part 10 (JP3D) [10–12], Multi-scale Multidimensional Parser (MMP) [13–16],

3D-MMP [15,17], H.264 [18–20], High Efficiency Video Coding (HEVC) [21–23] and Min-

imum Rate Predictors (MRP) [24–28] encoder. MRP was the focus of this research, due

to having one of the highest lossless compression efficiencies for still images [16]. In this

work a comparison between these encoders applied to medical images is performed.

All DICOM recommended lossless encoders fail to exploit inter-slice redundancy in med-

ical volumetric datasets. Considering this, and the fact that MRP has a high lossless

compression efficiency for continuous-tone still images, in this work we propose to add

inter-slice prediction support to this encoder.

The experimental results show that the MRP encoder achieves the highest compression

efficiency performance for the used medical datasets for the considered encoders. These

results show that this encoder is a good candidate for standardisation in the DICOM

scope.

1.2 Objectives

The main topic of this research was to develop more efficient techniques to improve the

reversible compression of medical images. As one of the most efficient state-of-the-art

lossless encoders for the compression of continuous-tone images the MRP algorithm was

chosen as a starting point to this work. Therefore, the following topics were developed:

• Study and comparison of state-of-the art lossless encoders present in the literature,

when applied to medical image compression.

• Development of techniques to improve the compression efficiency of medical images

by exploiting the characteristics of the images and of the lossless encoders, namely

MRP.

• Extension and improvement of the MRP algorithm for the compression of medical

images, by adding inter-slice prediction support to the encoder.
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1.3 Dissertation structure

This dissertation is organized in five chapters and three appendixes. This chapter intro-

duces this research work through its context, motivation and objectives.

Chapter 2 is dedicated to the state-of-the-art analysis relevant to this research work. Ini-

tially, medical imaging technologies, focusing in CT and MRI, and the DICOM standard

are described. Then, a brief summary of the used lossless encoder algorithms is given,

with a full description of MRP, and their compression efficiency is compared. The chapter

is concluded with a review of some relevant state-of-the-art works.

In Chapter 3, processing techniques are proposed to enhance the compression efficiency of

the MRP algorithm. This chapter focuses on techniques applied prior to the compression

process in the encoder algorithms. Chapter 4, describes the proposed techniques added to

the MRP algorithm, as well as the compression efficiency provided by those contributions.

The chapter is concluded with a comparison of these proposed contributions. Chapter 5

draws some conclusions on the work presented in this dissertation and presents suggestions

for future work in this field.

Appendix A, exhibits the medical images used in the experiments throughout this work.

Appendix B, shows more detailed results of tables present in Section 3.5 of Chapter 3.

Finally, in Appendix C a list of published and submitted papers, that resulted of this

research work, is provided.
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Chapter 2

Related State-of-the-Art

In this chapter the current state-of-the-art on medical images compression will be pre-

sented and discussed. We will start by giving a brief overview on medical imaging tech-

nologies, focusing on the used medical sequence types. Then we will proceed to describe

the DICOM standard and the lossless encoders that are used in this research. Finally, re-

cent developments in the field of lossless compression, both of continuous-tone and medical

images, will be described.

2.1 Medical imaging

Medical imaging emerged with the increasing comprehension of several physical phenom-

ena. Recent advances in understanding and use of these phenomena, such as X-ray,

γ-ray, ultrasound waves and positron emission production, propagation and recording are

strongly linked to the progress in different fields of medical imaging technologies. The

availability of digital acquisition technologies and powerful computational resources are

also driving new developments and useful solutions, e.g., tomography reconstruction both

static and time-varying, etc.

There are several types of medical imaging modalities, for example Computed Tomog-

raphy (CT), Magnetic Resonance Imaging (MRI), Ultrasound (US) imaging, Positron

Emission Tomography, Elastography, etc. Each of these modalities have their own charac-

teristics [29,30], that depend on the associated physical processes and acquisition methods.

Figure 2.1 shows four sagittal slices of a brain acquired with different technologies, where

the distinguishable characteristics of various imaging modalities are clearly observable.

The characteristics of each medical imaging modality are also dependent on the domain of

application. Thus, studies are necessary to assess where, when and how each type of image
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Figure 2.1: Sagittal slices of the brain by different imaging modalities. From top-left
to down-right: Magnetic Resonance Imaging, Computed Tomography, Positron Emission
Tomography and Ultrasound [29].

can be adequately used. For instance, X-rays are more adequate to image bone structures,

while Magnetic Resonance provide higher definition and represents more accurately the

softer tissues. In this work, we will focus on two of the most common volumetric medical

imaging types, CT [30,31] and MRI [30,32] scans.

2.1.1 Computed Tomography

Computed Tomography (CT) has been used since the mid-1970’s when it introduced a

revolution in medical imaging [31]. Nowadays, millions of scans are performed around

the world. A CT scanner consists of a ring housing a rotating X-ray source and a axially

opposed corresponding detector, as depicted in Figure 2.2. The body is stationary inside

the ring, and thousands of images are taken while the source-detector assembly rotates

around the ring axis. If the body is moved longitudinally then a set of scans can be

acquired to produce a CT volume.

CT scans can produce more detailed images than those of traditional X-rays, especially

for the internal organs. The physical process behind computed tomography is the atten-

uation of X-rays in the body, where the amount of radiation absorption depends on the

characteristics of the tissues in the path of the X-rays, so that different tissues will lead

to different intensity readings by the detector [30].
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Figure 2.2: The principle of computed tomography with an X-ray source and detector
unit rotating synchronously around the patient [31].

One of the advantages of CT is the speed of a complete scan, typically on the order of

seconds or less. With the addition of a contrast agent further studies in blood vessels and

organs can be made, but the preferred domain of application of CT is in bones imaging.

Due to its capture speed, CT imaging is very valuable in emergencies and have an im-

portant role in the diagnosing strokes, brain injuries, and others. Despite this, a CT

scan exposes the body to more radiation than a conventional X-ray, and so CT are not

recommended to some patients, such as pregnant women, or for repeated use.

2.1.2 Magnetic Resonance Imaging

Magnetic Resonance Imaging (MRI) uses magnetic fields and radio-frequency pulses, in

order to obtain images of the internal structures from the human body. MRI scanners

produce high contrast and very detailed images of the soft tissues and internal organs

structure, for instance the brain, as can be seen in Figure 2.3 [32].

MRI scans are used in various examinations, such as brain exploration, detection of tu-

mours or assessing the blood flow in different organs. MRI have the advantage of being

able to reproduce high quality and high contrast images of the human body, without the

need for contrast agents or the use of harmful radiations. The disadvantage of MRI is

that patients with metallic implants or pacemakers might be put at risk by the magnetic

fields that are involved in the imaging process.

An MRI system makes use of a magnet that creates a static magnetic field and which is

"focused" on a specific body part. The signal is switched on and off, and the reflected

radio-waves are processed to compute the absorption and reflection of these waves [30].

This information is used to render images with a direct correspondence to the physical
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Figure 2.3: MRI of the thorax [32].

characteristics and location of the tissues.

MRI scanners can be used for a wide range of body parts including injuries of the joints,

blood vessels, breasts, as well as abdominal and pelvic organs such as the liver or repro-

ductive organs. Many diseases, such as brain tumours, can be visualized using this type

of images because of the high contrast definition.

2.1.3 Image Dataset

The image dataset used to assess the performance of the encoders during this research is

composed of eight volumetric medical sequences: four CT and four MRI scans, all available

in [33]. These images are available on the repository of the Center for Image Processing

Research (CIPR) of the Rensselaer Polytechnic Institute. The spatial resolution, bit depth

and number of slices of each volume are shown in Table 2.1.

Table 2.1: Description of the used medical images datasets.

Datasets Type Slices Resolution Bits-per-pixel

Aperts

CT

97 256× 256 8
carotid 74 256× 256 8
skull 203 256× 256 8
wrist 183 256× 256 8

liver_t1

MRI

58 256× 256 8
liver_t2e1 58 256× 256 8
ped_chest 77 256× 256 8
sag_head 58 256× 256 8
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These data volumes are sets of spatially adjacent slices that require a large number of bits

to be represented, due to their resolution and number of slices, as well as bit depth. Fig-

ure 2.4 shows only the midpoint slice of each volume of the dataset, which are completely

shown in Appendix A.

(a) CT Aperts (b) CT carotid (c) CT skull (d) CT wrist

(e) MRI liver_t1 (f) MRI liver_t2e1 (g) MRI ped_chest (h) MRI sag_head

Figure 2.4: Middle slice of each of the used medical images [33].

2.2 Digital imaging and communications in medicine

Digital Imaging and Communications in Medicine (DICOM) [5–7] is an international

standard for compression, communications and related information of medical images,

first published in 1993. This standard is present in most of the medical imaging devices,

such as CT, MRI, etc., being the most widespread healthcare standard in the world.

The use of standards is particularly essential in medical imaging [30], as it assures that

images can be interchangeably used and shared between the various institutions, hospitals,

imaging centres, etc.

The DICOM standard is mainly a protocol for image exchange. In the context of this

particular work, we are interested in its specifications for image compression. In the

standard, an image data is defined as a simple Two Dimensional (2D) representation of

values in a series or dataset. With the growing needs of US, CT and MRI imaging, a

multi-slice concept was designed [30].

DICOM integrates common image compression standards, both reversible (lossless) and

irreversible (lossy), from International Organization for Standardization (ISO) and Inter-
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national Telecommunication Union (ITU). The standard defines an encapsulated format

archive, where the compression information is included in the bit-stream syntax [34].

Despite allowing a number of coding algorithms to be used, the standard makes no as-

sumptions or recommendations on which encoders should be applied and in which appli-

cations [6].

This is especially valid for the irreversible encoders, as there is still an open debate on

whether lossy compression should be used in the context of medical imaging, specially

when images are used for diagnose purposes. Regulatory bodies in the UK, EU, USA,

Canada and Australia allow the use of lossy compression for medical images. However, the

decision of using irreversible compression is left for the institutions and radiologists [35].

Despite this, reversible compression is recommended by several regulatory bodies, such

as the Royal Australian and New Zealand College of Radiologists, where possible [36].

The DICOM standard supported encoders are the following:

• JPEG, for lossy and lossless compression;

• RLE, for lossless compression;

• JPEG-LS, for near-lossless and lossless compression;

• JPEG2000, for lossy and lossless compression;

• MPEG-2, for image compression using the main profile and the main or high levels,

for lossy compression;

• H.264, for video compression using the main and the stereo main profiles, levels 4.1

or 4.2, for lossy compression.

As can be seen, there are no video lossless encoders contemplated in the DICOM standard.

In this research work, the lossless encoders allowed in the standard and state-of-the-art

lossless encoders were also studied and compared. This work focus on the compression of

medical sequences, such as CT and MRI, therefore the inter-slice prediction and lossless

video compression was also addressed.

2.3 Lossless coding algorithms

In this section current DICOM and state-of-art lossless encoders are described. It is

expected that the compression algorithms will be better understood and, therefore, allow

us to better exploit their characteristics. This work is mainly focused on the Minimum

Rate Predictors (MRP) encoding algorithm, thus, it is fully described.
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2.3.1 A context based adaptive lossless image codec

Context based Adaptive Lossless Image Codec (CALIC) [9] is a lossless image encoder

for continuous-tone images. CALIC started as a candidate algorithm to ISO/JPEG stan-

dardisation, aimed to lossless encoding of continuous-tone images [8]. Eventually, CALIC

was passed over, and the LOw COmplexity LOssless COmpression for Images (LOCO-I)1

algorithm was chosen, despite being more efficient, but presenting higher computational

complexity.

The encoding and decoding process works in a raster scan order, requiring only a sin-

gle pass. The prediction requires only values from the two previous lines of the image.

Figure 2.5 shows a block diagram for the CALIC algorithm.

Binary
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Figure 2.5: Schematic description of the CALIC coding system [8].

CALIC uses a two step approach, prediction followed by context modelling for the resid-

ual coding. This encoder utilizes a context-based predictor in order to efficiently model

the image data and characteristics. CALIC has two distinct operation modes, binary and

continuous tone, the choice between these two modes is automatically made in the com-

pression process. The binary mode is used when a given area of the image has just two

distinct intensity values, and the symbols are encoded with a ternary entropy coder. In

the continuous mode, a set of prediction, context modelling and entropy coding is used.

For the prediction step, a simple gradient-based non-linear prediction scheme, Gradient-

Adjusted Predictor (GAP), is used. The GAP prediction adjusts its coefficients based on

1This algorithm and the resulting standard led to the JPEG-LS encoder. This encoder will be described

in the next section.
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local gradients estimation. This predictor is context sensitive and adaptable by modelling

of prediction errors and feedback from the expected error, conditioned by properly chosen

modelling contexts, as can be seen in Figure 2.5. The performance of the GAP predictor

is improved via context modelling. Figure 2.6 shows the possible reference pixels, in

black, relative to the current pixel x, in red. The local gradients are determined as

in Equation 2.1, and Table 2.2 shows the prediction result, according to the gradients.

The prediction errors of the continuous mode are then encoded using an adaptive m-ary

arithmetic encoder, CACM++ [37].

nn nne

nw n ne

ww w x

Figure 2.6: Reference pixels positions.

dh = |w − ww|+ |n− nw|+ |ne− n|

dv = |w − nw|+ |n− nn|+ |ne− nne|
(2.1)

Table 2.2: Prediction value for the pixel given by GAP.

Edge type Horizontal Vertical

Sharp w n

Normal
aux+ w

2

aux+ n

2

Weak
3× aux+ w

4

3× aux+ n

4

aux =
w + n

2
+

ne− nw

4

2.3.2 JPEG-LS

Lossless and near-lossless compression of continuous-tone still images (JPEG-LS) [3,4], not

to be confused with the lossless version of the JPEG encoder, is a JPEG, ISO/ITU stan-

dard for lossless and near-lossless compression of continuous-tone images. This encoder is

based on the LOw COmplexity LOssless COmpression for Images (LOCO-I) algorithm.

This algorithm is divided into three main stages, prediction, context modelling and residue

coding, as represented in the block diagram of Figure 2.7.
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Figure 2.7: JPEG-LS block diagram [4].

The JPEG-LS prediction uses the template depicted on the left side of Figure 2.7. In this

template, a, b, c and d are neighbouring samples of the current sample x. This template

is on the causal area of the image and, by using only four past samples, JPEG-LS limits

the image buffering requirements.

A fixed prediction scheme given by Equation 2.2 is used in the encoder. This predictor

tends to pick pixel b when a vertical edge is present, pixel a when a horizontal edge is

detected and a+b−c if no edge is present. This predictor is called Median Edge Detector

(MED).

x̂ ,



















min(a, b), if c ≥ max(a, b)

max(a, b), if c ≤ min(a, b)

a+ b− c, otherwise.

(2.2)

After the prediction stage, a context modelling is applied to the prediction error. In

LOCO-I a Two-Sided Geometric Distribution (TSGD) model is used for the modelling,

as the example showed in Figure 2.8.

The context that shapes the current prediction residual encoding is determined from the

local gradient surrounding the current sample. Therefore, the level of activity can be

determined, which in turn allows for the determination of the statistical behaviour of the

prediction errors.

Finally, to encode the prediction residual errors, JPEG-LS uses a minimal complexity

subfamily of the optimal prefix codes for TSGDs. These optimal codes are based on

Golomb codes [38], which allow the calculation of the code word for any given sample

without the use of code tables. This encoding method is adaptive; when a new sample is

encoded the contexts and the probabilities are updated in order to further optimize the
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Figure 2.8: Two-sided geometric distribution (TSGD) [4].

encoding process.

2.3.3 JPEG2000

JPEG2000 [39, 40] is a standard for image compression, maintained by ISO/IEC 15444-

1 and ITU recommendation T.812. JPEG2000 is a wavelet transform based encoder

with applications from natural images to medical imaging and others. This standard has

essentially been established to be a more efficient encoder and substitute to the JPEG

encoder. The general structure of the JPEG2000 codec is shown in Figure 2.9.

Figure 2.9: General structure of JPEG-2000 [40]. The (a) encoder and (b) decoder.

JPEG2000 applies a wavelet transform to an image which is represented by several sub-

bands of frequency, as show in Figure 2.102. It can be observed in this figure that the

sub-bands are sampled at different spatial resolution, thus allowing the spatial scalability

in JPEG2000. This characteristic is used in the decoder to build sequentially better

quality versions of the encoded image, as more frequency bands are decoded.

2Obtained using the Wavelet Toolbox of Matlab R2014a.
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Figure 2.10: Wavelet transform decomposition for the skull sequence.

This standard employs different techniques and different wavelet transforms in order to

encompass both lossy and lossless compression. In the case of the lossless encoding mode,

an integer reversible wavelet transform is used, thus bypassing the need for quantization,

unlike what is shown in Figure 2.9.

The first step in the encoding process is to adjust each image sample by an additive bias,

or DC Level Shifting. This value is chosen in order to make all the sample values to be

within a dynamic range centred around zero. The wavelet coefficients are encoded with

an entropy coder.

Motion JPEG2000

Motion JPEG2000 [41] is a ISO/ITU standard, and part of the JPEG2000 recommen-

dation. It was designed for video coding, although it uses only intra prediction, with

every frame being independently coded by a variant of JPEG2000 encoder. Some of

the expected applications are: storing of video clips, high-quality video editing, medical

imaging compression, etc.

JP3D

JP3D [10–12] is an extension of the JPEG2000 for compression of volumetric images,

such as medical images. This extension is backwards compatible with the JPEG2000

Part 1 and Part 2, and allows the use of image tilling. This tilling in JP3D results in

Three Dimensional (3D) blocks, rather than 2D blocks, which are coded independently.

The resulting tiles are encoded using a 3D Discrete Wavelet Transform (DWT) and a 3D
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Embedded Block Coder with Optimized Truncation (EBCOT) [42] mechanism.

The 3D-DWT divides the image into sub-band 3D blocks where, the decomposition levels

can be chosen independently in the three dimensions. The encoder partitions the wavelet

coefficients into dyadically-sized cubes, for each sub-band, called code-blocks which are

then individually coded with 3D-EBCOT, resulting in a partition like the one in Fig-

ure 2.11.

Figure 2.11: Code-block partitioning of a wavelet volume [11].

Like JPEG2000, JP3D, is scalable both in resolution, quality and spatially. Also, like in

JPEG2000, the used wavelet is a 3D integer reversible wavelet.

2.3.4 Multi-scale multidimensional parser

Multi-scale Multidimensional Parser (MMP) [13–15] is a dictionary based pattern match-

ing compression algorithm. This algorithm was first derived from a Lempel-Ziv lossless

scheme, although none of the most recent implementations of MMP has been adapted to

lossless coding. Thus, a lossless version of this encoder has been proposed in [16].

The MMP algorithm performs a flexible block segmentation in the image to encode, with

non-overlapping blocks, usually of 16 × 16 pixels. Each block can be further divided

using a flexible segmentation, and are encoded in a raster scan order, as can be seen in

Figure 2.12. In each block, MMP applies intra prediction, based on the H.264 modes [20].

MMP, however, does not use the traditional transform-quantize-encode paradigm, using

instead a dictionary search for its residue encoding. A block-matching is performed be-

tween the residue blocks and the dictionary elements. This encoder can also use scale

transformations, allowing to match different size blocks. The dictionary is updated with

recent encoded residue blocks, to optimise the encoding efficiency.

In the lossless implementation, that we will refer only as MMP for simplicity, an im-
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Figure 2.12: Flexible block segmentation and partition tree [14]: (a) segmentation of an
image block, (b) corresponding binary segmentation tree.

plicit intra prediction mode was added, based on the Least Squares Prediction (LSP)

algorithm [43]. Also, the horizontal and vertical modes of H.264 were improved, based

on [44], by expanding the neighbourhood to use extra pixels, instead of just the ones on

the block edge. Finally, a Differential Pulse Code Modulation (DPCM) technique is also

applied for the encoding of the residue for all the prediction modes.

2.3.5 3D-MMP

In [15,17], the MMP encoder was extended into a volumetric compression algorithm, called

3D-MMP. In this implementation the sequence information is treated as a volumetric

signal, instead of the usual slice-by-slice approach. The flexible partition used in MMP

was extended for 3D blocks, as can be seen in Figure 2.13. Thus, each block can be

segmented into three directions: temporal, horizontal and vertically.

3D-MMP also uses a dictionary based approach but 3D blocks pose new challenges, driving

to a new dictionary design that uses multiple scaled versions of the dictionary. Therefore,

when performing a search, the algorithm only needs to perform it in the corresponding

scaled dictionary. This method requires more memory, but the computational complexity

is lower than having a single dictionary.

As explained before, MMP uses the intra prediction modes of H.264. In 3D-MMP these

modes are expanded to a 3D block basis. Thus, as the neighbour pixels are on the

edge of the blocks, the neighbourhood will also be three-dimensional, as can be seen in

Figure 2.14. Additionally, the LSP algorithm, based on [45], was also adopted in 3D-MMP

and expanded to have a 3D support.

For the compression of video sequences, 3D-MMP, can rearrange the slices by grouping

them on the temporal axes, separating the odd and even slices, in a similar way of I-type
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Figure 2.13: Triadic flexible partition [17].

Figure 2.14: Block neighbourhood [17].

and B-type slices, as in H.264, as shown in Figure 2.15. This feature adds support for bidi-

rectional prediction in 3D-MMP. For instance, the LSP is now able to use reference pixels

in future slices. The encoding process may also be sequential without the rearrangement

of slices.

This encoder also has a support for lossless compression, using the λ parameter that

defines the weight given to the rate-distortion optimisation, that must be set to zero.

2.3.6 H.264 / Advanced Video Coding

The H.264 encoder is a video compression standard [18–20], from ITU and ISO. This is

a hybrid encoder, whose algorithm has four main stages: prediction, both intra and inter
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Figure 2.15: Hierarchical video compression architecture [17].

slice3, transform, quantization and entropy coding. The structure of the H.264 encoder

can be seen in Figure 2.16.

Figure 2.16: Basic coding structure of H.264 [19].

For the prediction the image is divided into macro-blocks of 16×16 pixels. There are three

types of slice categories in H.264: I slices, whose macro-blocks are predicted only with intra

prediction modes, P slices, additionally to the intra prediction modes the macro-blocks of

these slices can also use inter prediction with one motion-compensated reference, and B

slices, that additionally to the P slices prediction can use two inter-prediction references.

For intra prediction H.264 can divide the macro-blocks into blocks of 4× 4 pixels. Thus,

H.264 allows four intra prediction modes, namely Vertical, Horizontal, DC and Plane. The

4× 4 block may be encoded with nine prediction modes, as can be seen in Figure 2.17.

3In this context, the mention to ’slice’ is interchangeable to the use of ’frame’. As the subject of this

work is medical imaging compression only the slice expression is used.
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Figure 2.17: H.264 intra prediction modes for 4× 4 blocks [46].

In the inter-slice prediction of H.264, the intra prediction modes can also be used. How-

ever, in P and B-type slices motion compensation can also be used, with past or past and

future references, respectively. Macro-blocks in the motion compensation can be divided

into blocks down to 4× 4 pixels. For the prediction a precision of up to quarter-pixel can

be used.

After the prediction, the Hadamard or Discrete Cosine Transform (DCT) transform is

applied to the resulting residual. The transform coefficients are quantised and entropy

coded. However, when quantisation is applied the coding process becomes lossy, meaning

that part of the information is permanently lost.

Additionally, H.264 allows for lossless compression. In this mode, the transform and

quantisation processes are bypassed. The lossless mode of H.264 reference software can

only use intra encoding, which is the one used in this work.

2.3.7 High Efficiency Video Coding

The High Efficiency Video Coding (HEVC), also known as H.265, is the most recent state-

of-the-art video codec standard [21, 22]. This standard was proposed in order to replace

H.264, having as a main goal to improve the compression performance relative to H.264,

in the order of 50% bit-rate savings for the same quality.

The H.265 standard shares many of the characteristics of H.264, the main characteristic

being the hybrid coding structure. In Figure 2.18, the basic encoder structure of HEVC
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can be seen.

Figure 2.18: Basic coding structure of HEVC [22].

One of the differences between HEVC and H.264 is the replacement of the macro-block

by the Coding Tree Unit (CTU), which can have up to 64×64 pixels. The CTU can then

be partitioned into smaller blocks using a quadtree-like signalling. The usage of higher

size blocks allows for a higher compression efficiency, specially in higher resolution images,

and for the use of more prediction modes in the intra prediction. Therefore, HEVC uses

35 intra prediction modes, that can be seen in Figure 2.19. The right side of this figure

shows an example of a directional prediction mode of the encoder.

Figure 2.19: HEVC intra prediction modes [22].

As in H.264, H.265 standard relies on motion compensation for the P and B type slices.

A quarter-pixel precision is, once again, used to perform the motion estimation.
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The HEVC reference software in the lossless mode allows the use of inter prediction, unlike

H.264, in such profiles as Random Access or Low Delay. In this mode, the transform and

quantisation steps are bypassed, with the residue being encoded with an entropy coder.

Range extension

Like H.264, HEVC has several extensions to its algorithm. For the lossless coding, the

Range Extension is of especial interest, HEVC Range Extension (HEVC RExt) [23]. This

extension introduced the support for higher bit depth images and different chroma sub-

samplings, such as 4:2:2 and 4:4:4. The objective is to perform lossless and screen content

compression.

The main focus of this research is the lossless coding of medical images, then, the new

HEVC RExt tools for lossless compression are of interest. Some of the changes that ben-

efit the lossless coding are: Intra-picture block copying prediction, similar to the

motion compensation but for already coded blocks of the same sequence, Smoothing

disabling of intra-picture prediction, disables a smoothing filter used in intra pre-

diction, Transform skip mode modifications, allows the use of a DPCM vertical and

horizontal modes for the the residual signals, when the transform is bypassed. Consid-

ering this, we will compare HEVC with its Range Extension for the lossless compression

modes.

2.3.8 Minimum rate predictors

The Minimum Rate Predictors (MRP) codec was first proposed in 2000 [24, 25], but has

been improved in [26–28]. MRP uses multiple linear predictors adapted to each image,

on a Variable Block Size (VBS) basis.

Initially, the image is divided into blocks of 8×8 pixels. These blocks are then sorted in to

one of M classes, each class being represented by a different linear predictor, according to

the block variance. This information is used as a training set for the design of the linear

predictors. All pixels of the same class are then used in Yule-Walker equations. These

equations, when solved, return the optimum prediction coefficients, which are then used

to calculate the prediction.

For a given pixel, p0, the prediction value given by the m-th class, m = 1, ...,M , is

given by Equation 2.3. The linear predictors are used in order to better estimate the

image structures. Each predictor uses K reference pixels, distributed, as can be seen in
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Figure 2.20, for K = 30.

ŝ(p0) =
K
∑

k=1

am(k) · s(pk), (2.3)

In this equation, am(k) is the prediction coefficient for a given pixel, of the m-th class,

and s(pk) is the value of the pk reference pixel.

Figure 2.20: Disposition of reference pixels [28].

After the coefficients and prediction determination, the cost of the prediction error can

be calculated, taken as model the generalised Gaussian functions. The context selection

for the modelling is given by Equation 2.4:

U =
12
∑

k=1

1

δk
· |s(pk)− ŝ(pk)| , (2.4)

where δk is a weighting factor, indicating the Euclidean distance between p0 and reference

pixel pk, given by Equation 2.5 and s(p0)− ŝ(p0) is the prediction error.

δk =
64

√

dx(k)2 + dy(k)2
(2.5)

In Equation 2.5, 64 represents the precision of the weighting factor, 6 bits, dx(k) and

dy(k) represent the distance from the current pixel to the k reference pixel in the X and

Y axis, respectively. Finally,
√

dx(k)2 + dy(k)2 is the euclidean distance between the k

reference pixel and the pixel for which we wish to determine the context.

The U parameter is closely related to the variance of the prediction error. Thus, the

parameter U is an estimation of the variance and it is quantised and calculated for each

block. The thresholds for the quantisation are optimised in order to achieve the highest

coding efficiency for each class. The blocks are then re-classified, regarding the U param-

eter and the context quantisation thresholds. With this new classification, the prediction
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coefficients will be determined again, and the process is repeated.

These optimisations are performed in order to minimise the cost function for the encoding

image, the cost function is given by Equation 2.6:

J =
∑

p0

L (e|ŝ(p0), n) + Ba +Bm +Bt, (2.6)

where L(e|ŝ(p0), n) is the total code length of the prediction errors and Ba, Bm and Bt

are the code lengths of the prediction coefficients, class selection and context modelling

threshold values, respectively.

When this process is concluded, the MRP algorithm has another optimisation loop, using

VBS. The block size can now change from blocks of 32× 32 to 2× 2 pixels, in a quadtree

segmentation structure, that is optimised in order to minimise the cost function. The size

of the used blocks highly depends on the local characteristics of the image.

The classes are recursively chosen for each block, regarding to the cost function J . The

thresholds, the block classification and the optimum value of the shape parameter, for the

probability distribution, are then optimised in a loop. If the optimisation flag is activated,

two prediction coefficients are randomly chosen and a partial optimisation is performed

by slightly varying their values. These optimisations are repeated several times for each

class. The arithmetic encoding of all the needed parameters is performed by a range

coder [47], or by a simple Huffman coder.

One of the main characteristics of MRP is the fact that it minimises a cost function,

representing the amount of prediction error data, instead of minimising a sum of least-

squares of the prediction errors, as done by other encoders. The prediction order, K, and

the number of classes, M , can be determined from the dimensions of the encoding image.

Thus, selecting appropriate values for these parameters .

2.4 Lossess codec comparison

In this section, the previously described lossless encoders will be compared, when applied

to the compression of medical images. To evaluate these encoders, the test images were

encoded with the parameters set to lossless compression. Publicly available software

implementations of these encoders were used for the tests.

The CALIC and JPEG-LS encoders were used with their default configuration values for

lossless compression. For the MRP algorithm, the extra optimisation flag was activated,
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with the remaining options set by the encoder.

In the MMP encoder, the fast implementation was used, and the default dictionary size

was used. In 3D-MMP the λ parameter was also set to zero, the block size was of

16×16×4 pixels, in the Y ×X×Z format, and the prediction level was set to 8, indicating

the minimum partitioning size to use prediction. In 3D-MMP the hierarchical video

compression was used, and the dictionary was set to use a maximum of 5000 elements.

For JPEG2000, the software implementation OpenJPEG v2.1 is used with the default con-

figuration. This software also includes an implementation of JP3D, which was configured

to use a 3D-DWT and 3D-EBCOT.

For H.264/AVC, the latest release of the reference software JM 18.6 was used. For lossless

coding, FRExt High 4:4:4 Profile was used for Intra coding, with QP and QP Offsets set

to 0.

As for HEVC, the reference software HM 16.4 was used, both for Intra Main and Random

Access profiles. In the lossless coding mode, QP was set to 0, and both Transquant-

BypassEnableFlag and CUTransquantBypassFlagForce were set to 1. For the remaining

configuration parameters the default values were used. HEVC RExt is included in the

same reference software as HEVC. The same parameters, as in HEVC, were used with

the same values. The HEVC RExt specific parameter CostMode was set to lossless.

For the lossless coding modes, only the JP3D, 3D-MMP, H.264 and HEVC encoders can

have a sequence as the input. All other encoders only use intra prediction, for these each

slice in a sequence is encoded independently and the result is the average of all the encoded

frames. Only, JP3D, 3D-MMP and HEVC Random Access (HEVC RA) can exploit the

inter-slice redundancy.

Lossless compression was chosen for this work, as it is often a requirement for the compres-

sion of medical images, as stated in Section 2.2. For instance, when reversibly compressed

images are used for the diagnosis, possible compression artefacts are not an issue. The

results for these encoders, in bits-per-pixel (bpp), are shown in Table 2.3, for the image

encoders, in Table 2.4, for the video/volumetric encoders, and in Table 2.5 for 3D-MMP.

The 3D-MMP encoder requires that the number of slices of the input sequence to be

multiple of the block size in the Z direction. Therefore, the results of this encoder are not

directly comparable with the remaining encoders. In Table 2.5 the number of slices used

in 3D-MMP are also shown. In Chapter 3, we show a table of encoding results for these

encoders in which the number of slices is multiple of 16, see Table 3.2. Therefore we can

compare the sequence Aperts as it uses the same number of slices in both tables, for 3D-

MMP. It can be observed that, for that particular sequence, the compression efficiency
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Table 2.3: Performance comparison of the image encoders (results in bpp).

Sequence H.264
HEVC
Intra

RExt
Intra

MMP
JPEG
2000

JPEG-LS CALIC MRP

Aperts 1.193 1.289 1.136 1.178 1.261 1.058 0.998 0.775
carotid 2.062 2.198 2.001 1.977 2.019 1.778 1.684 1.374
skull 3.183 3.083 2.890 2.959 2.991 2.761 2.628 2.329
wrist 1.911 2.195 1.890 1.717 1.757 1.627 1.550 1.173
liver_t1 3.489 3.742 3.400 3.393 3.256 3.160 3.022 2.582
liver_t2e1 2.806 2.811 2.561 2.460 2.572 2.418 2.269 1.722
ped_chest 3.080 3.352 3.051 3.074 3.021 2.937 2.789 2.337
sag_head 2.635 2.732 2.594 2.808 2.905 2.582 2.519 2.279

Average 2.545 2.675 2.440 2.446 2.473 2.290 2.183 1.821

Table 2.4: Performance comparison of the video encoders (results in bpp).

Sequence HEVC R.A. RExt R.A. JP3D

Aperts 0.826 0.728 0.941
carotid 1.587 1.425 1.547
skull 1.905 1.766 2.088
wrist 1.155 1.002 1.238
liver_t1 2.392 2.052 2.356
liver_t2e1 1.726 1.510 1.745
ped_chest 1.699 1.534 2.071
sag_head 1.873 1.748 2.160

Average 1.645 1.471 1.768

of 3D-MMP is similar to that of JP3D. Finally, the tests were not performed to all the

sequences due to the computational complexity of the encoder. For the Aperts sequence,

for instance, the encoding process took 4128742 seconds, which is equivalent to almost 48

days. Hence, and also due to its compression efficiency, 3D-MMP will not be used in the

remainder of this work.

The remaining two tables show the results for the image and video encoders. In these

tables R.A. means the Random Access profile, and RExt means the HEVC RExt encoder.

As expected, it is possible to see that encoders which are able to exploit the inter-slice

redundancies in a sequence, generally present better results. The best overall results, on

average, are obtained for HEVC RExt with the Random Access profile. This was expected

as HEVC is the state-of-the-art video encoder, and its Range Extension has several tools

that improve the lossless compression of sequences. It can also be observed from Tables 2.3

and 2.4 that the Range Extension of HEVC improved the lossless compression efficiency

of this encoder, with an improvement of roughly 0.2 bpp.

For the image encoders, the best result is obtained for the MRP codec. This can be
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Table 2.5: Compression results of the 3D-MMP (results in bpp).

Sequence Slices 3D-MMP

Aperts 96 0.938
carotid 72 1.622
skull
wrist
liver_t1 56 2.579
liver_t2e1 56 2.051
ped_chest 76 1.804
sag_head 56 2.303

explained by the encoder prediction efficiency, as the linear predictors are suitable to

describe several image structures and they are optimised for the input image. MRP has

results that are close to that of the video encoders, at the level of JP3D, with a difference

of 0.05 bpp, and without inter-slice prediction support. For the HEVC encoders this

deviation is higher, with 0.18 bpp for HEVC RA and 0.35 bpp for HEVC RExt R.A. The

encoding efficiency shown by MRP was one of the reasons that this encoder was chosen

as main object of our research.

2.5 Other state-of-the-art techniques

In this section a general overview of state-of-the-art research is presented. Current research

orientations are discussed, for instance, scalable compression, lossy-to-lossless compres-

sion, Region of Interest (ROI) compression, etc.

2.5.1 Scalable lossless compression based on global and local sym-

metries for 3D medical images

Medical images usually contain inherent symmetries that can be exploited for their com-

pression. Victor Sanchez, et al, in [48, 49], propose to exploit these symmetries as a

prediction method. The paper shows that medical images have both global and local

symmetries, as seen in Figure 2.21.

The first step in the proposed procedure is to decompose the image in n frequency sub-

bands using a 2D-DWT, as the symmetries remain after the transform. Then a block-

based prediction is applied, followed by the entropy coding of residual data and transfor-

mation parameters. In the block-based intra-band prediction each sub-band is divided in

blocks of 16 × 16 coefficients. Eight spatial transformations are used for the prediction.
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(a) Global symmetry.

(b) Local symmetry.

Figure 2.21: Example of the possible symmetries in medical images [48].

These transformations (see Table 2.6) are applied to each already encoded block in the

image. The block and transformation pair that best approximate the current block are

selected. The blocks of 16× 16 coefficients can be further divided into sub-blocks of 8× 8

and 4×4 coefficients, if this operation results in a compression performance improvement.

For the compression of the prediction information the authors use variable length codes.

For the residue encoding a modified EBCOT is proposed. The paper shows that this

method achieves an average improvement of 15% in compression ratio over JPEG2000

and H.264, for lossless compression [48]. Also, this method allows for scalable lossless

compression of 3D medical image data.

In [49] some improvements are made to the previous method. Additionally to the previous

spatial transformations prediction, the authors added inter-slice prediction and global
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Table 2.6: Spatial transformations [48].

symmetry detection. Figure 2.22 shows the block diagram of this method.

The global symmetry is detected using a Fourier-Melin transform. This symmetry is used

to assess the scanning order of the blocks. The image is divided in two areas, A and B,

regarding the global symmetry. After a block in area A is processed, the next block is the

symmetrical positioned block in area B. This allows the prediction to exploit the global

symmetry. The spatial transformations prediction of Table 2.6 are then applied to each

block.

For the inter-slice prediction a DPCM mode is used. This mode is used to exploit the

correlation between sub-band coefficients in adjacent slices. The DPCM mode can be used
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Figure 2.22: Block diagram of the symmetry based scalable lossless compression tech-
nique [49].

in five directions, as seen in Figure 2.23. The entropy coding is once again performed using

EBCOT. The results show compression efficiency gains of 1%, when compared with the

previous method.

Figure 2.23: Five proposed prediction modes for inter-slice DPCM prediction [49].

2.5.2 Hierarchical oriented prediction for scalable compression of

medical images

Jonathan Taquet, et al, propose in [2, 50] a Hierarchical Oriented Prediction (HOP)

method for the scalable compression of medical images.

Each prediction level of the HOP algorithm is performed in two steps, as seen in Fig-

ure 2.24. In the HStep a horizontal prediction of odd indexed pixels is performed, using

already known, causal, pixels. With this step, the image is horizontally sub-sampled.

The VStep, performs the same operation but in the vertical direction of the sub-sampled

image.
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Figure 2.24: One prediction level of the HOP algorithm [2].

The HOP algorithm is designed for prediction of sharp edges in noisy images. An orien-

tation estimation inspired by GAP is performed. This estimation allows the algorithm

to choose between five predictors, to perform the prediction along edges. A predictor for

homogeneous areas is also available. Additionally, a least-squares estimation can also be

performed. This estimation uses an extended set of the causal pixels to perform a dynamic

prediction. Therefore, it results in a better adaptation to the image characteristics. The

described predictors are used in the HOP algorithm process, for the prediction of odd

pixels. In order to avoid systematic errors resulting from static predictors, a prediction

bias cancellation is used.

For the coding stage, a residual remapping technique is used before the entropy coder.

The authors also extended the proposed algorithm for near-lossless compression. Finally,

the results show that, on average, this algorithm is 6.5% more efficient than JPEG2000

and 2.1% than CALIC.

2.5.3 Compression of X-ray angiography based on automatic seg-

mentation

Zhongwei Xu, et al, propose in [51] a diagnostically lossless compression method for X-

ray angiography images. This method is based on automatic segmentation of the images,

using ray-casting and α-shapes.

Medical images in general, and angiography images in particular, often have a ROI and a

background region. The proposed method exploits this fact, essentially by removing the

background region before feeding the resulting image to a lossless encoder. As only the

background region is removed, this method is diagnostically lossless.

X-ray angiography images are essentially radially symmetric, the method exploits this

characteristic to differentiate the ROI from the background region. Initially a pre-

processing step is executed in which slice averaging and noise reduction are performed to
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adapt the sequence to the segmentation step. With this averaging process, a single slice

is obtained from the angiography sequence. As all slices are correlated, the boundaries

from the regions are preserved.

The segmentation has three steps: identification of the ROI boundaries, linking of the

boundary pixels to generate the binary mask and background suppression. Initially, ray-

casting is used to determine the pixels in the ROI boundary. With these boundary pixels

a closed smooth contour is determined using α-shapes. This contour defines two regions

in the binary mask, the background and the ROI.

Finally, the mask is applied to all the slices in a sequence and these resulting images

are encoded with a lossless algorithm, such as JPEG-LS. The results show that the

proposed automatic segmentation method has a 98.4% accuracy, with respect to the

manually performed segmentation. The compression efficiency is improved by 35.3% (2

bpp) compared to JPEG-LS.

2.5.4 Progressive lossless compression

Armando J. Pinho and António J. R. Neves propose in [52,53] a progressive lossless, i.e.,

quality scalable, compression scheme. This scheme is based on a hierarchical organization

of the intensity levels of an image.

The hierarchical organization is obtained by building a binary tree. Each node of the

binary tree represents a subset of the image intensities. Therefore, each node is repre-

sented by an intensity value corresponding to the average between the highest and lowest

intensities in the subset, In.

This tree is built in the encoder and in the decoder by expanding each node. The nodes

of the tree are expanded to form two new subsets of the intensities. This procedure is

repeated until all nodes are fully expanded, i.e., the number of leaves is equal to the

number of intensities.

For each node, a binary mask must be transmitted. This mask indicates the subset of

each pixel, as each node is always divided in two subsets. Regions of arbitrary shapes are

thus formed, which are also available at the decoder, representing the pixels to analyse in

a given node.

This is a quality scalable method, as there is no need to decode all nodes. If all the nodes

are not decoded, the resulting image will only have the number of intensities corresponding

to the last decoded tree node. If these nodes are not the final ones, the determined In is

used.
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The binary masks are encoded with context modelling and a binary arithmetic coder. For

the lossless compression of medical images the results show a compression efficiency gain

of 33.1%, on average, compared to JPEG-LS.

2.5.5 Adaptive sequential prediction of multidimensional signals

Xiaolin Wu, et al, propose in [54] an adaptive sequential prediction of multidimensional

signals with applications to lossless image coding.

In this work a 2D generalization of the Rissanen universal coding algorithm is proposed.

This is performed by coupling it to an adaptive sequencing mechanism. An adapted

sequential linear predictor, based on LSP, is implemented, whose order and support are

adapted to each pixel, unlike fixed support methods found in the literature.

In order to sequence the causal pixels for the prediction support, correlation is used instead

of euclidean distance. Thus, the support will have an arbitrary shape, and might even be

sparse, as seen in Figure 2.25.

Figure 2.25: Example of the support and training set of the piecewise autoregressive
model for a given pixel to predict [54].

To determine the model order, the Minimum Description Length (MDL) principle is used,

which prevents model overfitting. The proposed method is called MDL-based adaptive

predictor and is an implicit algorithm. To test its efficiency, this method is applied to

lossless image coding. The results show a compression efficiency gain of 1.6%, when

compared to MRP.
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2.6 Summary

This Chapter started by providing an overview of existing medical imaging technologies,

with special focus to CT and MRI. This led us to present and characterise the medical

dataset used in this work. This discussion was concluded with a review of the DICOM

standard, that regulates communications and archiving of medical images. It was shown

that the use of lossy compression for medical images is still an open debate, and that the

DICOM standard does not make recommendations in this subject.

Considering this, it was decided to focus this research on lossless compression techniques.

Hence, a review of DICOM and state-of-the-art lossless encoders was made. A comparison

between these encoders shows that MRP has the highest compression efficiency for still

image codecs. Nevertheless, HEVC RExt, with the Random Access profile, has the highest

overall compression efficiency. Due to its high efficiency, with a difference of 0.35 bpp to

HEVC RExt, MRP was the encoder chosen as the base of this work.

Finally, this Chapter is concluded with a review of other state-of-the-art medical image

compression techniques. These techniques are mainly comprised in the following areas:

scalable, lossy-to-lossless and ROI oriented compression. This review showed that the

medical image compression field is a relevant topic in the image processing research com-

munity.



Chapter 3

Processing techniques for the compres-

sion of medical images

In this chapter several processing techniques are applied to the medical images, prior to

being compressed. These techniques are used to better exploit some of the Minimum

Rate Predictors (MRP) encoder characteristics and increase its compression efficiency.

Each technique is described and the corresponding results analysed. To finalise the chap-

ter a comparison of the processing techniques is performed and the achieved results are

discussed.

Some of the used encoders, namely Multi-scale Multidimensional Parser (MMP) and

MRP, require input images with dimensions that are multiples of 16, for MMP, and 8,

for MRP. Some of the proposed processing techniques will change the geometry of the

sequences, therefore it is required to insure that the number of slices used in each sequence

is multiple of 16, in order to compare the achieved results for each technique, by each

encoder. Table 3.1 shows the number of slices used for each sequence, and Table 3.2

replicates the results of Tables 2.3 and 2.4, for the number of slices given in Table 3.1.

Table 3.1: Number of slices used by each processing techniques.

Sequence Slices

Aperts 96
carotid 64
skull 192
wrist 176

liver_t1 48
liver_t2e1 48
ped_chest 64
sag_head 48
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Table 3.2: Coding performance evaluation for lossless encoders using the number of slices
given in Table 3.1 (results in bpp).

Sequence H.264 Intra R. A. MMP
JPEG
2000

JP3D JPEG-LS CALIC MRP

Aperts 1.200 1.142 0.734 1.184 1.267 0.945 1.064 1.004 0.776
carotid 2.017 1.955 1.383 1.936 1.981 1.507 1.739 1.647 1.347
skull 3.284 2.981 1.822 3.058 3.079 2.143 2.847 2.713 2.411
wrist 1.939 1.919 1.024 1.743 1.782 1.261 1.653 1.574 1.190
liver_t1 3.493 3.399 2.118 3.383 3.257 2.409 3.158 3.019 2.566
liver_t2e1 2.754 2.512 1.552 2.416 2.530 1.771 2.369 2.223 1.688
ped_chest 3.066 3.037 1.515 3.061 3.015 2.055 2.928 2.780 2.327
sag_head 2.639 2.599 1.771 2.810 2.908 2.190 2.585 2.522 2.281

Average 2.549 2.443 1.490 2.449 2.477 1.785 2.293 2.185 1.823

In Table 3.2, the third and fourth columns represent, respectively, HEVC RExt Intra and

Random Access profiles, for convenience this nomenclature will be used in the rest of the

chapter. This table is shown here to be used as a comparison reference to the results

that are shown in this chapter. These results are slightly different from the ones shown in

Tables 2.3 and 2.4 due to the difference on the number of used slices, as slices generally

have different characteristics.

In the following sections each processing technique will be presented, namely concatena-

tion of slices, directional approaches, "pre-processing" inter-slice prediction and histogram

packing.

3.1 Concatenation of slices

Some encoding algorithms, such as MRP and MMP, optimise the encoding process for the

input image, instead of using more generic predictors, such as JPEG-LS or CALIC. Con-

sidering this, a method can be developed in order to take advantage of such optimisation,

which may be extended to encode several images.

These characteristics can be exploited by concatenating all the slices in a sequence, prior

to the encoding process. An example of a possible slice concatenation can be seen in

Figure 3.1, in which slices are concatenated side-by-side. In our experimental set-up this

type of concatenation was used, because then all the sequence is going to be treated by

the encoder as a single image. Thus, instead of needing to optimise and transmit the

information regarding to the encoding process for each image, this optimisation is only

performed once and, therefore, the amount of information to transmit is much lower.

This method has been applied for various medical image sequences, which were then
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compressed using an encoder algorithm.

Slice 3
Slice 2

Slice 1
Slice 0

(a) Ordinary sequence arrangement.

Slice 0 Slice 1 Slice 2 Slice 3

(b) Concatenated slices of a sequence.

Figure 3.1: Example of slice concatenation.

The results for this approach are shown on Table 3.3. Due to the dimensions of the result-

ing images, namely sequences skull and wrist, we were not able to encode this concatenated

sequences with H.264 and JPEG-LS as their dimensions exceed encoders requirements.

Therefore it was decided to use the previous results for these sequences, that is why in

Table 3.4 a 0% difference appears for them, thus allowing to compare their average result.

Table 3.4 shows the compression efficiency gains achieved by encoding the concatenated

slices. In the following tables, a positive percentage indicates an improvement in the

compression efficiency.

Table 3.3: Compression results of the concatenated slices (in bpp).

Sequence H.264 Intra MMP
JPEG
2000

JPEG-LS CALIC MRP

Aperts 1.177 1.136 1.017 1.246 1.011 0.894 0.736
carotid 2.003 1.949 1.757 1.955 1.698 1.548 1.276
skull 3.284 2.973 2.882 3.051 2.847 2.639 2.355
wrist 1.939 1.911 1.605 1.757 1.653 1.492 1.139
liver_t1 3.472 3.393 3.146 3.233 3.106 2.903 2.496
liver_t2e1 2.742 2.504 2.197 2.506 2.316 2.107 1.571
ped_chest 3.040 3.029 2.781 3.000 2.873 2.663 2.264
sag_head 2.618 2.592 2.546 2.883 2.534 2.434 2.243

Average 2.534 2.436 2.241 2.454 2.255 2.085 1.760

As expected, MMP, CALIC and MRP encoders show a higher compression efficiency than
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Table 3.4: Percentage of improvement on coding performance when using concatenated
slices (in %).

Sequence H.264 Intra MMP
JPEG
2000

JPEG-LS CALIC MRP

Aperts 1.9 0.6 14.1 1.7 5.0 10.9 5.2
carotid 0.7 0.3 9.2 1.3 2.3 6.0 5.3
skull 0.0 0.3 5.8 0.9 0.0 2.7 2.3
wrist 0.0 0.4 7.9 1.4 0.0 5.2 4.3
liver_t1 0.6 0.2 7.0 0.8 1.7 3.9 2.7
liver_t2e1 0.4 0.3 9.0 1.0 2.2 5.2 7.0
ped_chest 0.9 0.3 9.1 0.5 1.9 4.2 2.7
sag_head 0.8 0.3 9.4 0.8 2.0 3.5 1.6

Average 0.6 0.3 8.5 1.0 1.7 4.6 3.5

other encoders when slices are concatenated. MMP shows an average gain of, approxi-

mately, 8.5%, CALIC shows a gain of 4.6%, and MRP has a gain of 3.5%. The encoders

with the lower compression efficiency are HEVC RExt Intra and H.264. These results

were expected as the intra compression tools of these encoders are not adapted for each

input image.

In Chapter 2, it was shown that MMP is a dictionary based encoder. This type of encoders

build a dictionary of symbols, extracted from the causal data of the image, which are used

to encode an image, or its residue. When we concatenate all slices of a sequence, in the

encoding process, we are building a dictionary that will be used for all slices. Therefore,

there is the advantage of not having to design a dictionary for each slice, which takes time

to be adapted to the source, but, instead, an unique dictionary already adapted from the

first slice for the remaining sequence is used.

In the case of MRP, as described in Chapter 2, it optimises a set of classes, each one

describing a predictor. In this algorithm, the input is divided into blocks, and each

block is assigned to a class, depending on the performed optimisations. These classes are

optimised for the input image, thus, when the concatenated images are used, the classes,

and the predictors, are optimised for all slices. Thus, the compression efficiency may be

improved, as there is no need to optimise, and transmit, extra classes.

As can be observed from Table 3.4, all the tested encoders show some compression gains.

This can be, in part, explained by the cost of transmitting the header of each slice, which

are not used in this case due to the concatenation. Despite the presented compression effi-

ciency improvements, these results are still bellow those achieved by HEVC RExt Random

Access as shown in Table 3.2.
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3.2 Directional approaches

A medical exam, such as a CT or an MRI is, in its essence, a representation of a three-

dimensional object, which is usually the human body or part of it. The direction of the

image scan may be dependent on the body morphology or the diagnostics specialist pref-

erence. Nevertheless, for data compression purposes the best direction may be different

from that used by the scanner equipment, and a different direction may result in a more

efficient compression, as each direction results in slices with different characteristics.

3.2.1 Slice formation on different axes

On a three-dimensional dataset, a group of slices can be aligned in one of three axes, X,

Y or Z, that we call a coordinate system. If we consider that the usual direction in which

the slices are in medical exams is the Z axis, with the slices formed in the XY plane, a

representation of the volumetric dataset looks like the one in Figure 3.2.

x

y

z

A B

C

Figure 3.2: Slice orientation on a medical dataset.

As we can see from this figure, slices can be extracted in different directions. ’A’ type

slices are parallel to the XY plane following in the Z axis direction, ’B’ slices are parallel

to the YZ plane and, finally, ’C’ slices are parallel to the XZ plane. In Figures 3.3 and 3.4

a representation of a slice in each of these alignments is shown, for skull and ped_chest

sequences, respectively.

Each of these slices, in the these planes, has different characteristics. It is expected that

when we change the plane of the slices some of the inter-slice redundancy may be exploited

within a single slice in a different plane. Thus, the ’new’ slices might have a higher spatial

redundancy. If this is the case intra encoders, such as MRP, can exploit some of the Z

axis inter-slice redundancy.
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(a) XY plane slice

(b) YZ plane slice (c) XZ plane slice

Figure 3.3: Slice 101 of skull sequence for each plane.

3.2.2 Experimental tests

In order to evaluate the most efficient coding direction, each was tested to align the

sequences. The results of this approach are shown in Table 3.5, for slices formed in YZ

plane, and in Table 3.7, for slices formed in XZ plane. Tables 3.6 and 3.8 show the

compression efficiency improvements for YZ plane and XZ plane, respectively.

These results show that the inter-slice redundancy is lower, for slices formed in planes

different of the XY, as HEVC RExt Random Access presents a lower compression effi-

ciency. This difference in HEVC RExt Random Access is of 11.7% and 10.2% when using

slices formed in the YZ and in the XZ planes, respectively. The same thing happens for

JP3D, that shows differences of 21.0% and 29% for slices in the YZ and in the XZ planes,

respectively.
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(a) XY plane slice

(b) YZ plane slice (c) XZ plane slice

Figure 3.4: Slice 51 of ped_chest sequence for each plane.

Table 3.5: Compression results for slices aligned with the YZ plane (in bpp).

Sequence H.264 Intra R. A. MMP
JPEG
2000

JP3D JPEG-LS CALIC MRP

Aperts 1.074 1.008 0.771 1.125 1.134 1.630 0.937 0.888 0.676
carotid 1.777 1.701 1.424 1.735 1.723 1.910 1.459 1.458 1.150
skull 2.493 2.314 2.038 2.352 2.227 2.850 2.127 1.970 1.599
wrist 1.651 1.602 1.136 1.460 1.483 1.734 1.357 1.289 0.962
liver_t1 3.261 3.106 2.317 3.128 2.717 3.161 2.557 2.583 2.013
liver_t2e1 2.486 2.289 1.889 2.328 2.059 2.675 1.945 1.944 1.393
ped_chest 2.140 2.003 1.713 2.071 1.966 2.275 1.747 1.712 1.322
sag_head 2.417 2.325 2.033 2.498 2.358 2.580 2.059 2.081 1.687

Average 2.162 2.043 1.665 2.087 1.958 2.352 1.773 1.741 1.350
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Table 3.6: Percentage of compression gain when changing the plane direction from XY to
YZ.

Sequence H.264 Intra R. A. MMP
JPEG
2000

JP3D JPEG-LS CALIC MRP

Aperts 10.5 11.8 -5.1 5.0 10.5 -72.4 11.9 11.5 12.9
carotid 11.9 13.0 -3.0 10.4 13.0 -26.8 16.1 11.5 14.6
skull 24.1 22.4 -11.9 23.1 27.7 -33.0 25.3 27.4 33.7
wrist 14.9 16.5 -10.9 16.2 16.7 -37.6 17.9 18.1 19.1
liver_t1 6.6 8.6 -9.4 7.6 16.6 -31.2 19.0 14.4 21.5
liver_t2e1 9.7 8.9 -21.7 3.6 18.6 -51.0 17.9 12.5 17.5
ped_chest 30.2 34.0 -13.1 32.3 34.8 -10.7 40.4 38.4 43.2
sag_head 8.4 10.6 -14.7 11.1 18.9 -17.8 20.4 17.5 26.0

Average 15.2 16.4 -11.7 14.8 21.0 -31.8 22.7 20.3 25.9

Table 3.7: Compression results for slices aligned with the XZ plane (in bpp).

Sequence H.264 Intra R. A. MMP
JPEG
2000

JP3D JPEG-LS CALIC MRP

Aperts 1.090 1.037 0.757 1.113 1.157 1.572 0.943 0.873 0.691
carotid 1.792 1.720 1.391 1.842 1.763 1.864 1.530 1.518 1.231
skull 2.517 2.339 2.006 2.411 2.285 2.776 2.198 2.004 1.639
wrist 1.513 1.483 1.209 1.276 1.259 1.912 1.154 1.112 0.821
liver_t1 3.243 3.088 2.335 3.084 2.705 3.143 2.510 2.535 2.052
liver_t2e1 2.568 2.319 1.737 2.430 2.144 2.393 2.053 2.005 1.642
ped_chest 2.198 2.030 1.670 2.198 2.103 2.175 1.844 1.848 1.460
sag_head 2.422 2.335 2.036 2.522 2.366 2.590 2.068 2.085 1.682

Average 2.168 2.044 1.643 2.110 1.972 2.303 1.788 1.747 1.402

Table 3.8: Percentage of compression gain when changing the plane direction from XY to
XZ.

Sequence H.264 Intra R. A. MMP
JPEG
2000

JP3D JPEG-LS CALIC MRP

Aperts 9.1 9.2 -3.2 6.0 8.7 -66.3 11.3 13.0 11.0
carotid 11.2 12.0 -0.6 4.9 11.0 -23.7 12.0 7.9 8.6
skull 23.4 21.5 -10.1 21.1 25.8 -29.6 22.8 26.1 32.0
wrist 22.0 22.7 -18.0 26.8 29.4 -51.7 30.2 29.4 31.0
liver_t1 7.2 9.2 -10.2 8.8 17.0 -30.5 20.5 16.0 20.0
liver_t2e1 6.7 7.7 -11.9 -0.6 15.3 -35.1 13.3 9.8 2.7
ped_chest 28.3 33.1 -10.2 28.2 30.3 -5.8 37.0 33.5 37.2
sag_head 8.2 10.2 -14.9 10.2 18.6 -18.3 20.0 17.3 26.2

Average 15.0 16.3 -10.2 13.9 20.4 -29.0 22.0 20.0 23.1
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As expected, intra encoders showed the highest gains in compression efficiency, namely

MRP, with up to 25.9% and 23.1% of improvement, when using slices formed in the YZ

and in the XZ planes, respectively. In Table 3.2, HEVC RExt, with the Random Access

profile, presented the best compression efficiency, of the studied encoders, with 1.490 bpp.

Using this technique to align slices in different planes, rather than the usual XY, MRP

arises as the encoder with the highest compression efficiency, 1.35 bpp, for slices aligned

with the YZ plane.

The loss in efficiency of the inter encoder HEVC RExt Random Access can be explained

by the decrease on similarity between adjacent slices aligned with directions different

than Z axis. Thus, the motion estimation prediction of the encoder will use less accurate

references for the inter prediction, therefore, resulting in a lower compression efficiency.

For the intra encoders, their higher performance can be explained by the increase on

the spatial correlation of the newly formed slices. With a higher spatial correlation, the

compression efficiency of the intra encoders is, inevitably, improved.

The achieved results for the tested dataset show that the most efficient plane direction

on average to perform the encoding is YZ, closely followed by XZ plane. It was clearly

shown that changing the direction in which the slices are formed improves the compression

efficiency of the intra encoders. This was an expected result due to the scanned image

characteristics, not relying specifically on the image alignment.

3.2.3 Optimal compression plane algorithm

Anmin Liu, et al, describe in [55] and [56], an algorithm to automatically choose the

best plane direction to align the sequence slices for compression. In these papers a pre-

processing technique is proposed, the Optimal Compression Plane (OCP), which deter-

mines the plane alignment automatically, prior to the compression stage.

The algorithm uses a Correlation Coefficient (CC), which is calculated in the three possible

slice planes, XY, XZ and YZ. In the proposed framework, the OCP is calculated and the

resulting frames are encoded with a standard coding method. The OCP algorithm can

be used to determine the plane for both intra-only and inter prediction schemes through

Equation 3.1 and Equation 3.2, for intra only and inter prediction schemes, respectively.

OCPintra =



















XY, if min{CZ , CX , CY } = CZ

XZ, if min{CZ , CX , CY } = CY

Y Z, if min{CZ , CX , CY } = CX .

(3.1)
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OCPinter =



















XZ, if CX > CY ∧ CT −maxCX , CY > TC

Y Z, if CX < CY ∧ CT −maxCX , CY > TC

XY, otherwise.

(3.2)

CA represents the CC along axis A, and TC is a threshold, that accounts for the efficiency

of motion estimation prediction on the XY plane direction, the Z axis.

The compression performance is improved by using the OCP, both for lossless and lossy

compression. In the lossless case, for JPEG-LS, a saving of 22% bpp is reported. For the

lossy case, i.e. H.264, a BD-Bitrate of -11.01% and a BD-PSNR of 0.89 dB is reported.

Also, it is shown that in most cases, using this technique prior to the encoding process

results in similar or better results.

Experimental results using medical images

The achieved results when using the OCP algorithm for medical images are shown in

Table 3.9. In this table, the CC results are shown for each axis, in columns five to seven,

and also the OCP choice for intra and inter type predictions are determined based on

Equations 3.1 and 3.2, respectively, in columns three and four. Finally, in column one,

results for the best plane are shown from the results of Section 3.2.2, only for comparison.

Table 3.9: Correlation coefficients for all directions and choice of the best OCP.

Sequence Section 3.2.2 Intra Inter Cy Cx Ct

Aperts YZ XZ XY 0.900 0.981 0.984
carotid YZ XZ XZ 0.771 0.909 0.981
skull YZ YZ YZ 0.902 0.901 0.990
wrist XZ XZ XY 0.749 0.978 0.992
liver_t1 YZ XZ XY 0.945 0.981 0.975
liver_t2e1 YZ XZ XY 0.760 0.975 0.975
ped_chest YZ YZ YZ 0.936 0.814 0.981
sag_head XZ XZ XZ 0.752 0.796 0.967

From this table, it is possible to observe that only for four sequences, in case of inter

prediction, the optimal plane is not the usual XY plane. These four sequences are carotid,

skull, ped_chest and sag_head. In the case of intra prediction the optimal plane is different

than the usual one for all sequences. When comparing these results with the best plane

described in Section 3.2.2, we can see that only in half the cases, four out of eight, the

OCP algorithm chooses the best plane for compression, according to the best compression

option for MRP, which is the main focus of this work.



3.2. Directional approaches 45

As MRP is an intra encoder, from now the focus is the intra case. For this porpuse, we

show in Table 3.10 the results obtained by using the OCP algorithm with the lossless

encoders under research. Additionally in Table 3.11 the changes in efficiency due to the

use of the OCP algorithm are shown, when compared to the encoding of slices aligned to

YZ plane, which provided the best results in Section 3.2.2.

Table 3.10: Intra compression results using OCP algorithm (in bpp).

Sequence H.264 Intra R. A. MMP
JPEG
2000

JP3D JPEG-LS CALIC MRP

Aperts 1.090 1.037 0.757 1.113 1.157 1.572 0.943 0.873 0.691
carotid 1.792 1.720 1.391 1.842 1.763 1.864 1.530 1.518 1.231
skull 2.493 2.314 2.038 2.352 2.227 2.850 2.127 1.970 1.599
wrist 1.513 1.483 1.209 1.276 1.259 1.912 1.154 1.112 0.821
liver_t1 3.243 3.088 2.335 3.084 2.705 3.143 2.510 2.535 2.052
liver_t2e1 2.568 2.319 1.737 2.430 2.144 2.393 2.053 2.005 1.642
ped_chest 2.140 2.003 1.713 2.071 1.966 2.275 1.747 1.712 1.322
sag_head 2.422 2.335 2.036 2.522 2.366 2.590 2.068 2.085 1.682

Average 2.168 2.037 1.652 2.086 1.948 2.325 1.767 1.726 1.380

Table 3.11: Percentage of compression gain when using OCP algorithm, compared to the
compression in YZ plane aligned slices.

Sequence H.264 Intra R. A. MMP
JPEG
2000

JP3D JPEG-LS CALIC MRP

Aperts -1.5 -2.9 1.8 1.1 -2.0 3.5 -0.7 1.7 -2.2
carotid -0.8 -1.1 2.3 -6.1 -2.3 2.4 -4.9 -4.1 -7.0
skull 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
wrist 8.4 7.4 -6.4 12.6 15.1 -10.2 14.9 13.7 14.6
liver_t1 0.6 0.6 -0.8 1.4 0.5 0.6 1.8 1.9 -1.9
liver_t2e1 -3.3 -1.3 8.0 -4.4 -4.1 10.5 -5.5 -3.1 -17.9
ped_chest 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
sag_head -0.2 -0.4 -0.2 -1.0 -0.3 -0.4 -0.5 -0.2 0.3

Average -0.3 0.3 0.8 0.0 0.5 1.2 0.4 0.8 -2.2

These tables show that for most encoders there is an increase on the compression efficiency,

with the exception of MRP, which has a decrease in compression efficiency of 2.2%, and

H.264, that has a loss of efficiency of 0.3%, when compared to the compression in the

YZ plane. The MRP encoder losses can be explained by the fact that for intra coding

the OCP algorithm only correctly chooses the best plane for half of the sequences, as can

be observed from Table 3.9. The remainder of the encoders have a maximum increase

in efficiency of 1.2%, for JP3D, compared to the results of Table 3.5. It is interesting to

notice that two encoders, that benefit the most from the OCP algorithm, exploit inter-slice

redundancy, HEVC RExt and JP3D, when the algorithm was adjusted for intra encoding,

as in this case.
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Despite the losses in compression efficiency, the overall results are still better than those

related to the YZ plane, and much better than those in the XY plane. This way, this is

an automatic plane selection method that overall produces good results, but it could be

optimised to work with MRP.

3.3 Inter-slice prediction technique

In the previous section it was argued that, when slices are aligned in planes different

that the usual XY plane, the usual inter-slice redundancy is exploited by intra encoders.

In this section an alternative method is presented, in order to explore such redundancy

outside of the intra encoders.

This alternative approach consists on using an inter-slice predictor prior to the encoding

process. Thus, after applying the predictor a residual sequence still remains, that will

then be encoded by the lossless encoders, and, therefore, the inter-slice redundancy is

exploited, in a different way. In the following sections the used inter-slice predictors and

their implementation results will be described and discussed.

3.3.1 Pixel-wise difference predictor

A simple pixel-wise difference predictor, between co-located pixels in adjacent slices, was

implemented, keeping only the first slice as reference, as shown in the example of Fig-

ure 3.5. In this figure, x(k), y(k) and z(k) represent the pixels in a slice. The result of

the predictor is given by z(1) = y(1)− x(1), ... , z(k) = y(k)− x(k).

Slice N + 1

y(1) y(2)

y(5)

y(k)

–

Slice N

x(1) x(2)

x(5)

x(k)

=

Residue Slice

z(1) z(2)

z(5)

z(k)

Figure 3.5: Example of the pixel-wise difference predictor.

Usually, the residual sequence samples would be represented by 9 bits. However the

residual for these sequences only have 8 bits-per-pixel. This is a relevant fact, as most

used encoders only allow 8 bits-per-pixel input images. The results of encoding the residue

generated by the pixel-wise difference predictor are shown in Tables 3.12 and 3.13.

As expected, these tables show that intra encoders have an increase on the compression
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Table 3.12: Results of the encoding of the pixel-wise difference residue (in bpp).

Sequence H.264 Intra R. A. MMP
JPEG
2000

JP3D JPEG-LS CALIC MRP

Aperts 0.791 0.776 0.679 0.885 0.933 0.890 0.790 0.771 0.630
carotid 1.459 1.442 1.243 1.500 1.546 1.380 1.354 1.318 1.115
skull 2.071 2.045 1.488 2.141 2.173 1.924 2.011 1.935 1.696
wrist 1.115 1.117 0.879 1.145 1.223 1.171 1.049 1.064 0.862
liver_t1 2.216 2.211 1.897 2.256 2.287 2.243 2.098 2.049 1.790
liver_t2e1 1.781 1.774 1.245 1.714 1.815 1.632 1.681 1.597 1.307
ped_chest 1.576 1.580 1.292 1.696 1.761 1.785 1.577 1.536 1.324
sag_head 1.983 1.979 1.538 2.216 2.177 2.046 1.995 1.975 1.789

Average 1.624 1.615 1.282 1.694 1.739 1.634 1.569 1.531 1.314

Table 3.13: Percentage of compression gain when using the pixel-wise difference predictor.

Sequence H.264 Intra R. A. MMP
JPEG
2000

JP3D JPEG-LS CALIC MRP

Aperts 34.1 32.1 7.5 25.2 26.4 5.8 25.8 23.2 18.9
carotid 27.7 26.2 10.1 22.5 22.0 8.4 22.1 20.0 17.2
skull 37.0 31.4 18.3 30.0 29.4 10.2 29.3 28.7 29.7
wrist 42.5 41.8 14.2 34.3 31.4 7.1 36.6 32.4 27.6
liver_t1 36.6 35.0 10.5 33.3 29.8 6.9 33.6 32.1 30.2
liver_t2e1 35.3 29.4 19.8 29.0 28.3 7.8 29.0 28.1 22.6
ped_chest 48.6 48.0 14.7 44.6 41.6 13.2 46.1 44.7 43.1
sag_head 24.9 23.9 13.2 21.1 25.2 6.6 22.8 21.7 21.6

Average 36.3 33.9 13.9 30.8 29.8 8.5 31.6 30.0 27.9

efficiency up to 36.3% for H264, resulting from a difference of 0.93 bpp. The MRP

encoder has an increase in efficiency of 27.9%, resulting from a difference of 0.51 bpp.

Notwithstanding, the inter encoders also show an increase in the compression efficiency,

of up to 13.9% for HEVC RExt Random Access, resulting from a 0.21 bpp difference.

The encoder that evidences the highest compression efficiency gain is the H.264, with

36.3%, followed by HEVC RExt Intra, with 33.9%. It is worth to note that the results

for HEVC RExt Intra, 1.62 bpp, are close to the result of HEVC RExt Random Access

from Table 3.2, 1.49 bpp. Previously there was a difference in both profiles performance

of almost 1.0 bpp, but now the difference is only 0.13 bpp.

The encoder that produces the most efficient result is, nonetheless, the HEVC RExt

Random Access, with 1.28 bpp, followed by MRP, with 1.31 bpp. These results show a

slightly more efficient compression than the one given in Section 3.2, for MRP, although

the results show that HEVC RExt Random Access is now slightly more efficient. This

can be explained with the higher efficiency that the pixel-wise difference predictor has
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for exploiting the inter-slice similarities, when compared with the changing of the slices

alignment.

As stated in Chapter 2, medical sequences such as Computed Tomography (CT) and

Magnetic Resonance Imaging (MRI) are volumetric images, consisting of multiple adjacent

slices of the human body or part of it. These slices are anatomically or physiologically

correlated [30], i.e., there are many similarities between them. Therefore, when we use

the pixel-wise difference predictor we are essentially cancelling equal co-located pixels in

adjacent slices. This means that these areas of equal pixels will be smooth on the residue

image, as can be seen in Figure 3.6a. Consequently, the residue image will be comprised

by smooth areas and sharp edges, related to the internal structures of the body. This

is true because there is essentially little to no movement from slice to slice, apart from

expansions or contractions of the organs, for instance.

Thus, intra encoders will have a higher compression efficiency due to the spatial redun-

dancy of the residue slices. As for inter encoders, due to the relative smoothness of the

residue slices, they will also be able to perform an efficient prediction in the residue slices,

for both intra and inter prediction.

3.3.2 HEVC RExt Random Access prediction

An alternative method to perform an inter slice prediction outside of the encoders is

to use the residue generated by the temporal prediction of a video encoder. State-of-

the-art video encoders, such as HEVC, make use of several highly complex temporal

prediction tools, and therefore can better exploit the inter-slice similarities. HEVC is the

most recently approved video encoder standard and, together with its Range Extension,

which has additional tools for lossless compression, as explained in Chapter 2, is the

encoder with the highest efficiency for lossless compression, see Table 3.2. Considering

this, HEVC RExt was selected to generate the prediction residue, using the Random

Access profile for the lossless encoding mode.

However, unlike in Section 3.3, where the pixel-wise difference predictor returns a 8 bits-

per-pixel residual, in this case that is not true. Thus, Table 3.14 shows the number of

pixels, for each sequence, where 8 bits are not enough to represent the residue. In this

approach, each overflow pixel, will cost eight bits to transmit the extra information, which

is negligible, as we can see in the third column of this table. Both this cost and the cost

to generate the residual image, represented in the fourth column, are taken into account

in the results. In Table 3.15 the results for the encoding of the HEVC RExt prediction

residue are shown, while Table 3.16 shows the difference in compression gain from the

results presented in Section 3.3.1.
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Table 3.14: Number of lossy pixels of the HEVC RExt residual.

Sequence Lossy pixels
Lossy Pixels
Cost (in bpp)

Prediction
Cost (in bpp)

Aperts 48 6.1× 10−5 0.043
carotid 63 1.2× 10−4 0.049
skull 1902 1.2× 10−3 0.041
wrist 217 1.5× 10−4 0.025
liver_t1 1 2.5× 10−6 0.053
liver_t2e1 197 5.0× 10−4 0.036
ped_chest 14 2.7× 10−5 0.037
sag_head 28 7.1× 10−5 0.057

Table 3.15: Results of the encoding of the HEVC RExt residue (in bpp).

Sequence H.264 Intra R. A. MMP
JPEG
2000

JP3D JPEG-LS CALIC MRP

Aperts 0.762 0.762 0.737 0.874 0.912 1.016 0.797 0.785 0.679
carotid 1.416 1.425 1.391 1.509 1.527 1.646 1.377 1.356 1.207
skull 1.884 1.853 1.776 1.926 2.001 2.386 1.857 1.768 1.619
wrist 1.043 1.046 1.012 1.071 1.176 1.478 1.045 1.019 0.881
liver_t1 2.137 2.140 2.082 2.209 2.267 2.755 2.100 2.014 1.856
liver_t2e1 1.590 1.575 1.492 1.587 1.675 2.038 1.545 1.467 1.302
ped_chest 1.537 1.543 1.507 1.622 1.745 2.228 1.621 1.525 1.376
sag_head 1.807 1.804 1.748 1.965 2.028 2.381 1.845 1.808 1.666

Average 1.522 1.519 1.468 1.595 1.666 1.991 1.523 1.468 1.323

Table 3.16: Percentage of compression gain when using the HEVC RExt residue, compared
to the pixel-wise difference predictor.

Sequence H.264 Intra R. A. MMP
JPEG
2000

JP3D JPEG-LS CALIC MRP

Aperts 3.601 1.769 -8.579 1.286 2.231 -14.190 -0.922 -1.874 -7.869
carotid 2.905 1.184 -11.940 -0.592 1.223 -19.241 -1.718 -2.921 -8.234
skull 9.037 9.399 -19.359 10.056 7.924 -24.045 7.682 8.670 4.513
wrist 6.458 6.333 -15.185 6.473 3.804 -26.189 0.391 4.192 -2.255
liver_t1 3.572 3.213 -9.793 2.082 0.854 -22.846 -0.071 1.676 -3.701
liver_t2e1 10.731 11.223 -19.875 7.391 7.716 -24.896 8.103 8.154 0.404
ped_chest 2.459 2.311 -16.683 4.377 0.942 -24.843 -2.752 0.726 -3.859
sag_head 8.856 8.808 -13.659 11.348 6.844 -16.354 7.506 8.481 6.899

Average 6.271 5.995 -14.492 5.838 4.194 -21.864 2.940 4.105 -0.694

From Table 3.16 it is possible to infer that all intra encoders, with the exception of MRP,

show improvements on their compression efficiency, on average, which can be up to 6.3%

for H.264, compared to the results of Table 3.12. However, some intra encoders, for some

sequences, have losses in compression efficiency. Nonetheless, despite the prediction of
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HEVC RExt being more efficient, there is an additional side information that needs to be

transmitted, in order to reconstruct the prediction in the decoder. This can explain, in

part, the loss in compression efficiency, on average, shown by MRP, as the side information

is roughly 0.04 bpp, on average.

It is possible to observe that, the inter encoders show losses in compression efficiency,

which can also be partially explained by the prediction overhead. But the loss in com-

pression efficiency for these encoders, 14.5% for HEVC RExt and 21.9% for JP3D on

average, is too high to be only explained by the extra prediction information. As can

be seen in Figure 3.6, the HEVC RExt generated residue has more energy than the one

originated by the pixel-wise difference predictor. The figure on the left has an entropy

of 3.26 bits and the figure on the right has an entropy of 4.17 bits, which may justify

the more efficient compression results for the images with lower entropy. Also, it can be

observed from the figure on the left side that the HEVC RExt residue has a notorious

block effect which can have an impact in the compression process. Analysing the results

on Table 3.16, we can argue that this block effect has a negative effect for the inter-slice

prediction, explaining the difference in results between intra and inter encoders.

(a) Pixel-wise difference predictor residue. (b) HEVC RExt Random Access residue.

Figure 3.6: Example of the residue obtained for the skull sequence for slice 29.

3.4 Prediction on different slice planes

In Section 3.2, we argued that the optimal plane in which to form the slices for the

compression could be different that the usual XY one. It was shown that both YZ and

XZ planes present higher compression efficiency than sequences aligned with the XY

plane. Also, in Section 3.3 it was demonstrated that applying a prior inter-slice predictor



3.4. Prediction on different slice planes 51

results in higher compression efficiency for the MRP encoder. Therefore, in this section

both processing techniques are combined, and the results of their compression efficiency

is assessed.

3.4.1 Pixel-wise difference calculated in different planes

In this first approach we will first align sequences in planes YZ and XZ, as in Section 3.2,

and then apply to these sequences the pixel-wise difference predictor, as in Section 3.3.

However, like in Section 3.3.2, the resulting image from the pixel-wise difference predictor

has pixels that can not be represented by 8 bits. Therefore, Table 3.17 shows the number

of overflow pixels, for each sequence and plane. Again, each overflow pixel will cost us

eight bits to transmit the extra information, which may be considered negligible, which

are taken into account in the following results. The results for this approach are shown

in Tables 3.18 and 3.19, for the YZ and XZ planes, respectively.

Table 3.17: Number of lossy pixels when the pixel-wise difference is calculated in different
planes.

Sequence YZ Lossy pixels XZ Lossy pixels

Aperts 0 0
carotid 0 1
skull 141 105
wrist 5 6
liver_t1 0 0
liver_t2e1 41 0
ped_chest 0 0
sag_head 0 0

Table 3.18: Coding performance for the pixel-wise difference applied on the YZ plane
(results in bpp).

Sequence H.264 Intra R. A. MMP
JPEG
2000

JP3D JPEG-LS CALIC MRP

Aperts 0.914 0.887 0.823 1.060 1.053 1.497 0.869 0.872 0.713
carotid 1.608 1.580 1.506 1.678 1.637 1.935 1.399 1.417 1.194
skull 2.330 2.294 2.205 2.353 2.218 2.909 2.157 2.013 1.729
wrist 1.171 1.160 1.116 1.278 1.276 1.601 1.094 1.125 0.907
liver_t1 2.631 2.522 2.409 2.832 2.543 3.041 2.323 2.361 2.031
liver_t2e1 2.128 2.047 1.989 2.135 1.957 2.610 1.834 1.811 1.411
ped_chest 2.053 1.924 1.901 2.236 2.131 2.550 1.867 1.893 1.590
sag_head 2.407 2.327 2.288 2.706 2.540 2.757 2.260 2.288 1.946

Average 1.905 1.843 1.780 2.035 1.920 2.363 1.725 1.722 1.440
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Table 3.19: Coding performance for the pixel-wise difference applied on the XZ plane
(results in bpp).

Sequence H.264 Intra R. A. MMP
JPEG
2000

JP3D JPEG-LS CALIC MRP

Aperts 0.908 0.888 0.826 1.021 1.059 1.419 0.868 0.845 0.714
carotid 1.541 1.513 1.424 1.677 1.622 1.858 1.395 1.401 1.194
skull 2.252 2.215 2.127 2.323 2.201 2.794 2.127 1.976 1.715
wrist 1.325 1.321 1.268 1.299 1.267 1.879 1.129 1.124 0.921
liver_t1 2.641 2.537 2.395 2.826 2.563 3.015 2.321 2.355 2.064
liver_t2e1 1.973 1.903 1.695 2.107 1.919 2.213 1.795 1.752 1.527
ped_chest 1.930 1.796 1.748 2.185 2.122 2.348 1.820 1.872 1.591
sag_head 2.407 2.324 2.288 2.693 2.540 2.757 2.265 2.286 1.939

Average 1.872 1.812 1.721 2.016 1.912 2.285 1.715 1.701 1.458

Comparing Table 3.18 and Table 3.19, allows to infer that there is no clear preferred

direction, as there are encoders that benefit more from the YZ plane and others that

benefit more from the XZ plane. However, for MRP the best plane is the YZ one, as in

Section 3.2.

Overall, when using this approach the encoder with the highest compression efficiency is

MRP, with 1.44 bpp. From Tables 3.5 and 3.12, is possible to observe that these results

are close to the ones showed in previous approaches, namely, a reduction of 0.11 bpp for

the compression in YZ plane, and 0.13 bpp, for the pixel-wise difference predictor results.

3.4.2 Pixel-wise difference compression in different planes

In the second approach the pixel-wise difference predictor is applied to the sequences, as

in Section 3.3, and then the resulting sequences are aligned and encoded along in the YZ

and XZ planes, as in Section 3.2. The results for this approach are show in Tables 3.20

and 3.21, for the YZ and XZ planes, respectively.

Once again, it is possible to observe from these tables that there is not a global preferred

direction, as different encoders have a better compression efficiency for different planes.

This approach results in a higher compression efficiency than the previous one, as MRP

have the best result with 1.36 bpp. In the previous approach, the best result was 1.44

bpp, also for MRP. Unlike in Section 3.2, the best plane for MRP is now the XZ one.

Analysing Tables 3.5 and 3.12, it is possible to observe that these results present a lower

compression efficiency than the ones showed in previous approaches, namely in Section 3.3.

Nevertheless, these results still have a higher compression efficiency than those of last sec-

tion. Namely, these results have a reduction of 0.01 bpp and 0.05 bpp, when comparing
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Table 3.20: Coding performance for pixel-wise difference in the YZ plane (results in bpp).

Sequence H.264 Intra R. A. MMP
JPEG
2000

JP3D JPEG-LS CALIC MRP

Aperts 0.901 0.878 0.706 1.077 1.127 1.689 0.910 0.948 0.742
carotid 1.523 1.504 1.300 1.702 1.606 1.678 1.429 1.476 1.223
skull 1.958 1.967 1.784 2.074 2.112 2.567 1.784 1.853 1.659
wrist 1.220 1.233 0.987 1.282 1.394 1.687 1.152 1.203 0.994
liver_t1 2.458 2.474 2.055 2.810 2.660 3.058 2.266 2.406 2.090
liver_t2e1 1.793 1.803 1.575 2.019 2.027 2.681 1.618 1.703 1.421
ped_chest 1.603 1.609 1.481 1.781 1.921 1.993 1.571 1.597 1.374
sag_head 2.063 2.074 1.860 2.357 2.349 2.793 1.878 2.094 1.816

Average 1.690 1.693 1.469 1.888 1.900 2.268 1.576 1.660 1.415

Table 3.21: Coding performance for the pixel-wise difference in the XZ plane (results in
bpp).

Sequence H.264 Intra R. A. MMP
JPEG
2000

JP3D JPEG-LS CALIC MRP

Aperts 0.918 0.910 0.702 1.072 1.169 1.631 0.923 0.938 0.765
carotid 1.568 1.568 1.301 1.783 1.631 1.642 1.494 1.523 1.295
skull 1.978 1.986 1.772 2.118 2.156 2.524 1.814 1.870 1.704
wrist 1.094 1.106 0.990 1.145 1.232 1.781 1.052 1.009 0.860
liver_t1 2.443 2.459 2.048 2.801 2.647 3.017 2.248 2.358 1.670
liver_t2e1 1.850 1.863 1.503 2.091 2.089 2.373 1.688 1.785 1.295
ped_chest 1.673 1.666 1.475 1.876 2.006 1.957 1.646 1.726 1.489
sag_head 2.077 2.083 1.861 2.360 2.352 2.789 1.884 2.096 1.814

Average 1.700 1.705 1.457 1.906 1.910 2.214 1.594 1.663 1.362

with the results from YZ plane and for the pixel-wise difference predictor encoding, re-

spectively.

3.5 Histogram packing

In [57], Armando Pinho shows that prediction and transform based encoders have a poor

performance when compressing images with sparse histograms. Essentially, it is shown

that when a histogram of an image is sparse, that is, it does not use all the possible values

in its range, encoders have a poor performance. Medical images, especially with higher

dynamic ranges, above 8 bits-per-pixel, are known to have sparse histograms, therefore

this characteristic will be exploited in order to improve the compression efficiency of MRP.

Several authors have proposed simple and more complex methods, applied both off-line

and on-line, to perform the histogram packing, see for instance in [58–60].
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In the histogram packing method implemented in this research a simple off-line method

was used. The number of different values are determined in an image in order to establish

the dynamic range of the new sequence. Then it is a simple matter of mapping the real

values, by the same order, to a lookup table. For the transmission of the table, the

number of different values are sent, as well as their respective intensity. This values are

represented by b bits per value, where b represents the number of bits-per-pixel of the

original image. This cost will be taken into account in the following results, presented in

Tables 3.22 and Table 3.23.

Table 3.22: Results of the use of histogram packing before the encoding (in bpp).

Sequence H.264 Intra R. A. MMP
JPEG
2000

JP3D JPEG-LS CALIC MRP

Aperts 1.224 1.166 0.758 1.208 1.289 0.966 1.088 1.028 0.803
carotid 2.049 1.986 1.414 1.968 2.010 1.538 1.770 1.679 1.374
skull 3.316 3.012 1.855 3.088 3.108 2.168 2.878 2.744 2.446
wrist 1.968 1.948 1.055 1.771 1.811 1.293 1.682 1.603 1.221
liver_t1 3.513 3.419 2.138 3.403 3.276 2.428 3.178 3.039 2.598
liver_t2e1 2.778 2.537 1.577 2.440 2.552 1.794 2.394 2.247 1.715
ped_chest 3.086 3.057 1.536 3.081 3.034 2.073 2.949 2.801 2.348
sag_head 2.657 2.617 1.789 2.828 2.926 2.208 2.603 2.540 2.301

Average 2.574 2.468 1.515 2.473 2.501 1.808 2.318 2.210 1.851

Table 3.23: Percentage of compression gain when using the histogram packing.

Sequence H.264 Intra R. A. MMP
JPEG
2000

JP3D JPEG-LS CALIC MRP

Aperts -2.0 -2.1 -3.3 -2.0 -1.7 -2.3 -2.2 -2.4 -3.5
carotid -1.6 -1.6 -2.3 -1.6 -1.4 -2.1 -1.8 -1.9 -2.0
skull -1.0 -1.0 -1.8 -1.0 -0.9 -1.2 -1.1 -1.2 -1.4
wrist -1.5 -1.5 -3.0 -1.6 -1.6 -2.5 -1.8 -1.9 -2.6
liver_t1 -0.6 -0.6 -1.0 -0.6 -0.6 -0.8 -0.6 -0.7 -1.2
liver_t2e1 -0.9 -1.0 -1.6 -1.0 -0.9 -1.3 -1.0 -1.1 -1.6
ped_chest -0.7 -0.7 -1.4 -0.7 -0.6 -0.8 -0.7 -0.7 -0.9
sag_head -0.7 -0.7 -1.0 -0.6 -0.6 -0.8 -0.7 -0.7 -0.9

Average -1.0 -1.0 -1.7 -1.0 -0.9 -1.3 -1.1 -1.1 -1.5

As we can see from these tables, the histogram packing does not produce more efficient

compression results for these sequences. The losses range from 1.7%, for HEVC RExt

Random Access, to 0.9%, for JPEG2000. The MRP encoder has a loss in compression

efficiency of 1.5%. With a better lookup table compression method, as shown in [60] for

instance, some of these results could be improved and, at least, have lower compression

efficiency losses.

These losses in efficiency can be explained by the fact that the used sequences do not
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show a significant difference between the expected dynamic range and the number of

actual different values. In Table 3.24 the actual number of different values for the these

sequences is shown.

Table 3.24: Average number of actual values present in the medical sequences.

Sequence Number of values

Aperts 196
carotid 256
skull 255
wrist 241
liver_t1 164
liver_t2e1 200
ped_chest 166
sag_head 148

Table 3.25 shows the average of the number of different values present for medical images,

with bit-depths ranging from 8 to 16 bits-per-pixel, available in [61]. A more detailed

description of these images can be seen in Table B.1. In this table the types of images

are as follow: Computed Radiography (CR), Computed Tomography (CT), Magnetic

Resonance Imaging (MRI) and US.

Table 3.25: Average number of values actually present in the medical images from [61].

Type Average bit-depth Percentage of used values

CR 12.5 57.4
CT 14.7 17.2
MRI 16 1.7
US 8 91.7

The values expressed in these tables show us that higher bit-depth images usually use a

lower percentage of the values of the images original dynamic ranges. A lower percentage

result in higher compression efficiency gains, as seen in [60]. Thus, the histogram packing

will be applied to these images. However, the only used encoder that supports images

up to 16 bits-per-pixel is JPEG-LS. Therefore, in Table 3.26 average results for the

compression of the images available in [61] are shown using JPEG-LS, with and without

the histogram packing. A more detailed version of these results can be seen in Table B.2.

From Table 3.26 we can see that, unlike for the sequences we have been using so far, for

these medical images the compression efficiency of JPEG-LS is improved when histogram

packing is used, by 33.4%, or 2.25 bpp, on average. Once again, images with lower

differences between the expected range and the actual range present smaller gains or

losses in compression efficiency, this can be seen, for instance, in MRI and US image
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Table 3.26: Average compression results for images from [61], with and without histogram
packing, using JPEG-LS (results in bpp).

Type Original Histogram Compression Difference (in %)

CR 6.343 5.464 13.9
CT 7.838 4.696 40.1
MRI 10.009 5.078 49.3
US 2.748 2.714 1.2

Average 6.734 4.488 33.4

types. The MRI is the image type with the highest compression efficiency gain, 49.3%,

and with the lowest dynamic range percentage, 1.7%. On the other hand, US is the image

type with the lowest compression efficiency gain, 1.2%, and with the highest dynamic

range percentage, 91.7%. The highest efficiency gain occurs for ct_3030, with 54.8% (6.3

bpp), as seen in Table B.2. For the US images, that have 8 bits-per-pixel, we can see

that, as expected, the results vary between small losses and small gains in compression

efficiency (in Table B.2). This is consistent with the results of Table 3.23.

An explanation for this improvement in efficiency is given in [62], where it is shown

that the histogram packing lowers the total variation of an image. This means that the

approximation error is cut down, thus providing higher compression efficiencies.

This is an interesting and simple approach, however due to the characteristics of MRP,

that only is capable of encoding 8 bits-per-pixel images, we are not currently able of

making use of it. A part of our intended future work will lead us to adding support to

encode higher bit depth images to MRP, then we will try to use this technique.

3.6 Techniques comparison

In this section we will compare the efficiency gains given by the previously described

techniques. We will now focus mainly on MRP and on HEVC RExt, with the Random

Access profile, as these are the encoders with the highest compression efficiencies. Ta-

bles 3.27 and 3.28 show these comparisons, for HEVC RExt Random Access and for MRP,

respectively.

As can be seen from both tables, the technique that shows the best compression efficiency

is the pixel-wise difference predictor. As mentioned in Section 3.3, this fact is due to the

anatomically or physiologically correlation between slices [30].

If we focus on Table 3.27, we see that, apart from the pixel-wise difference predictor, all

the other techniques result in losses in compression efficiency. For slices aligned in different
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Table 3.27: Comparison of the techniques applied to HEVC RExt Random Access (results
in bpp).

Sequence Original
YZ

Slices
OCP

Algorithm
Pixel-wise
Difference

Histogram
Packing

Aperts 0.734 0.771 0.757 0.679 0.758
carotid 1.383 1.424 1.391 1.243 1.414
skull 1.822 2.038 2.038 1.488 1.855
wrist 1.024 1.136 1.209 0.879 1.055
liver_t1 2.118 2.317 2.335 1.897 2.138
liver_t2e1 1.552 1.889 1.737 1.245 1.577
ped_chest 1.515 1.713 1.713 1.292 1.536
sag_head 1.771 2.033 2.036 1.538 1.789

Average 1.490 1.665 1.652 1.282 1.515

Table 3.28: Comparison of the techniques applied to MRP (results in bpp).

Sequence Original Concatenation
YZ

Slices
OCP

Algorithm
Pixel-wise
Difference

Histogram
Packing

Aperts 0.776 0.736 0.676 0.691 0.630 0.803
carotid 1.347 1.276 1.150 1.231 1.115 1.374
skull 2.411 2.355 1.599 1.599 1.696 2.446
wrist 1.190 1.139 0.962 0.821 0.862 1.221
liver_t1 2.566 2.496 2.013 2.052 1.790 2.598
liver_t2e1 1.688 1.571 1.393 1.642 1.307 1.715
ped_chest 2.327 2.264 1.322 1.322 1.324 2.348
sag_head 2.281 2.243 1.687 1.682 1.789 2.301

Average 1.823 1.760 1.350 1.380 1.314 1.851

planes, columns three and four, this is explained by the fact that we are essentially moving

some of the inter-slice redundancy to intra-slice redundancy. As HEVC RExt relies its

gains on inter-slice prediction, this means that this prediction will be less efficient.

If we focus on Table 3.28, we see that, apart from the histogram packing, all the methods

results in an increase in compression efficiency for MRP, which is also true for the remain-

ing intra encoders. Considering the histogram packing, as we argued in Section 3.5, these

results could still be improved if the lookup table transmission method were improved.

Comparing both tables, we can see that the highest compression efficiency is still obtained

for HEVC RExt, with the Random Access profile, with 1.28 bpp, on average. Despite

this, MRP now have a compression efficiency closer to that of HEVC RExt, with 1.31

bpp, corresponding to a difference in just 0.03 bpp, or 2.3%, on average.
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3.7 Summary

The presented techniques were able to achieve the goal of improving the compression

efficiency of MRP. Initially, MRP was encoding the sequences with an average of 1.82

bpp (see Table 3.2). The different proposed techniques exploit different characteristics of

this encoder. For instance, the slice concatenation exploited the fact that MRP optimises

its predictors to the input image. Another example is the formation of slices in different

planes, that exploits the highly efficient intra prediction of MRP by taking advantage of

the inter-slice redundancy on the usual XY plane, on the individual slices, on different

planes.

Nevertheless, the most efficient technique was the pixel-wise difference predictor. Us-

ing this method we were able to achieve an average compression of 1.31 bpp, which is

equivalent to a compression efficiency gain of 27.9% (see Tables 3.12 and 3.13).

The best performance, however, was still obtained by HEVC RExt, using the Random

Access profile, when encoding the pixel-wise difference residue, with 1.28 bpp, which is

equivalent to a gain in compression efficiency of 13.9% (see Tables 3.12 and 3.13).

Several techniques were studied, but it was possible to conclude that the use of inter-slice

prediction was the technique with the higher compression efficiency gains. If we consider

the use of this technique on MRP, it becomes quite clear that MRP is a very efficient

encoder, that with the appropriate techniques can match or even outperform HEVC RExt.

With these conclusions in mind, the next chapter of this work will focus on improving

the MRP encoder. Namely we will add the ability to perform inter-prediction to MRP,

keeping in mind the improvements added by some of the other techniques.



Chapter 4

Proposed Methods in Minimum Rate Pre-

dictors

In this chapter the proposed contributions to improve the MRP algorithm will be described

and their compression efficiency analysed. These contributions are mainly related to the

inter-slice prediction support in MRP. The chapter will be concluded with a summary of

the proposed improvements and a discussion of the experimental results.

4.1 Context calculation

The original MRP algorithm uses 12 pixels to determine the context for the arithmetic

coding of the residue, which is calculated for each pixel using Equation 2.4.

However, as we intend to add inter-slice prediction support to MRP some problems might

arise with the original context calculation. One of these issues is the distance between

pixels in different slices, as we will use another slice as reference for the inter-slice pre-

diction. Thus, the context calculation must be different. In this sense, it was decided to

include all the reference pixels used in the prediction, as shown in Equation 4.1. For the

case of the prediction using one reference slice. Nevertheless, this can easily be extended

to an arbitrary number of slices.

U =

K1
∑

k=1

1

δ1k
|s(k)− ŝ(k)|+

K2
∑

k=1

1

δ2k
|sp(k)− ŝp(k)| , (4.1)

In this equation, K1 is the number of reference pixels in the current slice and K2 is the

number of reference pixels in the reference slice. The δk factor was changed accordingly, as
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seen in Equation 4.2, for the reference pixels in the current pixel slice, and in Equation 4.3

for the reference pixels in the reference slice.

δ1k =
64

√

dx(k)2 + dy(k)2
(4.2)

δ2k =
64

√

dx(k)2 + dy(k)2 +D2
(4.3)

The distance between slices is represented by D. However, this variable will be further

discussed and its influence will be analysed in the following sections.

4.1.1 Experimental results

In order to assess the impact of these changes, the new context calculation was imple-

mented on the MRP algorithm. The results of the influence of the new context calculation

are shown in Table 4.1.

Table 4.1: Comparison between the original MRP algorithm context and the proposed
context calculation (results in bpp).

Sequence Original context New Context Difference (result in %)

Aperts 0.775 0.777 -0.26
carotid 1.374 1.376 -0.15
skull 2.329 2.331 -0.09
wrist 1.173 1.174 -0.09
liver_t1 2.582 2.581 0.05
liver_t2e1 1.722 1.727 -0.29
ped_chest 2.337 2.339 -0.09
sag_head 2.279 2.282 -0.13

Average 1.821 1.823 -0.13

From the results of this table, it is possible to infer that the effect of the new context

calculation on the compression efficiency is minimal. Actually, there is a slight loss in

compression efficiency, 0.13% on average, which can be considered negligible. In the

following sections the proposed context will be combined with all proposed contributions

to the MRP algorithm.
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4.2 Pixel-wise difference predictor

This contribution is related to the tests performed in Section 3.3, namely the pixel-wise

difference predictor. This predictor was implemented in MRP codec, allowing the use of

this prediction mode, before the compression stage on MRP.

As discussed before, the difference between pixels in a sequence can take values in the

range
]

−2b : 2b
[

, where b represents the original image bit depth. This means the residue

can have up to b + 1 bits-per-pixel. In an 8 bit-per-pixel sequence, as the ones used in

this research, the residue samples are in the range ]−256 : 256[.

The MRP codec however only allows the encoding of 8 bits-per-pixel images. If the residue

exceeds the range of values allowed in the 8 bits-per-pixel range, extra information must

be used. It was decided to transmit this extra information, because this situation rarely

occurs, not compressed.

The pixel-wise difference is calculated by subtracting two co-located pixels in adjacent

slices, as shown in Figure 3.5. If this difference is represented by 9 bits, the result is

truncated to 8 bits, and then it is normalized to be in the range [0 : 255]. The extra

information is calculated and transmitted without compression, as an 8 bit number.

Transmitting extra information without compression does not have much influence in

the coding efficiency, because the amount of pixels represented by 9 bits is negligible,

when compared to the total number of pixels. Table 4.2 presents the cost of the extra

information for several sequences.

Table 4.2: Number of lossy pixels in a sequence when using the pixel-wise difference
predictor and its transmission cost.

Sequence Width Height Frames Lossy pixels Cost (bpp)

skull 256 256 203 0 0.00
sag_head 256 256 58 0 0.00
carphone 352 288 382 320 6.60× 10−5

tempete 352 288 260 239 7.30× 10−5

MOBILE 352 288 300 299 7.90× 10−5

PeopleOnStreet 2560 1600 150 149 2.00× 10−6

Tennis 1920 1080 240 232 4.00× 10−6

ChinaSpeed 1024 768 500 499 1.00× 10−5

Performance evaluation of this prediction mode in combination with the succeeding con-

tributions made to MRP will be described in the following sections.
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4.3 Inter slice prediction

A sequence of frames, slices in our application, such as a medical image sequence, certainly

presents high levels of inter-slice redundancy. Since the early days of video compression,

with H.261 [63], video encoders have been exploiting inter-slice redundancy, which is one

of the main sources of their coding efficiency. State-of-the-art encoders, such as H.264 [19]

and HEVC, still heavily rely on this characteristic [22].

This way the use of inter-slice redundancy was an obvious characteristic to be exploited by

MRP. Inter-slice prediction support was developed for MRP algorithm, while maintaining

its coding structure. Inter-slice redundancy can be implemented in mainly, two ways:

• Uni-directional inter slice prediction;

• Bi-directional inter slice prediction, such as the ones used by H.264 and HEVC.

The main difference between these two modes of inter-slice prediction is that the bi-

directional prediction can handle, in a more efficient way, the uncovered regions of an

image. Both of these approaches will be implemented in MRP algorithm and described

in the following sections.

4.3.1 Uni-directional prediction

Initially the ability of using the previous slice, relative to the slice to encode, as refer-

ence was added to MRP. In order to achieve this goal, the original prediction scheme

was extended to include K2 pixels from the previous slice, when available. Thus, Equa-

tions 2.3 and 2.6 remain approximately the same.

Figure 4.1 shows the disposition of the reference pixels on the previous slice. Pixel p0 in

Figure 2.20 is co-located with the pixel p1 in Figure 4.1, in adjacent slices.

If we consider K1 to be the number of references used for the intra slice prediction and

K2 the number of references used for the inter slice prediction, the result of the prediction

from the m-th predictor is given bt Equation 4.4,

ŝ(0) =

K1
∑

k=1

a1m(k) · s(k) +

K2
∑

k=1

a2m(k) · sp(k), (4.4)

where a1m(k) is the prediction coefficient for current slice reference pixel, a2m(k) is the

prediction coefficient for the previous slice reference pixel, and sp(k) represents the k
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Figure 4.1: Reference pixels in the previous slice.

reference pixel in the reference slice. The context for the residue encoding is calculated

using Equation 4.1, as previously described.

4.3.2 Bi-directional prediction

Bi-directional inter-slice prediction is used, nowadays, by state-of-the-art encoders [20,22].

In this type of prediction both a previous and a following slice, not necessarily an adjacent

one, according to the viewing order, can be used for the inter-slice prediction.

This, however, requires that the coding order of the sequence must be different than the

display order, because it requires the prior decoding of reference frames to be decoded.

Typically, these types of slices require less bits to be encoded than I-type and P-type

slices.

Older video coding standards, such as MPEG-2 Video, also known as H.262, from the

Motion Picture Experts Group (MPEG) group [64], do not use B slices as references for

the prediction. Even so, in the recent encoding standards, such as H.264 and HEVC,

B-type slices can be used as references. Both of these cases will be discussed and tested,

we will refer to them as MPEG-2 B-type slices and HEVC B-types slices.

MPEG-2 B-type slices

MPEG-2 uses three types of slices, Intra (I), forward prediction slices (P) and bi-directional

prediction slices (B). The bidirectional prediction uses fixed references, meaning that

B-type slices cannot be used as references. This results on the prediction scheme showed

in Figure 4.2, for the case of two MPEG-2 B-type slices between references.

It can be seen from this figure that, when we use a higher number of MPEG-2 B slices

between the reference slices, some of the B-type slices will be further away from their
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Figure 4.2: Usual bidirectional prediction dependencies

references. This can result in lower quality references for the inter-slice prediction.

HEVC B-type slices

The state-of-art HEVC standard uses a different kind of bidirectional prediction than

MPEG-2. HEVC B-type slices can be used as a reference for the prediction of other slices

of the same type. A schematic example of this type of prediction is shown in Figure 4.3.

Figure 4.3: HEVC bidirectional prediction scheme [22].

It is possible to see that in this case, references for HEVC B-type slices can be closer, for

the same number of B slices between references, than in the MPEG-2 case, which may

result in a better prediction efficiency.

As mentioned before, both of these approaches have been tested on MRP. Thus, it was

possible to assess if the current state-of-the-art bi-directional prediction, the one used by

H.264 and HEVC, also produces a more efficient compression results for MRP, than the

bi-directional prediction used by MPEG-2.

The bidirectional prediction scheme of MRP algorithm will be extended as described in

Section 4.3.1 for the two reference slices case. In both used reference slices, the reference

will be positioned around the co-located pixel, as in Figure 4.1.

In this case we have three slices to consider for the prediction. Hence, we have K3 reference

pixels used for the intra prediction, K4 reference pixels used for one of the reference slices
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and K5 for the other (in our experiments K4 and K5 are the same). Considering this,

the result of the prediction from the m-th predictor in a HEVC type B slice is given by

Equation 4.5.

ŝ(0) =

K3
∑

k=1

a3m(k) · s(k) +

K4
∑

k=1

a4m(k) · sb1(k) +

K5
∑

k=1

a5m(k) · sb2(k), (4.5)

where a3m(k) is the prediction coefficient for a given same slice reference pixel, a4m(k)

and a5m(k) are the prediction coefficients for the reference pixels in each of the reference

slices, and sb1(k) and sb2(k) are the k reference pixel in each of the reference slices. The

context calculation is also extended accordingly, as seen in Equation 4.6,

U =

K3
∑

k=1

1

δ3k
|s(k)− ŝ(k)|+

K4
∑

k=1

1

δ4k
|sb1(k)− ŝb1(k)|+

K5
∑

k=1

1

δ5k
|sb2(k)− ŝb2(k)| , (4.6)

where s(k) is the real value of the reference pixel and ŝ(k) is the prediction obtained for

the same reference pixel. δ3k is calculated in a similar way as in Equation 4.2, while δ4k

and δ5k are calculated as in Equation 4.3. As stated in Section 4.1, U is used to determine

the context modelling for the arithmetic encoder.

4.3.3 Experimental Results

We will now proceed with an analysis of the compression efficiency added by the intro-

duction of the inter-slice prediction support to MRP. For easier consultation the number

of reference pixels are as follow:

• K0 : number of intra reference pixels used in the I-type slices;

• K1 : number of intra reference pixels used in the P-type slices;

• K2 : number of inter reference pixels used in the P-type slices;

• K3 : number of intra reference pixels used in the B-type slices;

• K4, K5 : number of inter reference pixels, for the two reference slices, used in the

B-type slices.

The actual values of the references used will be determined in the following sections. In

the following experiments the distance between slices, D, is assumed to be 1, later on this
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value will be further discussed, and K0 is 30, as calculated by the original MRP algorithm,

using the spatial dimensions of the input sequences.

Uni-directional prediction results

The first step taken in the experimental procedure, to analyse the uni-directional predic-

tion influence, was to determine the optimal combination of the parameters K1 and K2.

An exhaustive set of tests were performed to determine the combination that resulted in

the most efficient compression rate for each sequence. Table 4.3 shows the results of this

optimisation for each sequence.

Table 4.3: Optimisation of the K1 and K2 parameters for each sequence.

Sequence K1 K2 Best Result (in bpp)

Aperts 12 13 0.539
carotid 20 25 1.049
skull 12 25 1.529
wrist 12 25 0.728
liver_t1 12 25 1.657
liver_t2e1 20 25 1.212
ped_chest 12 13 1.227
sag_head 6 13 1.576

The optimal set of parameters K1 and K2 obtained for each sequence were then applied

to the other sequences. This way we intend to determine the optimal K1 and K2 pair, on

average, for all the sequences. These results are shown in Table 4.4.

Table 4.4: Compression results of the optimised K1 and K2 parameters (in bpp).

Sequence
K1 = 6
K2 = 13

K1 = 12
K2 = 13

K1 = 12
K2 = 25

K1 = 20
K2 = 25

Aperts 0.539 0.539 0.539 0.544
carotid 1.087 1.059 1.055 1.049
skull 1.536 1.534 1.529 1.534
wrist 0.746 0.736 0.728 0.729
liver_t1 1.672 1.664 1.657 1.657
liver_t2e1 1.288 1.239 1.221 1.212
ped_chest 1.231 1.227 1.230 1.237
sag_head 1.576 1.577 1.582 1.586

Average 1.209 1.197 1.193 1.194

As can be inferred from this table, the optimal pair of K1 and K2 for all the sequences is

K1 = 12 and K2 = 25, with an average result of 1.193 bpp. The same experimental pro-
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cedure was repeated using the pixel-wise difference predictor, as can be seen in Tables 4.5

and 4.6.

Table 4.5: Optimisation of the K1 and K2 parameters for each sequence, using pixel-wise
difference predictor.

Sequence K1 K2 Best Result (in bpp)

Aperts 12 13 0.530
carotid 20 13 1.038
skull 12 13 1.251
wrist 12 25 0.641
liver_t1 20 25 1.479
liver_t2e1 30 25 0.926
ped_chest 12 13 1.095
sag_head 12 13 1.362

Table 4.6: Compression results of the optimised K1 and K2 parameters, using pixel-wise
difference predictor (in bpp).

Sequence
K1 = 12
K2 = 13

K1 = 12
K2 = 25

K1 = 20
K2 = 13

K1 = 20
K2 = 25

K1 = 30
K2 = 25

Aperts 0.530 0.532 0.532 0.535 0.538
carotid 1.043 1.044 1.038 1.040 1.042
skull 1.251 1.253 1.253 1.256 1.262
wrist 0.645 0.641 0.645 0.642 0.645
liver_t1 1.480 1.479 1.480 1.479 1.484
liver_t2e1 0.931 0.930 0.929 0.928 0.926
ped_chest 1.095 1.099 1.097 1.102 1.109
sag_head 1.362 1.366 1.365 1.369 1.375

Average 1.042 1.043 1.042 1.044 1.048

Table 4.6 shows that there are two pairs of K1 and K2 that, on average, have the best

compression efficiency, K1 = 12, K2 = 13 and K1 = 20, K2 = 13, with an average result

of 1.042 bpp.

It can be noticed that the results in each column of the tables are usually separated by less

that 0.01 bpp. Thus, if we slightly change the prediction order, the overall compression

efficiency will remain mostly unaffected. This way it was decided to keep the same pa-

rameters, with or without the pixel-wise difference predictor, hence K1 = 12 and K2 = 25

were chosen to be used from here on, for both cases.
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Bi-directional prediction results

The same optimisations, as before, were performed for the bi-directional prediction. In

the case of the bi-directional prediction, however, the number of parameters to optimise

is higher, namely K1, K2, K3, K4 and B, the number of B slices to use. This would result

in a very high number of possible combinations, so we will consider that K1 and K2 are

not correlated with K3 and K4. This is true if we choose a pair of K3 and K4 that does

not affect much the compression efficiency, meaning that B-type slices compression should

not have a poor performance, that is, when we are using higher values of B.

This way, in an initial test we will optimise the values of K1 , K2 and B, using the values

obtained for the type P frames in uni-directional prediction for K3 and K4, K3 = 12 and

K4 = K5 = 25, for both types of B type slices. The results of these optimisations are

shown in Tables 4.7 and 4.8.

Table 4.7: Optimisation of the K1, K2 and B parameters for each sequence, using MPEG-2
B-type slices.

Sequence K1 K2 B Best result (in bpp)

Aperts 20 13 1 0.508
carotid 30 13 1 1.005
skull 12 25 1 1.366
wrist 30 25 2 0.644
liver_t1 20 25 1 1.526
liver_t2e1 20 13 1 1.046
ped_chest 20 13 2 1.099
sag_head 12 13 1 1.391

Table 4.8: Optimisation of the K1, K2 and B parameters for each sequence, using HEVC
B-type slices.

Sequence K1 K2 B Best result (in bpp)

Aperts 20 5 5 0.500
carotid 30 13 4 1.006
skull 20 5 6 1.308
wrist 30 5 5 0.594
liver_t1 20 5 7 1.464
liver_t2e1 20 25 7 1.002
ped_chest 20 5 8 1.009
sag_head 12 13 9 1.339

We can clearly notice from these tables that, when the HEVC type bi-directional predic-

tion is used there are more B slices between references. This is expected as B-type slices
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can be used as references and, this way, the reference slices will be closer to any given B

slice.

Then the best values for each sequence were applied to other sequences, as before, to

determine the best possible combination. These results are shown in Tables 4.9 and 4.10.

Table 4.9: Compression results of the optimization of the K1, K2 and B parameters for
the MPEG-2 B-type slices (in bpp).

Sequence
K1 = 12
K2 = 13
B = 1

K1 = 12
K2 = 25
B = 1

K1 = 20
K2 = 13
B = 1

K1 = 20
K2 = 13
B = 2

K1 = 20
K2 = 25
B = 1

K1 = 30
K2 = 13
B = 1

K1 = 30
K2 = 25
B = 2

Aperts 0.508 0.509 0.508 0.530 0.510 0.511 0.535
carotid 1.024 1.022 1.009 1.072 1.010 1.005 1.071
skull 1.372 1.366 1.371 1.418 1.366 1.371 1.417
wrist 0.656 0.649 0.649 0.647 0.646 0.650 0.644
liver_t1 1.541 1.530 1.527 1.584 1.526 1.527 1.580
liver_t2e1 1.079 1.063 1.046 1.093 1.055 1.053 1.094
ped_chest 1.121 1.119 1.121 1.099 1.122 1.124 1.104
sag_head 1.391 1.393 1.392 1.695 1.392 1.393 1.697

Average 1.086 1.081 1.078 1.142 1.079 1.079 1.143

Table 4.10: Compression results of the optimization of the K1, K2 and B parameters for
HEVC B-type slices (in bpp).

Sequence
K1 = 12
K2 = 13
B = 9

K1 = 20
K2 = 5
B = 5

K1 = 20
K2 = 5
B = 6

K1 = 20
K2 = 5
B = 7

K1 = 20
K2 = 5
B = 8

K1 = 20
K2 = 25
B = 7

K1 = 30
K2 = 5
B = 5

K1 = 30
K2 = 13
B = 4

Aperts 0.509 0.500 0.504 0.504 0.502 0.504 0.502 0.508
carotid 1.019 1.016 1.010 1.019 1.016 1.019 1.014 1.006
skull 1.357 1.320 1.308 1.320 1.320 1.321 1.318 1.353
wrist 0.607 0.598 0.599 0.599 0.599 0.600 0.594 0.602
liver_t1 1.512 1.496 1.505 1.464 1.495 1.467 1.492 1.498
liver_t2e1 1.043 1.023 1.036 1.004 1.039 1.002 1.028 1.018
ped_chest 1.018 1.010 1.022 1.020 1.009 1.020 1.010 1.037
sag_head 1.339 1.501 1.360 1.345 1.408 1.345 1.502 1.365

Average 1.050 1.058 1.043 1.034 1.049 1.035 1.058 1.048

From these tables we can conclude that the optimal combination, in terms of compression

efficiency, using the MPEG-2 B-type slices, is K1 = 20, K2 = 13 and B = 1, which gives

an average of 1.078 bpp. The optimal combination for the compression efficiency for the

HEVC type B slices is K1 = 20, K2 = 5 and B = 7, with an average of 1.034 bpp for the

compression.

Comparing both results, as expected for a more recent technique, we can see that the bi-

directional prediction using HEVC B-type slices results in a more efficient compression.
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The two different types of B slices have a difference in compression efficiency of roughly

0.05 bpp on average. We can also see that K2 is much lower for the case of HEVC B-type

slices, which is a consequence of the distance between P-type slices that is higher for the

HEVC type bi-directional prediction, meaning that the prediction will rely more on its

intra reference pixels.

The optimisation of the remaining parameters, K3 and K4, is shown in Tables 4.11

and 4.12, for MPEG-2 B-type slices and HEVC B-type slices, respectively. Like before,

the best values for each sequence were then applied to other sequences, to determine the

best average combination. These results are shown in Tables 4.13 and 4.14.

Table 4.11: Optimisation of the K3 and K4 parameters for each sequence, using MPEG-2
B-type slices.

Sequence K3 K4 Best result (in bpp)

Aperts 6 13 0.498
carotid 12 13 1.000
skull 6 5 1.348
wrist 6 13 0.641
liver_t1 6 13 1.511
liver_t2e1 12 13 1.035
ped_chest 2 5 1.093
sag_head 6 13 1.382

Table 4.12: Optimisation of the K3 and K4 parameters for each sequence, using HEVC
B-type slices.

Sequence K3 K4 Best result (in bpp)

Aperts 12 13 0.491
carotid 20 13 1.000
skull 12 13 1.298
wrist 12 13 0.587
liver_t1 12 13 1.443
liver_t2e1 20 13 0.977
ped_chest 6 5 0.990
sag_head 6 13 1.331

Tables 4.13 and 4.14 show that the best results are obtained with K0 = 30, K1 = 20,

K2 = 13, K3 = 6, K4 = K5 = 13 and B = 1 for MPEG-2 type bi-directional prediction,

and with K0 = 30, K1 = 20, K2 = 5, K3 = 12, K4 = K5 = 13 and B = 7 for HEVC

type bi-directional prediction. As seen before, small changes in the prediction order, i.e.

the number of reference pixels, do not result in a high loss of compression efficiency, the

results in each column of the tables differ at most 0.02 bpp, for each table. The difference
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Table 4.13: Compression results of the optimization of the K3 and K4 parameters for the
MPEG-2 B-type slices (in bpp).

Sequence
K3 = 2
K4 = 5

K3 = 6
K4 = 5

K3 = 6
K4 = 13

K3 = 12
K4 = 13

Aperts 0.501 0.500 0.498 0.500
carotid 1.014 1.012 1.002 1.000
skull 1.349 1.348 1.348 1.351
wrist 0.650 0.647 0.641 0.641
liver_t1 1.515 1.515 1.511 1.514
liver_t2e1 1.045 1.043 1.040 1.035
ped_chest 1.093 1.094 1.100 1.104
sag_head 1.383 1.384 1.382 1.383

Average 1.069 1.068 1.065 1.066

Table 4.14: Compression results of the optimization of the K3 and K4 parameters for
HEVC B-type slices (in bpp).

Sequence
K3 = 6
K4 = 5

K3 = 6
K4 = 13

K3 = 12
K4 = 13

K3 = 20
K4 = 13

Aperts 0.495 0.492 0.491 0.494
carotid 1.050 1.026 1.008 1.000
skull 1.314 1.298 1.298 1.301
wrist 0.616 0.593 0.587 0.589
liver_t1 1.467 1.449 1.443 1.446
liver_t2e1 1.045 1.019 0.984 0.977
ped_chest 0.990 0.992 0.994 0.999
sag_head 1.335 1.331 1.332 1.334

Average 1.039 1.025 1.017 1.018

in the compression efficiency between both types of bi-directional prediction is also small,

roughly 0.05 bpp.

In Section 4.3.1 we have seen that the compression efficiency using pixel-wise difference

predictor is not much affected by changing the number of reference pixels. Therefore, for

the bi-directional prediction, the order of the prediction will remain the same, with and

without the use of pixel-wise difference predictor.

4.3.4 Distance between slices

To finalise the inter-slice prediction experimental evaluation it is still needed to assess the

influence of the inter-slice distance parameter, D. The distance between slices, D, will be

tested for both uni-directional and bi-directional prediction, using the optimal parameters
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previously obtained.

Distance between slices in uni-directional prediction

The results of this optimisation are shown in Tables 4.15 and 4.16, without and with

the use of the pixel-wise difference predictor, respectively. The parameters used for the

encoding process were K1 = 12 and K2 = 25, as stated in Section 4.3.3.

Table 4.15: Optimization of the parameter D for uni-directional prediction (results in
bpp).

Sequence D = 0.1 D = 0.5 D = 1 D = 2 D = 5 D = 10

Aperts 0.539 0.539 0.539 0.540 0.541 0.542
carotid 1.055 1.055 1.055 1.057 1.057 1.058
skull 1.529 1.529 1.529 1.531 1.533 1.534
wrist 0.728 0.728 0.728 0.729 0.730 0.731
liver_t1 1.657 1.657 1.657 1.658 1.662 1.664
liver_t2e1 1.221 1.221 1.221 1.223 1.226 1.224
ped_chest 1.230 1.230 1.230 1.231 1.231 1.233
sag_head 1.582 1.582 1.582 1.585 1.588 1.590

Average 1.193 1.193 1.193 1.194 1.196 1.197

Table 4.16: Optimization of the parameter D for uni-directional prediction, using pixel-
wise difference predictor (results in bpp).

Sequence D = 0.1 D = 0.5 D = 1 D = 2 D = 5 D = 10

Aperts 0.532 0.532 0.532 0.533 0.533 0.534
carotid 1.044 1.044 1.044 1.043 1.043 1.043
skull 1.253 1.253 1.253 1.253 1.254 1.254
wrist 0.641 0.641 0.641 0.641 0.642 0.642
liver_t1 1.479 1.479 1.479 1.479 1.480 1.480
liver_t2e1 0.930 0.930 0.930 0.931 0.930 0.930
ped_chest 1.099 1.099 1.099 1.099 1.099 1.099
sag_head 1.366 1.366 1.366 1.367 1.368 1.369

Average 1.043 1.043 1.043 1.043 1.044 1.044

Different values of D were tested, namely 0.1, 0.5, 1, 2, 5, 10, as can be seen in the

tables. Thus we can see that, the higher the value of D the less efficient the compression

becomes, in both tables. It also can be noticed that for values of D equal or less than

1, the results remain the same, in both tables. Thus, the inter-slice distance parameter

for the uni-directional prediction was set to D = 1. Once again, it can be observed that

changes in this parameter results in variations of the compression efficiency lower than

0.005 bpp, so there is no need to rigidly set this parameter.
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Distance between slices in bi-directional prediction

In a similar way to that described in the previous section, the inter-slice parameter was

tested for the bi-directional prediction. However, there is a slight difference in this case,

due to the fact that, if the distance between reference slices is not the same for all slices,

a problem arises. In fact, although for P-type slices the distance to their reference slices

is the same, except the last one that can have a different distance. This notwithstanding

is not the case for the B-type slices. Each of the B-type slices, between P-type slices, will

have different distances to their reference slices.

In preliminary tests we used the same distance for all types of slices, as before. The results

of these tests are shown in Tables 4.17 and 4.18. In these tables the number of reference

pixels used are the ones determined in Section 4.3.3 for each case.

Table 4.17: Optimization of the parameter D for MPEG-2 bi-directional prediction (re-
sults in bpp).

Sequence D = 0.1 D = 0.5 D = 1 D = 2 D = 5 D = 10

Aperts 0.498 0.498 0.498 0.499 0.500 0.500
carotid 1.002 1.002 1.002 1.002 1.001 1.002
skull 1.348 1.348 1.348 1.347 1.349 1.350
wrist 0.641 0.641 0.641 0.642 0.643 0.643
liver_t1 1.511 1.511 1.511 1.513 1.514 1.516
liver_t2e1 1.040 1.040 1.040 1.038 1.039 1.038
ped_chest 1.100 1.100 1.104 1.100 1.102 1.103
sag_head 1.382 1.382 1.382 1.383 1.384 1.385

Average 1.065 1.065 1.066 1.065 1.066 1.067

Table 4.18: Optimization of the parameter D for HEVC bi-directional prediction (results
in bpp).

Sequence D = 0.1 D = 0.5 D = 1 D = 2 D = 5 D = 10

Aperts 0.491 0.491 0.491 0.491 0.490 0.491
carotid 1.008 1.008 1.008 1.008 1.006 1.008
skull 1.298 1.298 1.298 1.297 1.296 1.295
wrist 0.587 0.587 0.587 0.587 0.588 0.588
liver_t1 1.443 1.443 1.443 1.444 1.444 1.445
liver_t2e1 0.984 0.984 0.984 0.984 0.985 0.983
ped_chest 0.994 0.994 0.994 0.995 0.994 0.998
sag_head 1.332 1.332 1.332 1.331 1.333 1.333

Average 1.017 1.017 1.017 1.017 1.017 1.018

The preliminary results show, once again, that the distance parameter, D, does not have

much influence in the compression efficiency, with the results in the tables columns chang-
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ing less than 0.002 bpp, on average for each table. It is also possible to conclude that in

the bi-directional prediction, in opposition of what happens in uni-directional prediction,

higher values of D present the most efficient compression. This is more noticeable in the

HEVC type bi-directional prediction, due to the greater distance between B-type slices

and their references.

As the results show that the distance parameter does not have much influence in the

compression efficiency the value D = 1 was set. As stated before, the same distance,

D = 1 will be used with the pixel-wise difference predictor.

4.4 Motion compensation

In most video encoders, such as H.264 [20] and HEVC, [22], inter-slice prediction mainly

relies on motion estimation and compensation. There are several techniques to compen-

sate the motion between slices. However, the most common is the motion estimation

that uses vectors to represent the motion of blocks. Figure 4.4, represents two slices of a

sequence where the right slice is to be encoded and left slice is the reference. The best

match for the blocks on the right side slice are searched in the left slice. In order to

perform the inter-slice prediction the motion vectors of each block are transmitted.

Figure 4.4: Motion compensation example [65].

Medical sequences are not known to have much movement, as the internal organs are

not expected to shift during an examination. However, there might be some differences

between slices that can be corrected by using motion compensation.

Therefore, it is expected that if we use motion compensation to place the reference pixels,

see Figure 4.1, in a more appropriate way on the reference slices the compression efficiency
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might be improved. In this approach, the slices are divided into fixed sized blocks and a

block-matching motion compensation is performed. At this stage the motion compensa-

tion can be done in two ways: prior to the encoding process or in the encoding process

loop, in order to optimise the placement; both of these methods were tested in MRP.

During our most recent review of the state-of-the-art, two papers describing a similar

method for MRP were found, [66, 67], namely using inter-slice prediction with motion

compensation. There are, however, some differences in the implementations, for instance

in the context calculation, which will be explained in the following sections.

4.4.1 Experimental results

In order to assess the efficiency added by the motion compensation, common natural

test sequences were used for the initial experiments, as this type of sequences exhibit

more movement than medical sequences and we have a baseline reference in [67]. For

the experimental tests, blocks of size 4-by-4, 8-by-8, 16-by-16 and 32-by-32 pixels were

used, and the cost of the encoding the motion vectors were not taken into account in

this preliminary results. Bi-directional prediction in MRP was used with the following

parameters: K0 = 30, K1 = 20, K2 = 25, K3 = 20, K4 = 13 and K5 = 13; the

same as used in [67], with three B type slices between references following the HEVC type

scheme. In [67], however, Variable Block Size (VBS) is used for the motion compensation.

The results for both approaches are shown in Table 4.19, for the motion compensation

outside of the encoding loop, and Table 4.20 for the in-loop motion compensation. In

these tables the two first columns represent the results of [67] and of HEVC type bi-

directional prediction from Section 4.3. The remaining columns represent the HEVC

type bi-directional prediction with motion compensation with the represented block-size.

Tables 4.21 and 4.22 show the percentage difference to the results of [67].

Table 4.19: Motion compensation compression results for natural sequences (in bpp).

Sequence [67] No MC 4-by-4 8-by-8 16-by-16 32-by-32

Carphone 2.669 3.053 2.751 3.075 3.127 3.136
Container 2.257 2.281 2.333 2.336 2.311 2.291
Foreman 2.757 2.820 2.769 2.944 2.968 3.011
Mobile 3.507 3.678 3.984 3.817 3.759 3.768
News 1.329 1.337 1.302 1.348 1.366 1.370
Tempete 3.292 3.335 3.571 3.523 3.480 3.468

Average 2.635 2.751 2.785 2.840 2.835 2.840

First only the HEVC type bi-directional prediction is compared, with and without motion

compensation. From these tables, it is possible to infer that, on average, only the in-loop



76 Chapter 4. Proposed Methods in Minimum Rate Predictors

Table 4.20: In-loop motion compensation compression results for natural sequences (in
bpp).

Sequence [67] No MC 4-by-4 8-by-8 16-by-16 32-by-32

Carphone 2.669 3.053 2.749 3.040 3.058 3.049
Container 2.257 2.281 2.265 2.312 2.298 2.285
Foreman 2.757 2.820 2.555 2.807 2.822 2.822
Mobile 3.507 3.678 3.781 3.703 3.671 3.663
News 1.329 1.337 1.353 1.328 1.332 1.336
Tempete 3.292 3.335 3.369 3.405 3.357 3.331

Average 2.635 2.751 2.679 2.766 2.756 2.748

Table 4.21: Percentage of compression efficiency difference between the proposed motion
compensation and the results of [67].

Sequence No MC 4-by-4 8-by-8 16-by-16 32-by-32

Carphone -14.4 -3.1 -15.2 -17.2 -17.5
Container -1.1 -3.4 -3.5 -2.4 -1.5
Foreman -2.3 -0.4 -6.8 -7.7 -9.2
Mobile -4.9 -13.6 -8.8 -7.2 -7.4
News -0.6 2.0 -1.4 -2.8 -3.1
Tempete -1.3 -8.5 -7.0 -5.7 -5.3

Average -4.4 -5.7 -7.8 -7.6 -7.8

Table 4.22: Percentage of compression efficiency difference between the proposed in-loop
motion compensation and the results of [67].

Sequence No MC 4-by-4 8-by-8 16-by-16 32-by-32

Carphone -14.4 -3.0 -13.9 -14.6 -14.2
Container -1.1 -0.4 -2.4 -1.8 -1.2
Foreman -2.3 7.3 -1.8 -2.4 -2.4
Mobile -4.9 -7.8 -5.6 -4.7 -4.4
News -0.6 -1.8 0.1 -0.2 -0.5
Tempete -1.3 -2.3 -3.4 -2.0 -1.2

Average -4.4 -1.7 -5.0 -4.6 -4.3

motion compensation with blocks of 4-by-4 and 32-by-32 pixels show improvements in the

compression efficiency. Nevertheless, as explained before the cost of encoding the motion

vectors was not taken into account, so we have a small margin of 0.072 bpp and of 0.003

bpp, for blocks of 4-by-4 and 32-by-32 pixels, respectively.

We will now compare the results from [67] and the results from the HEVC bi-directional

prediction without motion compensation. From these tables we can observe a loss in

compression efficiency for all the sequences, with the results for the Carphone sequence
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showing the highest loss, of 14.4% or 0.38 bpp. This higher difference for the Carphone

sequence can be explained by the higher compression efficiency gain this sequence has,

resulting from the motion compensation when comparing, for instance, columns ’No MC’

and ’4-by-4’, with a gain of 0.30 bpp1. Overall, when the results of ’No MC’ are compared

with the results of [67] there is a loss of 4.4%, or 0.12 bpp, in compression efficiency.

It is worth noticing the similarity of the results in both cases, when we consider that

our method method does not have the added computational complexity of the motion

estimation.

Given the low margin of the gains in efficiency added by the motion compensation versus

the cost in computational complexity this method was not adopted, as it is expected that

the margins, to exist, would be even lower for the medical sequences.

4.5 Optimal compression plane in MRP Video

In Section 3.2.3 we described an algorithm by Anmin Liu, et al [55,56], to automatically

choose the best plane to align the slices for the encoding process. The Optimal Compres-

sion Plane (OCP) algorithm was already tested in the original version of MRP. As several

improvements to the MRP algorithm have been performed, it is of interest to evaluate

the impact of the OCP algorithm for MRP with inter-slice prediction.

In Table 3.9, the third column shows that the OCP algorithm only chooses a different

compression plane for four of the medical sequences, regarding to inter-slice prediction,

thus, only those four sequences will be evaluated. Table 4.23 shows the compression

results using MRP with and without the use of OCP algorithm, for the uni-directional

and bidirectional prediction, with the parameters set in Section 4.3. In this table, the

results for the video encoder with the highest compression efficiency, HEVC RExt Random

Access, are also shown. In Chapter 3, we did not use all the slices in the sequences, in

order to adapt the pre-processing techniques to the encoders. One of these techniques was

the OCP algorithm, then the number of used slices is the same as described in Chapter 3.

From this table, it can be observed a slight loss in compression efficiency when only the

uni-directional prediction in MRP is considered, roughly 0.01 bpp. The same happens for

the bi-directional prediction, although showing a higher efficiency loss of almost 0.2 bpp.

This result is also supported by the results obtained for HEVC RExt, which shows a

loss in compression efficiency of 0.17 bpp. In papers [55, 56], the authors also did not

consider the bi-directional prediction when using H.264, which leads us to conclude that

the algorithm is not efficient in those cases. Given that the algorithm resulted in a lower

1Once again the motion vectors cost is not taken into account.
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compression efficiency, the use of OCP was not included in the final implementation of

MRP.

Table 4.23: Compression results for inter-slice prediction using OCP (in bpp).

MRP MRP + OCP

Sequences HEVC RExt Uni Bi HEVC RExt + OCP Uni Bi

carotid 1.383 1.027 0.979 1.391 1.081 1.068
skull 1.822 1.587 1.344 2.038 1.489 1.486
ped_chest 1.515 1.214 0.986 1.713 1.269 1.269
sag_head 1.771 1.602 1.348 2.036 1.607 1.607

Average 1.623 1.357 1.164 1.794 1.362 1.358

4.6 Contributions comparison

In this research, several improvements were performed to the original MRP algorithm, in

order to add inter-slice prediction support, and thus improving the compression efficiency.

Two types of inter-slice prediction were added to MRP, uni-directional prediction, using

only one slice as reference, and bi-directional prediction, using two slices as references. In

the case of the bi-directional prediction two modes are used, MPEG-2 type bi-directional

prediction and HEVC type bi-directional prediction, where B-type slices were also be used

as inter-slice prediction references.

In Table 4.24 the optimal parameters for MRP, determined for the various types of in-

ter-slice prediction, are shown. These are the values that will be used when referring to

a given type of inter-slice prediction.

Table 4.24: Optimal parameters used in the various types of inter-slice prediction.

Prediction type K0 K1 K2 K3 K4 K5 B D

Uni-directional
30

12 25 - - - 0
1MPEG-2 20 13 6 13 13 1

HEVC 20 5 12 13 13 7

Table 4.25 shows the various contributions improvements, in terms of compression ef-

ficiency. The results of the use of pixel-wise difference predictor are also shown. In

Table 4.26 the percentage gain of each improvement is shown, when compared to the

original MRP algorithm (in Table 2.3).

These tables show that all the contributions result on the increase of the compression

efficiency, with percentage gains ranging from 34.5% to 46.1%, on average, when compared

to the original MRP algorithm.
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Table 4.25: Comparison of the improvements made to MRP (results in bpp).

Sequence
MRP

Uni-pred

MRP
Uni-pred

Diff

MRP
MPEG-2
Bi-pred

MRP
MPEG-2

Bi-pred Diff

MRP
HEVC
Bi-pred

MRP
HEVC

Bi-pred Diff

Aperts 0.539 0.532 0.498 0.521 0.491 0.517
carotid 1.055 1.044 1.002 0.960 1.008 0.959
skull 1.529 1.253 1.348 1.205 1.298 1.185
wrist 0.728 0.641 0.641 0.616 0.587 0.604
liver_t1 1.657 1.479 1.511 1.432 1.443 1.406
liver_t2e1 1.221 0.930 1.040 0.895 0.984 0.870
ped_chest 1.230 1.099 1.100 1.052 0.994 1.044
sag_head 1.582 1.366 1.382 1.299 1.332 1.271

Average 1.193 1.043 1.065 0.997 1.017 0.982

Table 4.26: Percentage of compression efficiency gains of the MRP proposed improve-
ments.

Sequence
MRP

Uni-pred

MRP
Uni-pred

Diff

MRP
MPEG-2
Bi-pred

MRP
MPEG-2

Bi-pred Diff

MRP
HEVC
Bi-pred

MRP
HEVC

Bi-pred Diff

Aperts 30.4 31.3 35.7 32.7 36.6 33.3
carotid 23.2 24.0 27.1 30.2 26.6 30.2
skull 34.4 46.2 42.1 48.3 44.3 49.1
wrist 37.9 45.3 45.4 47.5 49.9 48.5
liver_t1 35.8 42.7 41.5 44.5 44.1 45.5
liver_t2e1 29.1 46.0 39.6 48.0 42.8 49.5
ped_chest 47.4 53.0 52.9 55.0 57.5 55.3
sag_head 30.6 40.1 39.4 43.0 41.6 44.2

Average 34.5 42.7 41.5 45.2 44.1 46.1

It is also possible to observe, as expected, that the best results are obtained when the

HEVC with bi-directional prediction and the pixel-wise difference predictor is used, with

0.98 bpp, on average, corresponding to a 46.1% gain in compression efficiency, or approx-

imately 0.8 bpp. Therefore, on the following comparisons only the HEVC bi-directional

prediction will be considered, with and without the pixel-wise difference predictor.

4.6.1 Comparison with state-of-the-art lossless encoders

In this section we will compare the contributions results with state-of-the-art lossless

encoders. The compression results of the pixel-wise difference will also be shown. These

results can be seen in Table 4.27, where the original MRP algorithm and HEVC RExt are

used, given that in the previous chapters they were the ones with the better compression
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efficiency.

Table 4.27: Comparison of the proposed alterations to MRP with the original encoder
and HEVC RExt (results in bpp).

Sequence
HEVC
RExt

HEVC
RExt
Diff

MRP
MRP
Diff

MRP
HEVC
Bi-pred

MRP
HEVC

Bi-pred Diff

Aperts 0.728 0.673 0.775 0.624 0.491 0.517
carotid 1.424 1.272 1.374 1.144 1.008 0.959
skull 1.766 1.445 2.329 1.640 1.298 1.185
wrist 1.002 0.861 1.173 0.844 0.587 0.604
liver_t1 2.052 1.852 2.582 1.756 1.443 1.406
liver_t2e1 1.509 1.228 1.722 1.305 0.984 0.870
ped_chest 1.536 1.302 2.337 1.344 0.994 1.044
sag_head 1.748 1.510 2.279 1.785 1.332 1.271

Average 1.471 1.268 1.821 1.305 1.017 0.982

At the end of Chapter 2, we have seen that the lossless encoder with the higher compres-

sion efficiency was HEVC RExt. In Chapter 3, several pre-processing techniques, that

improved the compression efficiency of all encoders, were studied, and we were able to im-

prove the compression efficiency of MRP, but the compression efficiency of HEVC RExt

was also improved and it remained, by a small margin, the most efficient lossless encoder,

when encoding the pixel-wise difference.

The current results in Table 4.27 show that we were able to surpass the compression ef-

ficiency of HEVC RExt, with and without the use of the pixel-wise difference predictor.

Regarding to HEVC RExt using pixel-wise difference we have a gain in compression effi-

ciency of 22.6%, on average, due to a difference of 0.29 bpp. If we consider the original

HEVC RExt in comparison to our best result, we have a compression efficiency gain of

32.2%, on average, due to a difference of 0.49 bpp.

4.7 Summary

In this chapter we have proposed several contributions to the MRP original algorithm. We

started by adjusting the calculation of the context to the contributions we were planning,

namely for the inter-slice prediction. Then we proceed to add the inter-slice prediction

support to MRP, using two types of prediction: uni-directional and bi-directional predic-

tion. One of the advantages of bi-directional prediction is that we might perform an easier

prediction of objects that were not present previously. Inside the bi-directional prediction

we have two modes, MPEG-2 type B slices and HEVC type B slices. The main difference
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between these modes is that the HEVC type B slices can be used as reference slices to

other slices of the same type. Our experimental results showed, as expected, that the best

results happen when using the HEVC type bi-directional prediction.

Other contributions were tested in MRP, namely motion compensation, to better place

the reference pixels on a reference slice, and the use of OCP algorithm, to better choose

the optimal compression plane for the video encoding. However, both of these contribu-

tions did not improve the overall compression efficiency of the MRP algorithm and were,

therefore, not included in the final version.
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Chapter 5

Conclusions

Medical imaging technologies have known a huge development in recent decades. This

led to a more extensive use of medical images in medicine in general, mainly with the

objective of having more informed diagnosis. As stated in Chapter 1, the resulting exams

need to be kept for several years. These facts have led to an extra pressure to the medical

images archiving databases, with the consequently increase of storage costs. Thus, the

need for compression of medical images is an active topic in image processing research.

DICOM standard recommended lossless encoders do not include inter-slice prediction in

their algorithms. This opens several paths for research in medical imaging compression.

As one of the more efficient lossless compression algorithms, the MRP encoder was chosen

has a starting point for this work.

Initially, in Chapter 3, we proposed different processing techniques to better adapt the

input images to the characteristics of the MRP algorithm. Two of the techniques that had

a higher impact on the compression efficiency were the changing of the slices orientation

for the compression process and the pixel-wise difference predictor. In the first, we simply

change the slices alignment to other than the usual XY one. This changes the images

characteristics and some of the usual XY inter-slice redundancy can then be spatially

exploited in the encoder. It was shown that the best plane in which to align slices was

the YZ plane. Changing the orientation of the slices led to an increase of the compression

efficiency of 25.9%, or 0.47 bpp, for MRP.

However, the most efficient processing technique was the pixel-wise difference predictor.

This is a simple inter-slice predictor that performs a difference between co-located pixels

in adjacent slices (see Figure 3.5). The resulting residual image, that for the used images

has eight bits-per-pixel, is provided to the encoders. By using this predictor we expect to

exploit the inter-slice redundancy of medical images, even when using intra encoders, like

MRP. Using this predictor led to an increase of compression efficiency in MRP of 27.9%,



84 Chapter 5. Conclusions

or 0.51 bpp, on average.

In Chapter 2 it was shown that the encoder with the highest compression efficiency for the

used medical images was HEVC RExt with its Random Access Profile, with 1.47 bpp on

average. At this point the result obtained for MRP with the pixel-wise difference predictor

was 1.31 bpp. However, considering the application of this predictor prior to the encoding

in HEVC RExt, the obtained average result was 1.28 bpp. Therefore, HEVC RExt was

still the encoder with the highest compression efficiency, when considering the use of the

proposed techniques.

Another technique worth mention is the histogram packing. It was shown that this

technique did not work for the used images. However, with medical images of higher

resolution and bit-depth, in the case of JPEG-LS, it was shown that it can increase

the compression efficiency of the encoder by up to 54.8%. Thus, this is an interesting

technique to take into account in future MRP implementations.

Considering the efficient compression obtained by MRP when using the proposed pro-

cesing techniques, when compared for instance with HEVC RExt, the next aim of this

work was to contribute to this algorithm. Thus, in Chapter 4 the first objective was to

add inter-slice prediction support to this encoder, as it was shown that it could enhance

the compression efficiency.

For inter-slice prediction, the algorithms of the encoder were basically extended to add

support to reference pixels in a previous slice, using the support shown in Figure 4.1. This

support was placed around the co-located pixel in the reference slice. Optimisations were

performed resulting in the optimal values for the prediction parameters. Using the optimal

parameters, the compression efficiency of MRP was increased by 34.5%, surpassing the

results obtained with the processing techniques.

State-of-the-art video encoders employ even more slice references for the inter-slice pre-

diction. Hence, bi-directional prediction support was also added to MRP, regarding two

different cases: MPEG-2 and HEVC B-type slices, using the same reference pixels sup-

port as in the unidirectional prediction case. Once again, optimisations were made that

provided the optimal values for the prediction parameters. The results show that the

compression efficiency was increased, on average, by 41.5%, for MPEG-2 B slices, and by

44.1%, for HEVC B slices, when compared with MRP original algorithm. As expected,

given that it is a more recent standard, the HEVC B-type slices result in a higher compres-

sion efficiency than the MPEG-2 B-type slices. This is explained by the higher proximity

between reference slices in the HEVC B slices case.

Finally, the pixel-wise difference predictor of Chapter 3 was also implemented in MRP.

In this implementation, it was taken into account the possibility of the resulting residuals
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having nine bits-per-pixel and it was shown that usually the number of pixels that cannot

be represented by 8 bits is very low. The compression performance was improved with this

predictor by 12.6%, for the uni-directional prediction, and by 3.4%, for the HEVC type

bi-directional prediction. The best result was obtained by using the HEVC B-type slices

and pixel-wise difference predictor in MRP , with 0.98 bpp. Comparing this result with

DICOM and state-of-the-art encoders we have a compression efficiency gain of 57.1%,

regarding to JPEG-LS, and of 33.2%, regarding to HEVC RExt (23.4% if we consider

HEVC RExt using the pixel-wise difference predictor), on average.

The research presented in this dissertation showed that the currently used lossless en-

coders in the DICOM standard cannot compete with more recent state-of-the-art en-

coders. Namely, HEVC RExt with its Random Access profile has a compression efficiency

35.8% better than that of JPEG-LS. Also the contributions made in this work were able

to improve the compression efficiency of MRP and surpass that of HEVC RExt. Thus

having the best compression efficiency of the encoders under study.

In future work the extension of the MRP to encode images with bit depths up to 16

bits-per-pixel will be performed. In connection with this, histogram packing will also

be further studied and applied in the MRP algorithm. Additionally, different template

formats for the reference pixels positions will be analysed.
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Appendix A

Medical Sequences

(a) Slice 0. (b) Slice 48 (c) Slice 96

Figure A.1: Slices of the CT Aperts sequence [33].

(a) Slice 0. (b) Slice 37 (c) Slice 73

Figure A.2: Slices of the CT carotid sequence [33].
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(a) Slice 0. (b) Slice 101 (c) Slice 202

Figure A.3: Slices of the CT skull sequence [33].

(a) Slice 0. (b) Slice 91 (c) Slice 182

Figure A.4: Slices of the CT wrist sequence [33].

(a) Slice 0. (b) Slice 29 (c) Slice 57

Figure A.5: Slices of the MR liver_t1 sequence [33].
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(a) Slice 0. (b) Slice 29 (c) Slice 57

Figure A.6: Slices of the MR liver_t2e1 sequence [33].

(a) Slice 0. (b) Slice 38 (c) Slice 75

Figure A.7: Slices of the MR ped_chest sequence [33].

(a) Slice 0. (b) Slice 29 (c) Slice 57

Figure A.8: Slices of the MR sag_head sequence [33].
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Appendix B

Histogram Packing Detailed Results

Table B.1: Number of values actually present in the medical images from [61].

Sequence Type Height Width Depth
Expected

Values
Used Values

cr_17218 1792 2392 12 4096 2068

cr_17220 2048 2500 12 4096 3186

cr_17222 2392 1792 12 4096 2939

cr_4503 2010 1670 10 1024 256

cr_4507 1760 1760 10 1024 1024

cr_4509 CR 2140 1760 10 1024 882

cr_pacem_1 1910 1716 16 65536 24180

cr_pacem_2 1965 1531 16 65536 28627

cr_rtg_jb 746 612 16 65536 3280

cr_siem_01_02 2128 1744 10 1024 913

cr_siem_14_02 2368 1760 10 1024 638

cr_slim_1 2031 1866 16 65536 26539

ct_135960_001 512 512 16 65536 2442

ct_135960_005 512 512 16 65536 2806

ct_17 512 512 12 4096 1883

ct_27154 512 512 12 4096 1300

ct_29513 340 340 12 4096 2570

ct_29920 CT 512 512 12 4096 1723

ct_3030 691 512 16 65536 778

ct_3071 512 512 16 65536 1696

ct_4006 512 512 16 65536 2100
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Table B.1 – continued from the previous page

Sequence Type Height Width Depth
Expected

Values
Used Values

ct_4087 512 512 16 65536 1731

ct_4165 512 512 16 65536 1735

ct_tk_kl_piers0021 512 512 16 65536 2644

mr_2321 512 512 16 65536 894

mr_2331 512 512 16 65536 893

mr_2337 512 512 16 65536 1047

mr_2371 512 512 16 65536 1415

mr_2412 512 512 16 65536 1300

mr_2807 MRI 256 256 16 65536 1858

mr_2882 512 512 16 65536 501

mr_2896 512 512 16 65536 604

mr_6624 256 256 16 65536 795

mr_6706 256 256 16 65536 1088

mr_6774 512 512 16 65536 1799

mr_6837 256 256 16 65536 1055

us_19773 480 640 8 256 256

us_27704 480 640 8 256 249

us_27743 480 640 8 256 246

us_28279 480 640 8 256 250

us_28282 480 640 8 256 247

us_28289 US 480 640 8 256 254

us_28322 480 640 8 256 213

us_28329 480 640 8 256 213

us_28348 480 640 8 256 217

us_3393 476 640 8 256 218

us_3403 484 584 8 256 256

us_3405 476 640 8 256 197

Table B.2: Compression results for images from [61], with and without histogram packing,
using JPEG-LS (results in bpp).

Sequence Original Histogram Compression Difference (in %)

cr_17218 5.226 4.813 7.9

cr_17220 3.788 3.797 -0.2

cr_17222 4.550 4.558 -0.2



101

Table B.2 – continued from the previous page

Sequence Original Histogram Compression Difference (in %)

cr_4503 4.734 2.877 39.2

cr_4507 2.189 2.254 -3.0

cr_4509 4.236 4.125 2.6

cr_pacem_1 10.904 9.628 11.7

cr_pacem_2 10.538 9.535 9.5

cr_rtg_jb 11.029 6.720 39.1

cr_siem_01_02 5.243 5.094 2.8

cr_siem_14_02 2.924 2.520 13.8

cr_slim_1 10.760 9.643 10.4

ct_135960_001 6.767 3.583 47.0

ct_135960_005 6.706 3.641 45.7

ct_17 4.599 4.044 12.1

ct_27154 2.600 2.037 21.7

ct_29513 4.829 4.708 2.5

ct_29920 4.617 3.927 14.9

ct_3030 11.493 5.196 54.8

ct_3071 9.034 4.817 46.7

ct_4006 11.290 6.254 44.6

ct_4087 11.535 6.177 46.5

ct_4165 12.010 6.641 44.7

ct_tk_kl_piers0021 8.574 5.324 37.9

mr_2321 11.337 5.220 54.0

mr_2331 11.439 5.327 53.4

mr_2337 8.296 3.986 52.0

mr_2371 8.136 4.008 50.7

mr_2412 10.888 5.327 51.1

mr_2807 12.365 7.886 36.2

mr_2882 1.725 0.815 52.7

mr_2896 9.347 4.312 53.9

mr_6624 12.265 6.071 50.5

mr_6706 12.546 6.745 46.2

mr_6774 10.645 5.551 47.9

mr_6837 11.115 5.691 48.8

us_19773 2.278 2.284 -0.3

us_27704 3.111 3.102 0.3
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Table B.2 – continued from the previous page

Sequence Original Histogram Compression Difference (in %)

us_27743 3.232 3.218 0.4

us_28279 2.553 2.553 0.0

us_28282 2.783 2.784 0.0

us_28289 2.339 2.346 -0.3

us_28322 3.283 3.163 3.7

us_28329 3.558 3.425 3.7

us_28348 3.118 3.030 2.8

us_3393 2.584 2.481 4.0

us_3403 2.524 2.532 -0.3

us_3405 1.609 1.646 -2.3

Average 6.734 4.488 33.4
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