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A B S T R A C T   

Advanced wastewater treatment technologies and protocols are required to minimize the overall water footprint 
and environmental cost of paper industries. Time-series analysis provides powerful methods to analyze industrial 
wastewater data with the aim of understanding and predicting the behavior of relevant wastewater variables 
such as chemical and biochemical oxygen demand. In this study, we introduce a variety of novel computational 
methods for complex systems and demonstrate their applicability to data obtained from a wastewater treatment 
plant, including the preprocessing of the raw data, time-dependent characteristics of individual measured pa-
rameters, as well as the mutual correlations between multiple parameters. These methods include the Potts 
model for preprocessing, empirical mode decomposition for periodic component extraction, detrended fluctua-
tion analysis for noise characterization of the data and finally time-lagged windowed cross-correlation, which is 
utilized to obtain time-dependent couplings between the measured parameters. The results provide valuable 
insights into the underlying processes in the wastewater treatment plant. The Potts model effectively processes 
noisy data, from which periodic variations can be successfully removed with empirical mode decomposition, 
while preserving the relevant characteristics. Further, detrended fluctuation analysis shows prospects for indi-
cating periods of abnormal behavior in the data. Finally, the correlation analysis reveals the characteristic time 
delays between influent and effluent chemical oxygen demand, giving an average delay of one day, which has 
implications in plant control. In conclusion, our methods show promising prospects for further applicability in 
wastewater analysis.   

1. Introduction 

Water plays a vital role in various industries and is utilized for a wide 
range of purposes. One of the most water-intensive industries over the 
years and still today is the pulp and paper industry. Fortunately, efficient 
water management is increasingly adopted to minimize water usage, 
reduce environmental impact, and optimize resource utilization. Paper 
mills strive to implement water conservation measures, improve process 
efficiency, and employ advanced treatment technologies to minimize 
the overall water footprint of their operations [1]. 

In pulp and paper industries, water is used in large amounts during, 
e.g., pulp production, debarking and papermaking. These processes 
produce wastewater, which needs to be cleaned before discharging to 
protect water bodies from pollution and eutrophication. As the regula-
tions concerning wastewater discharges become more and more strin-
gent, new techniques are needed to overcome the restrictions imposed to 
discharged water quality [1]. 

Various models and approaches can be employed to optimize 
wastewater treatment processes in the paper industry. Process models 
employ mathematical characterization of treatment operations using the 
wastewater properties and operating parameters as inputs [2]. These 
models can predict the effectiveness of treatment processes and thus aid 
the optimization and design. On the other hand, mass balance models can 
be applied to calculate mass flow rates and concentrations of pollutants 
at different stages of the treatment process [3]. By analyzing the mass 
balance, potential inefficiencies or areas of improvement can be iden-
tified, allowing for optimization of process parameters. Further, biolog-
ical models simulate the biological reactions occurring in treatment 
systems such as activated sludge processes. The aim is improved removal 
of biological phosphorus (P), nitrogen (N) and organic carbon com-
pounds [4]. 

Besides models, data-based approaches can be utilized to optimize 
wastewater treatment in paper industries. These approaches utilize 
historical process data, real-time monitoring data, and sensor 
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information to develop predictive models and control strategies. Modern 
wastewater treatment plants (WWTPs) produce large amounts of data, 
which can be analyzed to produce valuable information about the 
treatment process. By analyzing patterns, correlations, and system dy-
namics, machine learning algorithms can optimize operational param-
eters, control actions, and dosing strategies [5]. However, further data 
analysis methods are needed to (i) capture detailed understanding of the 
system dynamics and correlations with respect to the underlying WWTP 
processes, and to (ii) analyze nonlinear and non-stationary data which 
poses a significant methodological challenge to conventional time-series 
analysis. For example, it has been recently shown that incorporating 
time lags improves the performance of machine learning models [6,7] 
and soft sensors [8], making the analysis of time-dependent character-
istics between wastewater variables valuable. Moreover, advanced 
analysis methods are essential in reducing energy consumption and 
achieving energy neutrality in WWTPs [9]. 

In this study, we analyze data generated from a paper mill WWTP 
with advanced time-series analysis methods stemming from computa-
tional physics. First, we introduce the Potts model for effective pre- 
processing of chemical oxygen demand (COD) and P data. This is fol-
lowed by the introduction of detrended fluctuation analysis (DFA), 
dynamical DFA (DDFA) and empirical mode decomposition (EMD) to 
analyze the dynamical correlations and frequency contents in the real- 
time COD data. Further, we introduce time-lagged windowed cross 
correlation (TLWCC) as a powerful tool to capture the real-time cross 
correlations and time delays between relevant measured parameters 
such as the influent and effluent COD, biochemical oxygen demand 
(BOD) and dissolved oxygen (DO) concentration. The time delays can be 
further optimized by employing simulated annealing, which is intro-
duced in detail. These methods – previously used in various different 
contexts in, e.g., nonlinear physics and physiology – are shown with our 
case example to be valid additions to the present ensemble of methods 
used in water treatment processes. Thus, the main novelty of the present 
work is the establishment of additional computational tools to utilize the 
continuously increasing amount of data available from industries pro-
ducing wastewater, and hence to further optimize the treatment pro-
cesses in terms of water footprint and quality monitoring. 

The paper is organized as follows. In Section 2 we introduce the 
wastewater treatment plant used as our case example, the measured data 
and the preprocessing carried out with the Potts model. This is followed 
by a thorough review of DFA, DDFA, EMD, TLWCC, and simulated 
annealing. In Section 3 we present the results of the application of the 
methodology to our case example. The paper is summarized in Section 5. 

2. Materials and methods 

2.1. Wastewater treatment plant 

We consider a Finnish paper mill wastewater treatment plant, which 
utilizes the well-established activated sludge process [10–12]. As a 
pretreatment step, the water is screened to remove the largest chunks of 
solid material. Primary clarification, which removes most of the solids in 
the wastewater, is performed in a single circular clarifier. After primary 
clarification, phosphoric acid and urea are added to the wastewater to 
keep the nutrient levels high enough for the activated sludge to clean the 
wastewater effectively [13]. Before entering the aeration pools, the 
wastewater is cooled with mechanical aerators inside the equalization 
basin, which is used to balance the COD load entering the secondary 
treatment. 

The secondary treatment consists of two aeration basins operating in 
parallel. The COD content of the wastewater is measured before it enters 
the aeration basins. After aeration, the treatment plant has two sec-
ondary clarifiers, each corresponding to one aeration basin. The sec-
ondary clarifiers remove activated sludge from the cleaned water and 
return it to the aeration basins to keep the biomass concentration high 
enough for the secondary treatment to be effective [14]. After the 

secondary clarification, the wastewater passes through a flotation tank, 
which is used in case the solids do not settle properly in the secondary 
clarifiers. Finally, the water is discharged into a river. 

2.2. Data 

We examine wastewater variables obtained from the treatment 
plant, including both automatic and laboratory measurements. The 
automatic measurements have a resolution of one minute, whereas the 
laboratory measurements are taken at most once a day. In this study, we 
focus on the analysis of essential parameters, which were chosen to be 
the influent and effluent COD, the effluent seven-day BOD (BOD7), the 
temperature measurements, and the DO concentration in the aeration 
basins. Both basins measure the DO concentration at both the beginning 
and the end of the aeration basin, thus the total number of DO mea-
surements is four. For analysis, we received two datasets, and mainly 
concentrated on the first one due to its longer timespan. The first dataset 
covered the year 2021, containing 525,601 one-minute samples, 
whereas the second dataset spanned from May to September 2022, 
containing 198,721 one-minute samples. 

2.3. Data preprocessing 

The first step in the preprocessing of the WWTP data is the extraction 
of spurious step-wise segments resulting from the incompatibility of the 
sampling frequency and the data update frequency – see Sec. 3 and Fig. 1 
for details. These piecewise-constant functions u are extracted from a 
noisy signal f by minimizing the Potts functional with an efficient al-
gorithm – a problem present in various signal processing applications 
[15]. The Potts functional is named after the physical Potts model [16] 
developed as a generalization of the Ising model. The Potts functional, as 
well as many other segmentation algorithms, consists of a regularity 
term denoted as K(u) and a fitness term denoted as D(u, f). It is formally 
defined as 

Pγ(u) = K(u)+D(u, f ) = γJ(u)+
∑

i
∣ui − fi∣, (1)  

where the regularity term J(u) counts the number of jumps in u and the 
summation term measures the fitness of u to the noisy signal f . The 
coefficient γ can be adjusted to control the balance between data fidelity 
and the sparsity of the jumps. The regularity term is formally equal to 
the Hamiltonian in the physical Potts model [17]. 

Fig. 1. Piecewise-constant function extraction with the Potts functional (red) 
and interpolation (green) based on the starting points of the steps. The mini-
mization of the Potts functional successfully identifies and extracts the 
piecewise-constant function present in the noisy data. 

E. Toivonen and E. Räsänen                                                                                                                                                                                                                  



Journal of Water Process Engineering 61 (2024) 105231

3

The second step in the preprocessing is the removal of outliers in the 
data. This is carried out with a median-based scheme: for each point, the 
running median is calculated in a window of size w centered at the point, 
and if the absolute difference between the point and the median is 
higher than a specific threshold value Δ, the point is removed. The 
window sizes and threshold values are chosen by visual inspection, and 
the removed values are replaced with linear interpolation. 

2.4. Detrended fluctuation analysis 

Detrended fluctuation analysis [18] (DFA) and its recent extensions 
[19] provide effective tools to characterize short- and long-range fluc-
tuations and noise in nonstationary data. DFA was originally developed 
for analyzing long-time correlation in DNA strands [18], and it has many 
applications, ranging from heart rate variability analysis [20] to finan-
cial time series [21]. 

The DFA algorithm proceeds as follows. The first step is to integrate 
the time series x(t) to obtain the so-called signal profile y(t) as a cu-
mulative sum 

y(t) =
∑t

i=1
[x(i) − 〈x〉 ], (2)  

where 〈x〉 denotes the mean of the original time series. The summing 
ensures that no assumptions about the stationarity of the original time 
series are made [22]. 

Next, the signal profile is split into non-overlapping windows of 
length s. The root-mean-square fluctuations of the data against least- 
squares polynomial fits in these windows are computed (detrending), 
yielding the result for the fluctuation function F(s) for this scale [18]. 
The procedure is repeated for different scales s. The final step is to obtain 
the scaling exponent α by fitting a line to a log-log plot of F(s) versus s. In 
other words, α gives the best fit to the dependency F(s) ∼ sα. The value of 
α indicates the characteristics of the noise present in the data [18] as 
shown in Table 1. 

The conventional DFA method produces a single scaling exponent for 
the entire time series. The behavior of a time series, however, might 
change as a function of scale or as a function of other parameters. This is 
why we also employ the dynamical DFA (DDFA) [19] to obtain scale- 
and time-dependent scaling exponents. 

The first step in DDFA is to perform dynamical segmentation. The 
lengths of these segments are chosen as a function of scale by a function 
l(s), which we choose to be a simple linear function l(s) = as, where a is a 
constant. The value of a can be adjusted to increase temporal resolution 
and to reduce noise. A typical value is a = 5, which we also use. After 
choosing the function, the time series is divided into overlapping seg-
ments of length l(s) for each scale. These segments are identified with 
their temporal indices, which may indicate the mean time in the 
segment, but can also represent other parameters related to the segment. 

The segments can then be denoted as S s,t , where t is the temporal index 
[19]. 

After dynamical segmentation, the DFA fluctuation function is 
calculated in each segment S s,t at scales {s − 1, s, s + 1} with over-
lapping windows. The logarithms of these fluctuation functions are 
denoted as F̃t(s − 1), F̃t(s) and F̃t(s + 1), respectively. Based on these 
fluctuation functions, the dynamic scaling exponent α(t, s) can be 
calculated with the finite difference approximation as 

α(t, s) ≈
h2
− F̃t(s + 1) +

(
h2
+ − h2

−

)
F̃t(s) − h2

+F̃t(s − 1)
h− h+(h+ + h− )

, (3)  

where h− = ln(s) − ln(s − 1) and h+ = ln(s + 1) − ln(s). The approxi-
mation is justified as the fluctuation functions calculated in overlapping 
segments have been empirically found to be sufficiently smooth [19]. 

2.5. Empirical mode decomposition 

Empirical mode decomposition (EMD), first proposed by Huang et al. 
in 1998, is a powerful method for processing the frequency content of 
time series and signals. Compared to the conventional Fourier trans-
form, EMD does not require the data be linear or stationary [23]. The 
EMD method is based on decomposing the signal into a relatively small 
number of periodic components known as Intrinsic Mode Functions 
(IMF) meeting the following criteria:  

1. The number of extrema (local minima and maxima) and the number 
of zero crossings must either be equal or differ by at most one for the 
whole IMF.  

2. At any point in the IMF, the local mean of the envelopes defined by 
the local minima and maxima must be zero. 

In EMD, the IMFs are extracted from a time series x(t) through a 
process called sifting. It proceeds as follows [23]:  

1. The local maxima and minima of x(t) are identified. The algorithm 
for extracting these points can be chosen freely.  

2. The maxima and minima are separately connected by a cubic spline, 
and the mean of these splines m1 is calculated.  

3. The first component h1 is defined as 

h1(t) = x(t) − m1(t). (4)    

4. If this component does not fulfill the requirements for an IMF, the 
steps 1–3 are repeated by using the component in place of the orig-
inal time series, producing the second component 

h11 = h1 − m11, (5)  

where m11 is the mean of the cubic splines connecting the maxima and 
minima of h1. 

5. The preceding steps are repeated k times until a component h1k ful-
filling the IMF criteria is found. This component is defined as the first 
intrinsic mode function 

c1(t) = h1k(t). (6)    

6. The first residual r1 is calculated as 

r1(t) = x(t) − c1(t). (7)   

Table 1 
Interpretation of the scaling exponent α in detrended fluctuation analysis [19].  

Scaling exponent α Interpretation Stationarity 

0 < α < 1 /2 Anti-correlated 

Stationary 
α = 1 /2 White noise 

1 /2 < α < 1 Correlated 

α = 1 1/f (pink) noise 

1 < α < 1 1 /2 
Anti-correlated 

Non-stationary, stationary increments 

Increments 

α = 1 1 /2 Brownian noise 

1 1 /2 < α < 2 
Correlated 

Increments  
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7. The residual is subjected to the same sifting process as the original 
time series.  

8. When an IMF cn is small enough or it becomes a monotonic function, 
the process is stopped. The original time series can be expressed as a 
sum of its IMFs as 

x(t) =
∑n

i=1
ci + rn, (8)  

where rn is the last residual. Thus, the decomposition is complete, i.e., 
the original time series can be exactly reconstructed with the IMFs and 
the last residual. 

EMD has been developed further to avoid particular numerical 
problems such as mode mixing [24]. This phenomenon occurs when 
either a single IMF contains signals of vastly different time scales, or 
when a signal of a certain time scale is split between several IMFs. To 
mitigate this problem, ensemble EMD (EEMD) was developed [25]. In 
EEMD, several instances of finite white noise are summed to the original 
time series. These sums are then decomposed independently and finally, 
the resulting IMFs are averaged over all instances of noise, which, given 
enough noise instances, will cancel the effect of the noise. As the average 
is taken only after all IMFs have been extracted, the resulting decom-
position is not exact, which is why a complete EEMD with adaptive noise 
(CEEMDAN) was developed [26]. In CEEMDAN, the averaging is done 
after each IMF, and the residuals are obtained by subtracting this 
averaged IMF from the original time series, which makes the decom-
position complete. 

The resulting IMFs and especially their frequency content can be 
analyzed by utilizing the Hilbert transform [23]. As the instantaneous 
frequency and amplitude of an IMF may change over time, the Fourier 
transform is not suitable for this analysis, as it assumes that the time 
series is stationary and the frequencies and that amplitudes are constant 
over time. The Hilbert transform x̃(t) of a time series x(t) is defined as 

x̃(t) = H [x(t) ] =
1
π PV

∫ ∞

− ∞

x(t′)
t − t′

dt, (9)  

where the integral is defined in the sense of the Cauchy principal value 
(PV). The Hilbert transformed time series is the complex conjugate of the 
original time series, and the analytical signal z(t) = x(t) + x̃(t)i can be 
formed. In a polar form, the analytical signal is expressed as z(t) =

a(t)exp[iθ(t) ], where a(t) is the instantaneous amplitude and θ(t) the 
instantaneous phase angle. By utilizing this phase angle, the instanta-
neous frequency ω(t) of a time series can be defined as 

ω(t) =
dθ(t)

dt
. (10) 

In this study, we utilize the CEEMDAN algorithm to obtain the IMFs 
of several wastewater-related variables. The CEEMDAN calculations are 
performed with the libeemd library [27]. The Hilbert transforms and 
instantaneous frequencies are obtained with the emd Python library 
[28]. 

2.6. Time-lagged windowed cross-correlation 

The Pearson correlation coefficient is one of the most used parame-
ters to study the degree of a linear relationship between two variables 
[29]. However, calculating a single Pearson correlation coefficient be-
tween two variables assumes the variables to be stationary. In order to 
assess the correlations between two possibly non-stationary variables, 
we utilize the time-lagged windowed cross-correlation (TLWCC) algo-
rithm [30]. In this algorithm, the variables are divided into short, 
overlapping windows of size w and the correlation coefficients are 
calculated between these windows. Now, only the windows are assumed 
to be stationary, not the whole time series. Our method differs slightly 
from the original algorithm [30]. In particular, the definition of the lag is 

opposite, and all the possible correlation coefficients are calculated. 
The TLWCC algorithm proceeds as follows. First, two time series, 

both with N observations, are denoted with x = {x1, x2,…, xN} and y =

{y1, y2,…, yN}, respectively. The intervals between subsequent samples 
are assumed to be equal and constant between the time series. Next, a 
window size w and a lag τ are chosen so that − τmax ≤ τ ≤ τmax, where 
τmax is the chosen maximum time lag. Additionally, a time index i is 
chosen satisfying i ∈ {1,2,…,N − w}. Note that since we let the time 
index i to be smaller than τmax, the available range of lags is smaller while 
i ∈ {1,…, τmax}. Note that since we let the time index i to be smaller than 
τmax, the available range of lags is smaller while i ∈ {1,…, τmax}. For this 
combination of τ and i, a pair of windows Wx,Wy can be constructed 
from the original time series as 

Wx =

{
{xi+τ, xi+τ+1,…, xi+τ+w} if τ ≤ 0
{xi, xi+1,…, xi+w} if τ > 0 (11)  

Wy =

{
{yi, yi+1,…, yi+w} if τ ≤ 0
{yi− τ, yi− τ+1,…, yi− τ+w} if τ > 0 . (12) 

After forming the windows, the Pearson correlation coefficient be-
tween them is defined as 

r
(
Wx,Wy

)
=

1
w

∑w

j=1

(
Wx,j − 〈Wx〉

)(
Wy,j −

〈
Wy

〉 )

σ(Wx)σ
(
Wy

) , (13)  

where 〈Wx〉,
〈
Wy

〉
are the means, σ(Wx), σ

(
Wy

)
the standard deviations 

and Wx,j,Wy,j the jth elements of windows Wx,Wy, respectively. 
After computing the correlation coefficients for all the possible 

combinations of lag τ and time index i, the results can be collected into a 
matrix form. We have chosen to utilize a matrix where each row rep-
resents one lag, and each column one time index i. To further assess the 
overall behavior of the two correlated time series, the resulting matrix 
can be aggregated over time indices to obtain per-lag correlation co-
efficients. However, the correlation coefficients may not be simply 
averaged due to their skewed distribution. To alleviate this, we use the 
Fisher z-transform and average the z-transformed quantities instead of 
the original correlation coefficients [31]. 

2.7. Optimization with simulated annealing 

Generally, an optimization problem considers some target function f 
and attempts to find the parameter combination with which the function 
reaches either its maximum or minimum value. The parameters usually 
have some boundary conditions and, in general, these types of problems 
can be divided into two categories, with either discrete or continuous 
parameters [32]. Numerous methods have been developed for solving 
these optimization problems [33]. Many of these algorithms, however, 
require certain properties from the target function f , they are only 
suitable for one problem type, or the extrema they find might only be 
local. To solve these problems, metaheuristic algorithms such as simu-
lated annealing [34] have been proposed. In this study, we utilize 
simulated annealing for the optimization of discrete time lags between 
relevant WWTP parameters, e.g., between COD removal fraction and DO 
concentration. 

Simulated annealing is a metaheuristical global optimization algo-
rithm based on statistical physics. The name is based on metallurgy, 
where annealing is used to control the crystallization of materials by 
adjusting their temperature. Simulated annealing is suitable for both 
continuous and discrete problems, and it avoids local extrema by also 
allowing some parameter changes where the value of the target function 
f increases [34]. 

Simulated annealing employs the widely applied Metropolis algo-
rithm [35], where the system under study (i.e. the target function f) is 
perturbed slightly (the parameters are varied) and the resulting energy 
of the system (value of the target function f) is calculated. If the 
perturbation lowered the energy the change is accepted unconditionally, 
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and if it raised the energy the change is accepted with a probability 

P(ΔE) = exp
(

−
ΔE
T

)

, (14)  

where ΔE is the change in energy (change in function value) and T is a 
temperature. By varying T, the fraction of accepted changes can be 
adjusted. At a low temperature, the acceptance probability is low, but if 
the temperature is high, nearly all changes are accepted. 

In this study, we utilize a temperature-adjustment scheme based on 
two nested loops [34]. In the outer loop, the temperature is adjusted and 
in the inner loop, the system state is changed. For controlling the tem-
perature, we use the rule 

Tk+1 =
Tk

1 + Tk
ln(1+ε)

3σk

, (15)  

where Tk is the temperature on the kth iteration of the outer loop, ε is 0.1 
and σk is the standard deviation of the values of the target function f that 
were observed during the kth iteration of the outer loop. This scheme 
was chosen because it produced relatively fast convergence. We deter-
mine the initial temperature with the relation 

τ0 = exp
(

−
〈ΔE〉

T0

)

, (16)  

where τ0 is the initial acceptance probability, T0 the initial temperature, 
and 〈ΔE〉 the average change in energy from initiating 100 disturbations 
to the initial position [32]. In our case, the initial acceptance probability 
is set to τ0 = 0.5. 

3. Results 

In this section we demonstrate the applicability of the analysis 
methods to data obtained from a Finnish WWTP that utilizes the well- 
established activated sludge process [10,11,36]. 

3.1. Preprocessing 

The original time series describing the COD and P concentrations in 
the wastewater resemble a step function with added noise. This is due to 
the incompatibility of the sampler and data recording frequencies: the 
automatic sampler takes a sample every 4 h and 40 min, whereas the 
concentrations are recorded every minute into the database. Therefore, 
the time series forms a step function shown in Fig. 1, and the steps itself 
also contain noise. This noise is most likely caused by the sampler used 
and its AD-converter. As seen in Fig. 1, our Potts functional -based 
preprocessing method successfully identifies the step function present in 
the data. 

To make the time series obtained with the Potts model uniformly 
spaced in time, linear interpolation was utilized. The starting points of 
the steps were taken as the basis of the linear interpolation, and the 
sampling period was chosen to be 4 h and 40 min, i.e., the interval be-
tween water samples taken by the automatic sampler. The starting 
points were chosen because they are the closest points to the moment in 
time when the sample was actually taken. The result of this linear 
interpolation is presented in Fig. 1 as a dashed green line. This pre-
processing step lowered the number of samples significantly, to 1884 
samples for the one-year dataset. 

3.2. Dynamical detrended fluctuation analysis 

Next we demonstrate the capability of DDFA to extract the charac-
teristics of the measured data in different time scales. In particular, we 
focus on the nature of the fluctuations (e.g., white noise or long-range 
correlations) observed in the COD data as a function of both time 
(date of measurement) and scale (from short to long term). Fig. 2 (a) 

shows the DDFA results for the influent COD measured from February to 
December in 2021, together with a zoomed section in Fig. 2 (b). The 
(preprocessed) COD data is shown as a gray line, whereas the DDFA 
scaling exponent α is portrayed in colorscale as a function of time (x- 
axis) and scale (y-axis). The α landscape is dominated by yellow-red 
regions, indicating that the COD data is characterized by Brownian 
noise. This behavior is the most prominent in the smallest scales (∼ 1 
day) and in the range of 4–16 days. The results reflect the smooth 
development of COD during the day (see Fig. 1 for an example) as well as 
the longer trends clearly visible in Fig. 2 (b). In this zoomed Figure, the 
yellow-red regions at smaller scales are clearly visible, with a transition 
into lower α values between scales of 300 and 400 h. There are occa-
sional abrupt fluctuations in COD in a scale of a few days, leading to 
decreased α values, e.g., in early April 2021. In addition, in the largest 
scales (>2 weeks), the COD behavior resembles pink noise with α ∼ 1. 
The dataset we analyzed, however, only spans one year, so we cannot 
assess, e.g., seasonal patterns that arise on a yearly basis. With further 
data, these seasonal patterns could be uncovered and DDFA could be 
possibly used to, e.g., identify periods of abnormal operation. 

3.3. Empirical mode decomposition 

We utilized the CEEMDAN algorithm to extract and remove the daily 
variations from temperature measurements taken from the influent 
water to aeration. The removal of the daily variation is important 
because these (trivial) variations may complicate the analysis of, e.g., 
cross correlations between the temperature and other variables. First, 
the sifting process was applied to obtain the IMFs. Then, the Hilbert 
transform was performed to obtain the instantaneous phases and fre-
quencies present in these IMFs. As seen in Fig. 3 (a), the CEEMDAN al-
gorithm successfully extracts the IMFs containing the daily variation, i. 
e., those with numbers 12 and 13, centered around a frequency of one 
per day. Removing these IMFs gives a time series free of daily variation 

Fig. 2. Dynamical detrended fluctuation analysis (DDFA) of influent COD. (a) 
Influent COD (gray curve) and the scaling exponent of DDFA (colorscale). Note 
that the scaling exponent is a function of both time (x-axis) and scale (y-axis). 
(b) Zoomed section of the results in (a). 
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as shown in Fig. 3 (b). Here the blue curve represents the original, un-
processed temperature data and the orange curve the data without daily 
variations. Our CEEMDAN-based algorithm successfully removes the 
daily variation while preserving (i) the general trend of the data and (ii) 
the fluctuations present in the data, which can then be analyzed with 
additional methods, if desired. 

3.4. Cross-correlation 

3.4.1. Influent and effluent COD 
We applied TLWCC to analyze the time-dependent cross-correlation 

between influent and effluent COD. The result of this analysis is pre-
sented in Fig. 4 (a). We find a red area, indicating positive correlations, 
at negative lags. This suggests – as expected – that the influent COD 
precedes the effluent COD. This red area is present throughout the entire 
timespan. To better quantify the time delay between influent and 
effluent COD, we averaged the correlation matrix over time with Fisher's 
z-transform (see Section 2.6) and computed the time delay giving the 
maximal average correlation coefficient. Additionally, to assess the 
robustness of our method, we computed these averages for several 
different window lengths in the correlation matrix of the TLWCC 
method. These averaged results are presented in Fig. 5. We find that the 
lag of maximal correlation stays the same for several different values of 

Fig. 3. Removal of daily variation from temperature data with CEEMDAN. (a) 
Intrinsic mode functions (IMFs) extracted with the CEEMDAN method from the 
temperature data in (b) measured in the influent water before aeration. The 
blue line in (b) shows the original temperature, whereas the orange line shows 
the temperature without daily variations, i.e., with IMFs 12 and 13 removed. 
The removal of these IMFs preserves trend and fluctuation characteristics of the 
original data. 

Fig. 4. Cross-correlation between influent and effluent COD. (a) Time-lagged windowed cross correlation (colorscale) between the influent and effluent COD shown 
in blue and green curves, respectively. (b-c) IMFs 6 and 8, respectively, computed with empirical mode decomposition. As emphasized, the IMF 6 captures oscillations 
whereas a large drop is present in IMF 8. See the text for details. 

Fig. 5. Aggregated cross-correlation between influent and effluent COD for 
different segment sizes. The lag at which the correlation reaches its maximum 
converges fast as a function of the segment size. Only the smallest segment size 
of 11 reaches a different lag compared to the other segment sizes. The error 
estimate represents the 95 % confidence interval, obtained with bootstrapping. 
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the segment size, which confirms the robustness of the method. 
As seen in Fig. 5, the average correlation coefficient over time rea-

ches its maximum at a lag of 23.25 h, which suggests that the influent 
COD precedes the effluent COD by this time interval, i.e., the time delay 
in the treatment process is approximately one day. This corresponds to 
the time it takes for the water to run through aeration and clarifier ba-
sins. The delay also affects the control of the wastewater treatment 
plant: there is approximately one day time to react to unexpected 
changes in the incoming water entering the aeration process. 

The type of correlation between the influent and effluent COD 
changes over time, depending on different conditions and protocols at 
the WWTP. According to Fig. 4 (a), during some time intervals the 
correlation coefficient is relatively high for all the calculated lags, 
whereas sometimes the high correlation occurs at a limited span of lags. 
For example, between April and June 2021, the positive correlations are 
limited to a narrow span of lags, which implies that both influent and 
effluent COD values behave periodically with approximately similar 
frequencies. These periodic similarities can be verified with EMD. In 
Fig. 4 (b), we present the sixth IMFs of both influent and effluent COD. 
We find that in April–June 2021 the oscillation captured in this IMF is 
particularly strong. On the other hand, the large drop present in both 
effluent and influent COD in August 2021 is captured by the 8th IMF as 
shown in Fig. 4 (c). These IMFs also demonstrate the time lag present 
between the influent and effluent COD measurements, as there is clearly 
a phase difference between the IMFs for the influent and effluent COD. 

3.4.2. DO concentration and COD removal 
Typically, the most energy-consuming part of the activated sludge 

process is the pumping of air into aeration. This makes the analysis of the 
correlations between DO concentration in aeration and different WWTP 
performance parameters, such as COD removal fraction, relevant. The 
plant operators want to keep the pumps running at a low power level 
while also removing a high fraction of the COD from the wastewater. In 
this study, the WWTP has two DO concentration measurements in both 
aeration basins, at the beginning and end of each basin. 

To obtain the COD removal fraction, we first apply the lag of 23.25 h 
to the influent COD value. Then, we calculate the removal fraction 
CODfrac as 

CODfrac =
CODin − CODeff

CODin
, (17)  

where CODin represents the influent COD with the lag applied and 
CODeff the effluent COD. 

To assess the collective effects of DO concentrations and still obtain 
individual time delays for each measurement, we sum the time-lagged 
DO measurements and then calculate the TLWCC matrix between this 
summed quantity and the effluent COD. As the time delays are discrete, 
and the resulting correlation coefficient does not necessarily form a 
smooth function, the most usual optimization methods are not suitable. 
Thus, we employ simulated annealing introduced in Section 2 to obtain 
the time delays corresponding to the maximal correlation between the 
sum of the DO concentrations and the COD removal fraction. Before 
performing the calculations, the DO measurements were preprocessed 
with our median-based scheme to remove outliers caused by the peri-
odic surges of air coming from the pumping system. 

In this case, we computed N = 10000 instances of the simulated 
annealing process. Several instances were needed due to the stochastic 
nature of the algorithm to ensure that the global optimum would be 
reached. Both the algorithmic temperature and the correlation coeffi-
cient averaged through Fisher's z-transform converge quickly, at around 
300 annealing steps. The time delays for optimal lags for the aeration 
basins (A1 and A2) and DO measurements (O1 and O2) are shown in the 
table in Fig. 6. We find that all lags are quite high, suggesting that ox-
ygen affects the COD removal fraction quite slowly. 

The cross correlation map between the sum of DO concentrations and 

the COD removal fraction computed with the TLWCC method without 
the optimized lags is show in Fig. 7 (b). The averaged correlation co-
efficients for each lag are presented in Fig. 7 (a). For the most part of the 
measurement time, we find a strip of positive correlation at a lag of 
around 100 h, implying a significant delay between the DO concentra-
tion rising and it affecting the COD removal fraction. The result of 
positive correlation is plausible, since as the DO concentration increases, 
the micro-organisms can use more energy and break down pollutants 
and contaminants more effectively, leading to a reduction of effluent 
COD and thus also increasing the COD removal fraction. However, the 
time delay with which this positive correlation is achieved is relatively 
high, in the order of three days. 

Fig. 7 (d) shows the corresponding cross-correlation map with opti-
mized lags listed in the table in Fig. 6. The largest difference compared 
to the case without optimization comes from the location of the positive 
correlations. Now, the positive correlations are concentrated around 
zero lag, and the averaged correlation coefficient shown in Fig. 7 (c) also 
peaks at zero lag. The value of this maximal correlation coefficient is, 
however, only slightly higher than in the case without optimized lags. 

Here we analyzed the relationship between DO concentration in 
aeration and the COD removal fraction. The effluent COD, however, is a 
more readily available parameter to the operators, and therefore the 
relations between it and the DO concentration in aeration are also 
valuable. We have performed similar correlation analysis with these 
parameters and included it as a Supplementary material. The results 
suggest that there is a negative correlation between the effluent COD 
and DO concentration in aeration (see Supplementary Fig. 2), meaning 
that increasing the DO concentration lowers the effluent COD. The ef-
fect, however, diminishes as DO concentration rises, as demonstrated by 
Supplementary Fig. 3. 

3.4.3. Effluent COD and BOD7 
BOD measures the amount of oxygen consumed when carbon-based 

organic substances in wastewater stabilize under aerobic conditions a 
result of biochemical processes. BOD correlates with the amount of 
organic matter in wastewater, so it can be used as an indirect indicator of 
pollution potential. The laboratory determination of BOD from a 
wastewater sample is performed as follows: first, the amount of DO in 
the sample is measured. Then, the sample is placed in a container 
defined by a standard, and a specified time, e.g., seven days, is allowed 
to pass before measuring the DO concentration again. The difference 
between the measured DO concentrations is used to calculate BOD7, 
which represents the BOD over a seven-day period. 

Fig. 8 shows the TLWCC result for the cross-correlation between 
effluent BOD7 and effluent COD. The automatically measured COD 
values have been averaged over weekly periods to match with the BOD7 
measurement data. We find that the ratio of BOD7/COD changes 
significantly over the measurement period, which is due to the frequent 

Fig. 6. Optimal lags between the oxygen measurements and COD removal 
fraction, obtained with simulated annealing. The table displays the lags, while 
the figure illustrates the WWTP structure. The notation is defined as follows: 
A1 = aeration basin 1, A2 = aeration basin 2, O1 = oxygen measurement 1, O2 
= oxygen measurement 2, B = secondary clarifier, C = flotation basin. 
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changes in the paper quality affecting the water composition. However, 
even though the available data is limited to 50 weekly BOD7 measure-
ments, we find a relatively high correlation with an average correlation 
coefficient of 0.72 with zero lag (simultaneous correlation). This is a 
promising result in view of the potential to predict BOD from automated 
COD measurements – and thus mitigate the requirements for tedious 
laboratory measurements of BOD in the long term. In particular, it 
would be important to assess if excess of critical BOD thresholds (e.g., 
10 mg/L) could be predicted with effluent COD monitoring. We utilized 
a binary classifier to test the predictive value of COD measurements for a 
threshold of 10 mg/L. In 82% of the cases BOD7 exceeding the threshold 
is correctly predicted from COD. This is a reasonable result that supports 
further data analysis in this direction with more data. 

4. Discussion 

We have introduced several advanced time-series analysis tools that 
are widely applicable to analyze multivariate wastewater data, 
including the preprocessing of the raw data, time-dependent charac-
teristics of individual measured parameters, as well as the mutual cor-
relations between multiple parameters. The presented methodology 
helps to understand the relevant features and changes in the data, as 
well as the underlying industrial processes. The tools also serve me-
chanical or statistical models, or those based on artificial neural net-
works [37]. 

In our case example of a WWTP we demonstrated with a few ex-

amples that the introduced methodology is useful to understand the 
main characteristics of the data, including the type of COD fluctuations 
in different scales captured by DDFA, and the frequency modes extracted 
with EMD. Particular attention was laid on the mutual correlations of 
the measured parameters. TLWCC proved to give valuable insights not 
only into the type, magnitude and development of cross-correlations, 
but also into the relevant time delays between, e.g., influent and 
effluent COD. In addition, simulated annealing combined with TLWCC 
provides the characteristic delays in the aeration process and may thus 
be a useful tool in the design of optimized oxidation protocols at the 
WWTP. Finally, TLWCC also gives valuable information on how the 
continuously monitored effluent COD affects effluent BOD7, which is a 
critical parameter in the assessment of pollution potential. 

The main limitation in the present study is the amount of data. We 
focused on a single WWTP with measurement data from (mainly) one 
year. For BOD7 we are limited by only about 50 weekly measurements. 
However, even with the amount of data the results are promising and 
call for further studies with additional data from additional WWTPs. In 
addition, the methodology is also directly applicable to, e.g., municipal 
wastewaters and also to other situations producing time-dependent data 
of environmental parameters. 

5. Conclusions 

In conclusion, we have shown that advanced time-series analysis 
provides powerful methods to analyze industrial wastewater data. The 
application of the Potts model provides a valuable tool to remove 
spurious step-function-type artifacts in the raw data caused by incom-
patible frequencies in the measurements and data update. On the other 
hand, the recent extensions to the detrended fluctuation analysis (DFA) 
and empirical mode decomposition (EMD), i.e., dynamical DFA and 
complete ensemble EMD with adaptive noise (CEEMDAN), respectively, 
are useful to characterize the fluctuations and frequency components in 
the data, for example, in COD. Further, time-lagged windowed cross 
correlation (TLWCC) captures the dynamical cross correlations between 
influent and effluent COD, as well as between COD removal fraction and 
DO concentration in aeration. With simulated annealing we were able to 
optimize the lags for maximum correlation, which gives insight into the 
relevant delays in the aeration process. Finally, we showed that auto-
matically and frequently measured COD values are relatively strongly 
correlated with (weekly) BOD7 values obtained in laboratory measure-
ments. Hence, with more data and validation it may be possible to 
reliable predict the probabilities for critical BOD values with continuous 
COD measurements. This would aid us to develop more effective and 

Fig. 7. Cross-correlation between COD removal fraction and effluent DO concentration. (a) Average cross correlation between the effluent COD (green curve) and 
oxygen concentration (purple curve) computed with TLWCC shown in (b) in colorscale. (c-d) As (a-b) but with the optimized lags. 

Fig. 8. Time-lagged windowed cross correlation (colorscale) between the 
effluent BOD7 and COD shown in blue and green curves, respectively. The 
automatically measured COD values have been averaged over weekly periods to 
match with the BOD7 measurement data. The right panel shows the average 
correlation coefficient for different lags (in weeks). 
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sustainable monitoring protocols. 
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