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Summary

• Some terms

• Local LLMs for survey analysis

• LLM embeddings for collusion detection

• WIP: Generating exam papers

• WIP: course chatbo



Introduction

• PhD AI/CS (creative signal processing) 

and CS educator

• BSc CS fully online undergraduate 

programme: 

• UoL, Goldsmiths Coursera

• Launched 2019, ~4000 active students



Position statement

• Enhance not replace

• Alignment: how to constrain the current 

and future generation of AI



Value alignment is 

hard

"The goal of this 
workshop is to bring 
together researchers 
and thought leaders 
from various disciplines 
such as computer 
science, social 
sciences, philosophy, 
law etc. to discuss the 
ethical considerations 
and implications of 
aligning AI to human 
values."

• https://futureoflife.org/valu
ealignmentmap/  (2017)

https://futureoflife.org/valuealignmentmap/
https://futureoflife.org/valuealignmentmap/


Seven Top level 
Categories

Governance

Ethics

Validation

Verification

Foundation

Control

Security



Exposure to AI in different jobs

Tasks with medium and high GPT-exposure, by occupational category
Recreated after: https://www.econstor.eu/bitstream/10419/278614/1/1857683005.pdf (cc license)

https://www.econstor.eu/bitstream/10419/278614/1/1857683005.pdf


Possible interactive thing



Ethical HE frameworks

• Lots of people are developing HE AI 

frameworks



Case study 1: analysing 

survey data



Some terms

• Natural language processing

• Sentiment analysis

• Embeddings

• Classification

• Zero-shot

• Large language models



Analysing survey data

What is it? / Technology used: Semantic analysis, word frequency analysis, 

zero-shot classification

Motivation: Large number of free text comments, need to extract main themes

Benefits: Can read and categorise all free text comments, effectively automating 

qualitative research process

Ethics: Data exposure: use local LLM, exposure of human qual. researcher role 

(we don't have one, they can design and orchestrate the workflow)



Survey analysis: the beginning... 2022 word clouds and sentiment 

analysis



Survey analysis: assigning sentiment to themes



Local LLMs for survey 

analysis 2023

Local LLM: runs on your own 

machine but limited capability

Zero-shot classification 

with local LLM: assign 

comments to themes

Sentiment analysis

Summarisation with sets 

(works with a small model)



Case study 2: collusion 

detection



Collusion detection

What is it? / Technology used: Semantic embeddings

Motivation: Large number of exams, current system inadequate, 

impossible for human to porcess all comparisons

Benefits: Can process all answers to all exams, present information in 

compact digestible form

Ethics: Data exposure: use local model, exposure of examiners to 

automation - they didn't do this task before anyway, false positives: 

examiners have the final say



Collusion detection: research question

Is student A's answer to this 

question excessively similar to anyone 

else's?



Identify excessively similar pairs - dataset



Collusion detection: turnitin is not enough



Collusion detection



Embeddings: compute distance in semantic space

Student A's answer
Other answers



Identify excessively similar pairs - report



Identify excessively similar pairs - report



Results

Minimal effort for module leaders:

Cases are auto-detected

 Reports are auto-generated

Module leaders have sign-off

14 cases brought forward



Next step: detect AI content

Generate lots of answers to questions with 

LLMs of various sorts

Is student A’s answer excessively 

semantically similar to the LLM answers? 



Case study 3: generating 

exams



WIP: generating exams with LLMs

What is it? / Technology used: LocalLLM, pipelines, prompt 

engineering

Motivation: Continuous exam setting cycle, difficult to complete on 

time, inconsistency of exam design. Must have exams: gold standard

Benefits: Break perceived barrier of initial draft, exam setting task is 

simplified to an iteration and improvement task

Ethics: Data exposure: use local model, exposure of examiners to 

automation or increased workload 



Side note: generating quizzes

Various projects to generate quizzes for scaffolding purposeS:

Context: video transcript + learning objectves:

Generate answers + feedback



Example exam structure: not just generate me an exam 

about x!

Request from the LLM, several questions

1) Fact recall 

2) Given a scenario/ problem, provide a high level description of a 

solution

3) Describe the technical details of the solution

4) Critically evaluate your approach and other possible approaches



Implementation

Use local Llama 70b model via ‘open-ai’-like API

Data on courses all prepared in consistent form: topic lists, learning 

objectives, weekly descriptions of content

Scripts to iterate over courses and generate exams



Prompt

I am setting an exam for an undergraduate computer science course. 

Here are the main topics in the course: 

##topis##

Here ar descriptions of each week of content in the course:

##weeklies##

Here are the weekly learning objectives for the course. 

##weeklylos##

Here are the most important descriptors of the course, the course-level learning 

objecti

ves. These are the items the exam should aim to evaluate the student against: 



Prompt

Please write one exam question for me. The question should start with some 

factual questions which check the student's recall of basic facts taught in the 

course. The question should then ask the student to apply some skills learnt in the 

course to a particular case study or problem.  The student should have to describe 

their approach or solution at a high level, then to give a more technical and specific 

description of their solution, using an appropriate format shown in the course. The 

final part of the question should ask the student to critically evaluate two 

approaches to solving a particular problem, highlighting advantages and 

disadvantages of the different approaches using knowledge gained in the course.



Case study 4: student 

assistant [very much WIP]



Student assistant

What is it? / Technology used:  LocalLLM, RAG pipelines, prompt 

engineering, 

Motivation: salespeople, hype, seems like a good idea, surely we can 

do it better?, they are already doing it with GPT

Benefits: Structured pedagogic workflows, reduce data exposure for 

students, proper access to local resources (actually fair use!)

Ethics: Data exposure: use local model, exposure of tutors to 

automation, cheating on courseworks



Student assistant agent: design

RAG pipeline:

Compose prompts from fragments of course 

materials through semantic search

Structured interaction: menu of options

Local LLM: Llama 3, Phi  etc. Good enough? Fine-tuning? Local 

RAG? 

Running locally: no inference cost for institution



Summary

• Some terms

• Local LLMs for survey analysis

• LLM embeddings for collusion detection

• WIP: Generating exam papers

• WIP: course chatbo
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