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ABSTRACT

The aim of this study was to evaluate the impadimiultaneous capture of the three-
dimensional (3D) surface of the face and cone beamputed tomography (CBCT) scan of
the skull on the accuracy of their registration aogerimposition. 3D facial images were
acquired in 14 patients using the Di3d (Dimensidmalging, UK) imaging system and i-
CAT CBCT scanner. One stereophotogrammetry imaggecaptured at the same time as the
CBCT and another one hour later. The two steremginaphs were then individually
superimposed over the CBCT using VRmesh. Sevamestvere isolated on the final
merged surfaces. For the whole face and eachithdivpatch; maximum and minimum
range of deviation between surfaces, absolute geatstance between surfaces, and
standard deviation for the 9@ercentile of the distance errors were calculatuk
superimposition errors of the whole face for batbtares revealed statistically significant
differences P=0.00081). The absolute average distances in lepiéwrate and simultaneous
captures were 0.47mm and 0.27mm, respectively. |&et of superimposition accuracy in
patches from separate captures ranged betweend @ 2mm, while that of simultaneous
captures was 0.4mm. Simultaneous capture of Di8dGBCT images significantly

improved the accuracy of superimposition of thesage modalities.



INTRODUCTION

Currently, the interest in utilizing three dimensab (3D) images in the planning for
orthognathic surgery is significantly increasingstis because they are considered the ideal
methods for representing the face. Creating aggdbree dimensional replica of the head
including both hard and soft photorealistic tisstrectures has been the target of several
researchers. One of the most promising method$i&ve been proposed is the registration
of skin surface images acquired by both stereognatometry and cone beam computed

tomography (CBCT).

It is generally agreed that creating 2D modeld isated significance, being applicable only
in profile prediction planning. In everyday lifateents do not look at themselves in profile.
The complexity of some of the suggested registnatiethods is also viewed as a serious
shortcoming. In addition, relying on laser scasras a source for the soft tissue data has a
number of limitations. The capture is slow; therefimage distortion caused by movement
of the subject or change in facial animation ioteptial source of errors. In addition, the
developed skin surface image lacks the photoreafippearance and the characteristic

surface texture’.

Stereophotogrammetry, first suggested for use itistey by Mannsbach in 1922makes

use of two of more images of an object that areridkom different viewpoints. A 3D image
of the object is then built using the concept @rtgulation to recover the third dimension,
thus providing the illusion of depth in the crea®limagé. Over the past decades the
technique has undergone significant developmenhe iiitroduction of high resolution digital

cameras has allowed the resolution of even thaffidetail of the skin surface of the



subjectd. Stereophotogrammetry has now developed inttagively simple, safe, non-

invasive, extremely rapid (<1ms) and highly acoeiiatage capture technique.

The CBCT was introduced in 1982 by R8blit provides high image accuracy with shorter
scanning times and lower radiation doses comparedriventional computed tomography
(CT)’. Although the CBCT is used in the maxillofaciatjion primarily to obtain images of
the hard tissues of the face, the image editinywsoé used to manipulate the data obtained
from the scan is capable of extracting the souegsimage of the face of the subject.
Unfortunately the created image lacks the lifejkmtographic texture of the facial soft

tissues.

The superimposition of the two images obtained ftbenabove methods would allow the
placement of a high resolution 3D facial photograpto the untextured image of the face
obtained from the CBCT image. The difficulty wouldd ensuring that the facial expression
is exactly the same for both image captures. [affees in facial expression could be

minimised if the two images were captured at theesame.

The aim of this study is to evaluate the impadhefsimultaneous capture of
stereophotographs and CBCT images on the accufdbgioregistration and

superimposition.

MATERIALS AND METHODS

The study was carried out on fourteen patients wéi@ being referred for the management
of their dentofacial problems. Male patients wébhial hair were excluded to avoid artefacts

in the created image. Three dimensional faciabesdor these patients were acquired using



the Di3d imaging system and i-CAT CBCT scan, whgthe normal practice for our
orthognathic surgery patients. For each patiam,dtereophotogrammetry images were
captured, one at the same time of the CBCT scanthigywill be referred to as the
simultaneous image, and the other delayed imagecejatured 30 minutes later in a separate
room. The image for the first stereophotograph taken of the patient while they were
sitting in the i-CAT scanner just before the CBCars was acquired (Figure 1). Before
capturing the images the patients were asked toverspectacles and jewellery, to keep all

hair off the face, to keep both eyes open, brimg tleeth in contact and relax their lips.

Stereophotogrammetry

The Di3D imaging system (Dimensional Imaging, Hifjfton Park, Glasgow, UK) is based on
the stereophotogrammetry concept and is able tiweapigh resolution, full-colour 3D
models of the face (180°, ear to ear view). Trste3y consists of two camera stations which
are connected to each other. Each station cordgasr of high-resolution (14 Megapixel,
50mm focal length) digital cameras (Canon, (UK))Ltdwo white-light studio flash units
(Esprit Digital DX1000, Bowens, UK) are placed alsite the camera stations to illuminate
the subjects (Figure 1). The system is calibratfdre each use using a fully automated

method with a calibration target (Figure 2).

Cone Beam Computed Tomography

The i-CAT (Imaging Sciences International, Hatfidlt5A) is a CBCT imaging tool which is
now routinely used in many maxillofacial units. apfrom hard tissue information, the
image created by the i-CAT can also be manipultdesthow the soft tissues of the face of the
patient. All the cases were scanned using an é&teheight field of view option (22cm), 0.4

voxels, with two 20 second scans to capture thepbeta dataset.



Data processing

DI3Dcapture™ software was used to process the paptitereo pairs of images and create
the 3D facial models, as described in Khambay'et@I3Dview™ software was used to
view the created high resolution 3D models andrtages were stored as wavefront object

files (*.obyj).

The CBCT data was imported into Maxilim softwareg@itim NV, Mechelen, Belgium) as
Digital Images and Communications in Medicine (DI@Jiles. This allowed manipulation
of the image and segmentation of the hard andissties by thresholding. The untextured
soft tissue surface of the CBCT scans was thenreeghas a stereolithography file (*.stl)
(Figure 3). Maxilim was also used to convert trevefront object files of the
stereophotograph images into stereolithography feallow superimposition of these
images on those obtained from the CBCT. This vaador each individual

stereophotograph image using VRmesh (VirtualGrillégue, WA) software.

Superimposition

For each case, superimposition was carried othfsimultaneous soft tissue image onto
the CBCT model and for the delayed soft tissue Bn@agthe same CBCT model. Four
landmarks were digitized manually in the same secgien the Di3d models and the CBCT
models; Left external canthus, right external castheft cheilion and right cheilion (Figure

3). These were utilised for the initial rigid regation process. Areas of no clinical
relevance (head hair, ears and neck) were excladieaprove the accuracy of the
superimposition, as suggested by Maal &t Blata artefacts associated with the CBCT model

in the inner surface of the nose, possibly dué¢éopresence of surgical plates, were also



deleted. lterative Closest Point (ICP) registratieas then applied to register the textured
(Di3d) and untextured (CBCT) surfaces to the biestlihe superimposed images were saved
as a VRMesh files (*.vrg). Surface differencesavautomatically computed and displayed
as colour coded surface error maps (Figure 4)quiamtify the magnitude of mismatch
between the superimposed images, seven areas eleceed and isolated as patches;
forehead, nose, right cheek, left cheek, uppetdiper lip and chin (Figure 5). The patches
were exported as Virtual Reality Modelling Langug@g&ML) files (*.wrl). Since VRMesh
can only provide a visual image of the differenlsesveen the two surfaces, specialised
software was developed in-house to measure théuabshstances between the two surfaces

and to provide simple statistical analysis of thsults.

Statistical analysis

Quantitative measurements of the superimpositiooreof each superimposed model for
both simultaneously captured images and the delayades were calculated. The maximum
and minimum range of surface deviation (Euclideatadces), the absolute average distance
between the two surfaces and the standard deviaoa computed for the 8@ercentile of

the distance errors.

For each patient, the measurements were colleatdtid whole face and for the selected
patches. A Studemitest was applied to analyse the difference betwleetwo sets of data
obtained from the separate image captukesalues of less than 0.05 were considered

significant.

RESULTS

Table 1 shows the results of the absolute avermsg@ndes, and the standard deviations (SD)

between the two registered surfaces of the comfdetss for the 90 percentile of the



distance errors of both separate and simultaneaqpisi@s. The results reveal a statistically
significant difference between the two occasionsnage captureR=0.00081). The

absolute average distances in both simultaneousegatate image captures were 0.27mm
and 0.47mm, respectively.

Table 2 similarly shows the absolute average distaiand the standard deviations between
the two registered surfaces of the seven patchiebd®d' percentile of the distance errors in
both the delayed and simultaneous captures. Wase statistically significant difference
between the two image capture occasions in alptihenes. The most significant statistical
difference was recorded in the chin pates@.000069). The level of superimposition
accuracy in the patches from the delayed captaraged between 0.3 and 0.9mm, while the

superimposition accuracy for the simultaneous cagtunages was 0.4mm or less.

DISCUSSION

Visualizing a precise preoperative 3D predictionha possible appearance of the face
following the correction of a maxillo-mandibularfdemity is not only of prime importance
for the surgeon, but also for the patient. Prealicplanning would ease some of the
psychological impacts of the surgery on the patmwneliminating the uncertainty aspect of
the surgical correction of the facial bones. Tdaa only be achieved with an accurate 3D

model of both the soft tissue of the face and tidedying skeletal structures.

Various methods have been published on the builoirag integrated digital facial model
that overlaid both the soft tissues and the sKked¢tacture of the face. 3D laser scanning,
video imaging, 3D Metrics stereo cameras, andaliglour portraits have been utilized as

sources for soft tissue data. Data concernindetial skeleton have been collected by plain



radiographs, and CT scanning. The resultant corngpo®dels were either displayed in 2D

or 3D

Stereophotogrammetry is a more promising soft éisswaging modality. It is a simple, fast
and accurate method which captures the face smapegture in 3D ***” Recently, several
studies have adopted similar approaches in builthang 3D facial models as they
implemented stereophotogrammetry and computed tcapby concepfs Different
stereophotogrammetry based imaging systems haveuseel, including the C3D system, the

Di3D system, and the 3dMD system.

In 2007, Ayoub et &lapplied the same registration method for buildirdjgital virtual

human face. They examined the feasibility of #gistration method on human subjects.
The study concluded that in most of the surfacesthors were within £ 1.5mm. These
errors have been attributed to facial expressiahspatial soft tissue changes caused by
nonsimultaneous capture of the stereophotogramraattyCT facial images and differences
in the patient positioning during the capture; Eh8D system images the patient in the sitting
position, while the spiral CT scanner (used in gtigly) required the patient to be in the

supine position.

Maal et af replaced the conventional spiral CT scans with TB€ans which were taken

with the patient in an upright position. Threeisté@tion methods were assessed. The study
found that excluding error regions before finalgzthe registration by the ICP algorithm
improved the accuracy of the matching process. é¥aw the results were similar to those

presented by Ayoub et?al In addition, the author acknowledged that the afsnon rigid



registration is not favourable as it provides thetlit between the two surfaces by allowing

deformational changes of these surfaces ratherghssive superimposition.

On reviewing the available literature, it is cléaat the simultaneous acquisition of both the
stereophotogrammetry based photorealistic 3D skifase and the CBCT scan skin surface

has not been addressed fully.

Previous work has validated the reliability of Di8d system in recording 3D facial
imaged'®. The CBCT scan is preferred over the conventi@Takcan as it exposes the

patient to less radiation, and scans the patiethteirsitting positiof?.

Since the coordinate data for both the soft ti<SBET model and the underlying CBCT
skeletal model were the same, only one model wed fo8 the registration process.
Considering that the preliminary superimpositioagass requires the identification of
identical landmarks on the two surfaces, both sedahould be structurally similar For this
reason the soft tissue CBCT model was chosen fastration with the Di3d soft tissue

model.

The initial stage of the registration process regpimanual identification of similar
landmarks on the both models. According to Khanttaf®, registration of the facial
stereophotogrammetry image and CT skin image wusmagomical landmarks was much
more accurate than using artificial landmarks. diséribution of the landmarks used in this
study was selected to cover a wide area of theifaceder to enhance the initial matching
process. As the 3D CBCT model is untextured, oightassume that some degree of

difficulty might be encountered during this steépowever, precise identification of these



landmarks did not have a significant impact onabeuracy of the matching process. The
landmarks were only required to assist the softwal#inging the two surfaces into an

approximate initial match.

Regions that normally would not be included in pihenning for orthognathic surgery, such
as the hair, the ears, and the neck, were deledadthe initially matched surfaces. Besides
being unimportant in the planning process, theyld/awcrease the errors of the method due
to the known limitations of the Di3d and the CBCGRs in capturing these structures.

It is recognized that reconstructed 3D-CBCT safue models might show unexplainable
defects at the tip of the nose, and streak artefadending from the inner aspect of the
nosé?’. Despite that, the nose region should not be veahas it could be affected by some
orthognathic surgical procedures. Hence, its assexst should be an integral part of the

treatment planning.

The superimposition of the surfaces was refinetiédest fit by applying the ICP rigid
registration algorithm. The algorithm attemptsitatch surfaces by iteratively computing the
closest point on a surface to a given point onterasurfacg. The algorithm utilizes the full
geometry of both surfaces instead of depending onllandmarks; hence a more accurate

final alignment can be achieved.

Previous studies have been limited to the anabfdise accuracy of superimposition of the
whole facé®?° which is misleading since some regions of the fae associated with higher
errors in superimposition than others. That is whthis study specific regions (patches) in
each model were also examined individually. Theggons may respond differently to

orthognathic surgery. Therefore, calculating awbgnising the errors in each patch



separately will ensure more precise predictionilagin the future. The forehead region is
not affected by basic orthognathic surgery and thasefore used as a reference point in

comparing the separately captured models.

The use of the $0percentile points in the calculation of the supgsition errors is
generally agreed to represent the level of erraienedficiently. In most of the patients and
for the two capture methods, the computed maximamge of surface differences of thé"90
percentile decreased dramatically in comparisahed.08" percentile (e.g. surface
deviations range for the separate capture of theptete face; 1ddpercentile points mean =
4.84, 90" percentile points mean = 1.32). The findingsdatid that distances between the
superimposed surfaces were high for 10% of thetpaine to possible artefacts. Discarding
these erroneous data was performed in order t@aelain authentic picture representing the
level of superimposition errors. However, theralisays the risk that some of these points

are crucial landmarks for orthognathic surgery plag and comprehensive facial analysis.

A study conducted by Kau et%&lusing a 3-dimensional laser scanning system cdedlu
that capturing the soft tissue morphology of theefaith this technique was clinically
reproducible both at 3 minutes as well as at 3 tiays intervals. It could be argued that the
same concept can be applied as another scenatigstorg the impact of the time on the
reproducibility of facial expression when Di3d ineggare captured. In this study, this
scenario cannot be applied, as standardizatioacidilfexpression may not be fully achieved
when both Di3d and CBCT images are acquired seggrdiie to the fact that patients are
usually more relaxed when being photographed thHamvibeing placed in the i-CAT

machine for scanning.



On examining the total face in all the patients, $hmultaneous capture showed lower errors
in superimposition than the separate capture (THbl&'he remaining errors found in the
superimposition of the simultaneous Di3d-CBCT martelld be attributed to the differences
in the physical properties between the registekedsirfaces with each method (Figure 6),
and to the artefacts caused by the CBCT scan (&igur This was represented mostly
around the eye regions and at the tip of the rtbseregions with the highest errors both in
the delayed Di3d-CBCT model and simultaneous DIBET model (Figure 8). The
simultaneous capture yielded a relatively consioleranprovement in the accuracy of
superimposition as the absolute error dropped fatimm, recorded with separate capture,
to 0.27mm. The results showed significant diffeesnbetween the two occasions of image
capture P<0.05). This could indicate that changes in tHetssue shape could possibly

occur if Di3d and CBCT images are taken at sepairaes.

With regards to the seven selected patches, theswgpsficant difference in the accuracy of
superimposition was recorded in the chin patch (B3@69). The mobile nature of the
mandible could possibly be the contributing factéil the patients were asked to relax and
bring their teeth in contact during image captudmwever, with the relaxing atmosphere of
the Di3d image capture room, patients could brivagrtteeth slightly apart leading to
changes in the chin position accompanied with aesegf mouth opening. In contrast, being
in a CBCT scanner could be a relatively stresstpkeeience for some patients, and these
could over close their lips. Such alteration ie dhin position during Di3d and CBCT
capture could be too subtle for the operator’'steyecognize, yet it could result in spatial

changes in the related soft tissue.



The second most significant differences were faarttie right and left cheek patches with
values of 0.00029 and 0.0042 respectively. Tlysiicant improvement in the registration
accuracy of the cheek areas could be attributéloeteimultaneous capture of the both Di3d

and CBCT images.

P values for the differences in the superimposifioouracy at the nose, the forehead, the
upper lip and the lower lip patches were 0.0056105, 0.0164, 0.0149 respectively. These
regions showed less improvement with the simultas@apture when compared to the chin
and cheeks. With regards to the forehead, we stigjyst the use of the head strap during the
CBCT scan could cause a degree of deformationeisdift tissues as no head strap was

required for the separate Di3d image capture.

In spite of the reduction noticed in the absolueamsuperimposition errors of the
simultaneously captured facial images, this maybegberceived as clinically significant.
The highest error in the separate capture amongwhi@ll means of the total face and the
seven patches was 0.9mm. A pilot study by Jonak*&investigated the magnitude of
change in a two-dimensional profile prediction twat required to be clinically significant
and concluded that a 2mm change in the horizowsitipn on the maxillary and mandibular
soft tissues was considered to be necessary baficegpert or lay person could notice the
change. Hence, it could be argued that the diifege between both timings of image capture
are too small to have an impact on the perceiviattal changes. On the other hand,
implementing 3D images as one of the armamentaripl&nning orthognathic surgeries
urges the need for increased accuracy. Curraghtytrend is towards 3D virtual prediction

planning of orthognathic surgery. Any errors ia thtegration of the 3D soft tissues and



skull models could increase the cumulative errébth® prediction planning method and

finally could transfer to errors in the surgery.

The impracticality of capturing both the Di3d anBCT images simultaneously is another
issue which should be acknowledged. AdjustingDi8sl equipment in front of the CBCT
machine is time and space consuming (Figure 1}.sBge providing highly accurate virtual
models is the ultimate goal, building equipmentakhincorporates both the Di3d and the

CBCT imaging modalities would be useful.

In conclusion, this study found that the improveimerthe accuracy of superimposing
simultaneously captured Di3d-CBCT models was diediby significant. The findings
demonstrate the effect of the separate capturgateatial source for registration errors.
There was a remarkable improvement in the integmadtcuracy of separately captured
Di3d-CBCT models in comparison with previous stgdi@he main reason was the sitting
position during the CBCT scanning which had the theascial impact on maintaining the

shape of the soft tissues and subsequently orctheacy of registration.
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Table 1. Means and standard deviations for the pétbentile of distance errors for the
complete face in the both simultaneous and sepemnaige captures for all the cases (SD =

Standard deviation).

Complete face Separate capture Simultaneous eaptur
90th percentile 90th percentile
mean(mm) SD(mm) mean(mm) SD(mm)

Patient 1 0.31 0.22 0.27 0.21

Patient 2 0.40 0.28 0.25 0.17

Patient 3 0.49 0.35 0.25 0.18

Patient 4 0.47 0.31 0.35 0.23

Patient 5 0.41 0.26 0.27 0.19

Patient 6 0.41 0.31 0.24 0.16

Patient 7 0.99 0.84 0.27 0.20

Patient 8 0.41 0.31 0.32 0.25

Patient 9 0.55 0.41 0.27 0.18

Patient 10 0.58 0.40 0.22 0.16

Patient 11 0.33 0.22 0.33 0.22

Patient 12 0.38 0.28 0.22 0.17

Patient 13 0.54 0.33 0.28 0.21

Patient 14 0.33 0.25 0.25 0.18

Overall mean 0.47 0.27

SD 0.17 0.03

t-test value 4.246

P value 0.000814




Table 2. Overall means and standard deviationth#BO0th percentile of distance errors for
the seven separate face patches in the both sepacisimultaneous image captures, all

differences were found to be statistically sigrfit (SD = Standard deviation).

Separate capture Simultaneous capture
Mean (mm) | SD (mm) Mean (mn) SD (mm)t-test value| P-value
Forehead 0.34 0.17 0.20 0.07 2.82 0.0115
Nose 0.53 0.15 0.37 0.09 3.17 0.0055
Right cheek| 0.35 0.09 0.21 0.06 4.52 0.0002
Left cheek | 0.39 0.13 0.25 0.06 3.29 0.0042
Upper lip 0.47 0.23 0.29 0.08 2.66 0.0164
Lower lip 0.61 0.28 0.40 0.09 2.62 0.0149
Chin 0.83 0.36 0.30 0.09 5.21 0.00006




CAPTIONS TO ILLUSTRATIONS

Figure 1. The patient in position in the i-CAT mahwith the Di3D system positioned in

front of the I-CAT ready for image capture.

Figure 2. Schematic illustrating the calibratiorg& for the Di3D imaging system.

Figure 3. Image of the untextured soft tissue searfaf the CBCT scan exported as a

stereolithography file.

Figure 4. Image of a colour-coded surface mismatobr map for one of the cases following

superimposition of the CBCT and Di3D images.

Figure 5. lllustration of the seven patches setefie individual superimposition.

Figure 6. Image illustrating the differences in gig/sical properties of the skin surfaces
obtained from the CBCT and Di3D systems. In tB€T model (left) the skin is smooth
and devoid of any facial hair. In the Di3D modegfit) the skin is textured and eyebrows and

eyelashes are visible.

Figure 7. Image illustrating the artefacts thatuwwan the image acquisition of the CBCT
model. A defect is visible at tip of the nose (lefd streak artefacts extend from internal

aspect of nose (right).



Figure 8. Images showing that both the separat®{@BCT model (left) and the
simultaneous Di3d-CBCT model (right) shared ermorhe eye and nose regions. (Red =

highest error, blue = lowest error).
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