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For modal updating, it seems to be clear that

o 2b-PLS works better than 1b-PLS on the dataset where the differences in
spectra of samples in primary and secondary conditions are minimal.

« Both 1b-PLS and 2b-PLS give similar results when spectra are unique to
each other like change in intensity.

 In this situation, it suggests to look for different method for the
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Apply model updating approaches with unlabeled data.
« Unlabeled data does not have analyte concentration values of samples.
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