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[1] Periodic pumping tests, in which a fluid is extracted during half a period, then
reinjected, have been used historically to estimate effective aquifer properties. In this work,
we suggest a modified approach to periodic pumping test analysis in which one uses several
periodic pumping signals of different frequencies as stimulation, and responses are analyzed
through inverse modeling using a ““steady-periodic”” model formulation. We refer to this
strategy as multifrequency oscillatory hydraulic imaging. Oscillating pumping tests have
several advantages that have been noted, including no net water extraction during testing
and robust signal measurement through signal processing. Through numerical experiments,
we demonstrate additional distinct advantages that multifrequency stimulations have,
including: (1) drastically reduced computational cost through use of a steady-periodic
numerical model and (2) full utilization of the aquifer heterogeneity information provided
by responses at different frequencies. We first perform fully transient numerical modeling
for heterogeneous aquifers and show that equivalent results are obtained using a faster
steady-periodic heterogeneous numerical model of the wave phasor. The sensitivities of
observed signal response to aquifer heterogeneities are derived using an adjoint state-based
approach, which shows that different frequency stimulations provide complementary
information. Finally, we present an example 2-D application in which sinusoidal signals at
multiple frequencies are used as a data source and are inverted to obtain estimates of aquifer

heterogeneity. These analyses show the different heterogeneity information that can be
obtained from different stimulation frequencies, and that data from several sinusoidal
pumping tests can be rapidly inverted using the steady-periodic framework.
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1. Introduction

[2] It is widely recognized that a major impediment to
the successful management and remediation of ground-
water is our general lack of knowledge about subsurface
properties. Because of the expense required to access most
subsurface deposits (especially in deep and/or “hard” aqui-
fer materials), available data is often sparse, and it can be
difficult to infer aquifer property distributions between
available boreholes. Especially for applications involving
transport of contaminants, obtaining more detailed knowl-
edge about spatial subsurface variability in key parameters
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(primarily hydraulic conductivity, K) is crucial for develop-
ing accurate predictive models and designing adequate
remediation strategies [//lman and Alvarez, 2009; Ander-
son and McCray, 2011].

[3] Another major difficulty in making predictions
about aquifer behavior, which remains a persistent chal-
lenge for characterization efforts, is the fact that aquifer
properties may change considerably, as a result of reme-
dial activities or other processes, and thus all estimates of
aquifer properties represent only snapshots whose utility
decreases with time. Many processes can alter expected
aquifer behavior and are typically encountered during
aquifer remediation processes. These include, among
others:

[4] 1. The growth of biofilm on sediment grains due to
microbial remediation which can significantly alter aquifer
hydraulic conductivity, especially near injection wells.

[s] 2. The production of subsurface gases during reme-
diation which can alter the storage properties of aquifer
volumes (i.e., by adding compressibility).

[6] 3. Changes to the chemical balances in the subsur-
face which can cause either precipitation on (or dissolution
of) porous media material, also affecting flow and transport
parameters.

[7] 4. While not actually altering aquifer material per se,
the infiltration of high-kinematic or low-kinematic viscosity
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fluids into an aquifer volume can alter the “effective”
behavior of that volume.

[8] 5. Excess pumping which may lead to compaction of
aquifer materials, affecting future storage and conductivity
behaviors.

[o] For these reasons, developing aquifer characteriza-
tion strategies that are cost-effective for repeated and/or
continuous implementation will provide valuable informa-
tion for reducing overall remediation costs.

[10] Estimation of aquifer properties for improving
model predictions has been a subject of major research for
several decades, and the literature in this area is extensive,
covering pressure-based, geophysically based, tracer-based,
combination (e.g., geophysical/tracer, or pressure/tracer),
and sample-based (coring) methods. A general review of
the literature along with a summary of the benefits and
drawbacks of each class of methods can be found in Cardiff
et al. [2012] and (with an emphasis in geophysical meth-
ods) in Rubin and Hubbard [2005].

[11] Focusing in specific on pressure-based characteriza-
tion methods, i.e., methods in which changes in head or
flow rate provide information content for mapping hetero-
geneity, several different methods have been advanced for
field practice. Fully penetrating, constant rate pumping
tests and fully penetrating slug tests are the most prominent
characterization methods to date and are relatively easy to
implement with minimal equipment, but do not allow the
distinction of vertical property variability. A variety of
characterization methods have been advanced that are ca-
pable of estimating vertical changes in aquifer properties as
a tool is advanced, including the partially penetrating slug
test [Bouwer and Rice, 1976; Zlotnik and McGuire, 1998
Butler, 1998; Cardiff et al., 2011], borehole flowmeter
[e.g., Hess, 1986, 1989; Molz et al., 1994 ; Paillet, 1998],
and dipole-flow test [e.g., Kabala, 1993 ; Zlotnik and Zur-
buchen, 1998]—all utilized in existing wellbores—as well
as direct push methods including the direct-push permeam-
eter and direct-push slug testing [e.g., Butler et al., 2002;
Dietrich and Leven, 2009].

[12] Due to existing technical capabilities, data limita-
tions, or equipment limitations, much historical work in ag-
uifer characterization has focused on estimation of bulk
aquifer property averages (i.e., assuming homogeneity).
When not fitting hydrologic data with homogeneous models,
aquifer property variability in one-dimension (1-D)—e.g.,
by assuming vertically layered strata—is often the only vari-
ability examined. However, many recent studies have
emphasized the importance of estimating fully three-
dimensional (3-D) aquifer property variability, especially in
order to make accurate and meaningful predictions about
contaminant transport. Traditional hydrologic strategies for
extending 1-D insights on aquifer property variability to 3-D
volumes generally consist of simple interpolation between
measurement locations, which requires dense borehole spac-
ings in order to obtain accurate 3-D estimates.

[13] Recently, aquifer characterization approaches which
tomographically analyze pressure data to infer aquifer het-
erogeneity have also been developed. 3-D hydraulic tomog-
raphy (HT) is one such characterization approach which
jointly analyzes data from a series of partially penetrating
constant-rate pumping tests, using tomographic imaging
methods (i.e., inversion) to estimate 3-D aquifer parameter

distributions. In many approaches to implementation of 3-
D HT, estimates of aquifer parameter uncertainty are pro-
duced in addition to images of 3-D aquifer parameter distri-
butions. The utility of HT for estimating hydraulic
parameters even at a distance between boreholes has been
extensively validated for a variety of application areas
through 3-D numerical experiments [e.g., Yeh and Liu,
2000; Zhu and Yeh, 2005; Cardiff and Barrash, 2011],
two-dimensional (2-D) laboratory studies [e.g., [llman
et al., 2007; Liu et al., 2007], and some recent 3-D tran-
sient hydraulic tomography (3-D THT) field experiments
[Berg and Illman, 2011 ; Cardiff et al., 2012]. A compre-
hensive summary of other HT research can be found in
Cardiff and Barrash [2011].

[14] In stimulating the aquifer, almost all hydraulic to-
mography approaches implemented to date apply a “tradi-
tional” constant-rate pumping test (see references in Table 1,
Cardiff and Barrash [2011]). The tomographic analysis
approaches suggested for traditional pumping tests often
require either that the pumping test be allowed to run until
steady state is approximately achieved (which can be time
consuming in the field), or that collected transient data be an-
alyzed using a transient numerical model (which incurs high
computational modeling costs). Two notable exceptions are
the works of Bohling et al. [2002, 2007], who suggested a
“steady shape” approach to drawdown analysis and applied
this approach to the Geohydrologic Experimental and Moni-
toring Site (GEMS), and of Li et al. [2005], who suggested
analyzing temporal moments of drawdown for data compres-
sion (an approach later applied to multiple pumping test
hydraulic tomography by Zhu and Yeh [2006] and Yin and
Illman [2009]). However, even when clever analysis techni-
ques are used, traditional pumping tests regularly require
extraction or injection of significant quantities of water,
which may be undesirable or costly at contaminated sites,
due to costs associated with pumped water treatment in
addition to the fear of significantly altering contamination
distributions. Unfortunately, these are often the sites where
detailed characterization is of the most interest.

[15] In order to avoid the extraction of significant quanti-
ties of water, other hydraulic tomography approaches have
been suggested in which short-duration pressure pulses are
used as a stimulation [e.g., Brauchler et al., 2003, 2007]. In
this case, the travel time and amplitude of the observed
responses are used as the data source for inversion. Use of
this framework allows an inversion in which the pressure
wave’s travel time and amplitude can be inverted using an
asymptotic, curved-ray model [Vasco et al., 2000; Brauch-
ler et al., 2003]. Vasco et al. [2000] has shown how travel
time sensitivities can be modeled using curved-ray theory,
while noting that amplitude sensitivities are more diffuse,
as indicated through their Born sensitivities presented in
that work. Pulse tests have advantages over constant-rate
pumping tests in that significant quantities of water need
not be injected or extracted. However, the distance over
which pulse responses can be effectively measured is lim-
ited by the hydraulic diffusivity of the aquifer.

[16] Another type of pumping test that has been sug-
gested in the literature is oscillatory pumping. An early
example, applied to petroleum reservoir testing, is Kuo
[1972]. Pressure pulse testing, a related method, has been
used in petroleum applications since at least 1970 as well
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[Vela and McKinley, 1970]. In the hydrogeologic literature,
Black and Kipp [1981] developed an analytic solution for
the steady-periodic response to stimulation by either a
point-source or line-source oscillatory stimulation, and ana-
lyzed the effective distance over which these signals propa-
gate in various aquifer scenarios. Bernabe et al. [2005]
advocated the use of oscillating signals for core sample
analysis, while emphasizing useful dimensionless group-
ings for parameter estimation. Rasmussen et al. [2003]
developed a set of analytic solutions similar to Black and
Kipp [1981] for oscillatory pressure signal propagation,
while adding a semianalytic integral solution for the tran-
sient response associated with oscillatory pumping begin-
ning. The authors then applied their solution to
characterization of the Savannah River site—responses
were fit one at a time via curve matching, resulting in a se-
ries of “effective” hydrologic parameter estimates for the
aquifer. Other field applications include: Renner and Mes-
sar [2006], who obtained effective parameter estimates
using periodic testing at a field site in Bochum, Germany;
Maineult et al. [2008], who performed oscillating pumping
and observed self-potential geophysical responses at the
same site; and Becker and Guiltinan [2010], who obtained
effective (homogeneous) parameter estimates for a geother-
mal system in New York, USA by utilizing periodic hy-
draulic tests. In the petroleum literature, Hollaender et al.
[2002] summarizes other works in which models were
developed for different periodic testing geometries, assum-
ing homogeneous reservoir parameters. Each of the works
mentioned above utilized oscillating pumping testing only
to obtain effective (i.e., equivalent homogeneous) aquifer
parameter values. However, most recently, McElwee et al.
[2011] utilized an approximate travel time-based approach
that assumed wave propagation was affected by heteroge-
neity only along a straight line between source and
receiver.

[17] The idea of using oscillatory signals for characteriz-
ing heterogeneity has several advantages relative to other
approaches suggested. As there is no net water extraction
from or injection into the aquifer throughout an oscillatory
test, oscillatory testing avoids possible costs and risks asso-
ciated with handling and treating significant quantities of
contaminated water. Oscillatory testing intuitively should
also cause less contaminant plume movement than a
constant-rate pumping test when used for characterization.
And finally, the use of oscillatory signals of chosen, known
frequencies allows responses at monitoring locations to be
separated from other hydrologic processes or noises—e.g.,
evapotranspiration, instrument drift, or measurement
noise—through robust signal processing routines for sinu-
soid extraction.

[18] In this work, we propose the concept of Multifre-
quency Oscillatory Hydraulic Imaging (M-OHI) in which
oscillating pumping tests of several frequencies are used in
order to provide information about aquifer heterogeneity,
and the responses are analyzed through inverse modeling.
M-OHI can be implemented in several unique configura-
tions (see Figure 1):

[19] 1. A single testing arrangement can be implemented,
with additional heterogeneity information obtained by leav-
ing all stimulation and observation equipment in place and
simply altering the stimulation frequency (Figure 1a);

Obs. Location 1 Obs. Location 2

O O

Source Signal:

AVAVAVAVVVVY )
o

Obs. Location 3 Obs. Location 4

O O

Source Signal 1:

Obs. Location 1

Source Signal 3:

WWWWWWAWWW
b

Source Signal 2:

’V\/\N\/\/\/\l Obs. Location 2
R O

Obs. Location 1

Obs. Location 2

ContinuousSource:

AVAVAVAV
or

Obs. Location 3

O’\/\/\/\/

Obs. Location 4

C)’\/\/\/\/

Figure 1. Several methods for performing M-OHI inves-
tigations: (a) Single stimulation location with varying fre-
quency source signal, (b) multiple stimulation locations,
each with a separate constant-frequency source signal, and
(c) long-term monitoring with a constant-frequency source
signal and monitored changes in received signals.

[20] 2. Multiple oscillating aquifer stimulations at differ-
ent locations and frequencies can be performed at once and
later separated through frequency-domain decomposition
for analysis (Figure 1b); and

[21] 3. Long-term monitoring can be carried out to moni-
tor processes or property changes, without net injection or
extraction of water (Figure 1c).

[22] In order to be able to efficiently and accurately
interpret multifrequency oscillatory testing data, we pro-
pose a mathematical strategy for sensitivity analysis and
inversion that utilizes a fast-running steady-periodic nu-
merical framework. We show, through synthetic experi-
ments, that steady-periodic numerical modeling can
accurately capture the impact of heterogeneities on oscilla-
tory signal propagation, and can be used for efficient inver-
sion. We first review in section 2 the governing equations
for oscillating signals in aquifers and fundamental solutions
that have been derived for homogeneous aquifer cases. In
section 2.2, we develop an alternate approach—a steady-
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periodic or “pseudosteady state” method for analysis of M-
OHI data—and show that it is able to predict oscillatory
signal response to heterogeneity at a drastically reduced
computational cost (relative to fully transient numerical
modeling). We then show in section 3 through numerical
modeling (validated against analytic solutions) that the
straight-ray-based travel time approach for modeling oscil-
lations traveling through heterogeneous media (as used by
McElwee et al. [2011]) can lead to inaccurate interpreta-
tions. Then, in section 4, we extend this model to allow the
evaluation of sensitivities using a continuous-form adjoint
state formulation, and use this solution to visualize the sen-
sitivity of M-OHI data to spatially distributed aquifer heter-
ogeneity. These sensitivity maps show conclusively that
oscillatory signals at different stimulation frequencies
effectively “sample” different heterogeneity within the ag-
uifer (assuming the standard governing equations for
groundwater flow apply at the given frequency). We finally
present an example application in which heterogeneity is
imaged using a single testing arrangement with multiple-
frequency aquifer stimulations in section 5, and show the
additional imaging detail that can be obtained with multi-
frequency stimulations. For ease of visualization, the for-
ward and inverse modeling results shown are for 2-D (i.e.,
fully penetrating) aquifer imaging, though 3-D results are
just as easily derived. We conclude and summarize our
results in section 6, and provide a discussion of related
efforts and areas for future work in section 7.

2. Mathematical Background

2.1.

[23] For the purposes of this work, we assume that flow
in the aquifer of interest can be modeled as confined (with
standard, linear elastic storage) or, if unconfined, can be
treated appropriately using a saturated flow model with the
standard linearized water table approximation (as used by
Neuman [1972]). For a domain of interest {2 with bounda-
ries I', the governing equations assumed are:

Transient Model

Ss%zv-(KVh)+q VxeQt>0 (1)
h=0 Vt>0,xely (2)
Vh-n=0 Vt>0,xel, (3)
KVh-n:Sy% vi>0,xel, (4)

where x is a vector of spatial coordinates [L]; ¢ repre-
sents time [7]; T, T',, and T, represent Dirichlet,
Neumann, and linearized water table boundaries, respec-
tively; A(x,?) is the field variable representing changes in
head [L] from an assumed steady initial condition; Sy(x)
is a scalar field of specific storage values [1/L]; K(x) is a
scalar field of hydraulic conductivity values [L/T]
(assumed isotropic); ¢(x) is a scalar field of volumetric
water sources [(L*/T)/L*]; Sy(x) is a scalar field of
specific yield values [—]; and n represents the outward

normal for a given boundary. For 2-D depth-averaged
confined aquifers with horizontal confining layers, we
will similarly assume:

oh

ngv-(rw)w vx e Q,t>0 (5)
h=0 Vt>0,xcly (6)
Vh-n=0 Vt>0,xel, (7)

where S is storativity [—] and T 'is transmissivity [L*/T].

[24] To model periodic stimulations, we assume for sim-
plicity that ¢ can be represented as a cosinusoidal source.
Representing a single-frequency oscillator in an aquifer can
be accomplished by setting:

q = Q(x)cos (wr) (8)

where ng) is a scalar field giving peak volume flow rates
[(L*/T)/L] and w is the angular frequency of the oscillation
[radians/T]. Note that because of the linearity of the gov-
erning equations (1)—(4), a multifrequency signal can be
decomposed such that several oscillation frequencies (ei-
ther coming from a single oscillator or from multiple oscil-
lators at different locations) can be modeled separately and
then combined (added) to obtain the total response in an
aquifer.

2.2. Steady-Periodic Model

[25] The governing equations presented above can be
used to model both initial startup behavior of an oscillating
pump in an aquifer as well as the eventual long-term
response. Still, these simulations require an expensive tran-
sient numerical model with short time steps in order to
obtain accurate solutions. However, if we neglect the pe-
riod of start up, during which a truly transient response
occurs, we can focus on numerical modeling of the long-
term or “steady-periodic” response, which provides a more
efficient modeling framework.

2.2.1. Governing Equations

[26] Using Euler’s formula, we represent the oscillator

(8) as the real part of a complex expression:

q = Re [O(x)exp (iwr)] ©)

[27] After a period when the response still depends on
initial conditions, the aquifer responds in a steady-periodic
fashion. Since the partial differential equation (PDE) under
study—as presented in formulas (1)—(4)—is linear, the so-
lution for the response in the aquifer can therefore be repre-
sented as the real part of another complex function:

h(x,1) = Re [®,(x)exp (iwt)] (10)
where ¢ _(x) is a complex-valued field variable. That is, it
is expected that while the phase offset and magnitude of
oscillations will vary throughout the domain, the whole do-
main will respond at the same frequency of the input oscil-
lation. The complex field variable ®,, known as the phasor,
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compactly encodes the amplitude and phase-offset of the
generated steady-periodic wave at every location in the do-
main of interest. The subscript w is used to denote the fact
that the phasor solution applies for a particular input fre-
quency, i.e., for each input frequency, a different phasor so-
lution will be obtained. Plugging the above definitions into
the governing equation (1) and the boundary conditions
(2)—(4) results in:

iwSd, = V- (KV®,) + 0

vx € (11)

d,=0 vxely (12)

Vo, -n=0 VxeT, (13)

KV®,-n=iuS,®, Vxel, (14)
where, because the governing equations must apply for all
t, the factor of exp(iwr) has been divided out of all govern-
ing equations and boundary conditions [see, e.g., Townley,
1993; Vasco and Karasaki, 2001]. The solution for the
steady-periodic response of % is then the real part of
P _exp(iwf), once P, is found through solution of the above
equations. By using measurements of steady-periodic con-
ditions, the benefit of the formulation for ®_(x) is that the
steady-periodic signal can be modeled using the above
complex valued but steady-state formulation, which is
much more efficient than full transient modeling of head.

[28] The above formulation is a general form of the tran-
sient groundwater flow equations (for oscillating tests) that
includes, as a special case, the steady-state response of an
aquifer to a constant pumping rate. Note that, as w
approaches 0 (infinite period), the storage term drops out of
equations (11)—(14), resulting in the equation for long-term
aquifer response to a constant pumping rate. Thus, the
steady-periodic governing equations can be used to analyze
steady-state pumping tests (and their sensitivity) simply by
setting w equal to 0.

2.2.2. Analytic Solutions

[29] Analytic solutions for steady-periodic groundwater
flow can generally be derived only if (1) the source terms
(Q) are simple, (2) the flow parameters K and S; are homo-
geneous or follow simple structures (e.g., horizontal layer-
ing), and (3) the problem domain geometry is amenable
(e.g., an infinite domain in 3-D or a 2-D laterally infinite
domain with constant finite thickness). However, the funda-
mental analytic solutions available can be useful when
studying the expected signal magnitude observable from
such tests, and for deriving first-order approximations of
observations’ sensitivity to fine-scale heterogeneities.

[30] In particular, for our purposes, the solutions of
Black and Kipp [1981] provide a useful starting point.
Their work investigated two key cases—the steady-
periodic response to (1) a point source located within an
unbounded, homogeneous, isotropic 3-D aquifer volume
with elastic storage and (2) a fully penetrating line source
located within a laterally unbounded, but finite thickness,
homogeneous isotropic confined aquifer. These solutions
provide a useful starting point for studying the information
content of partially penetrating and fully penetrating oscil-
lating pumping tests, respectively. As given in that work,

the solutions for these two cases are the real part of the fol-
lowing complex functions:

1 . S, o\ 1/2
47TQKr exp (— (ﬁ) (wkr ) )} exp (iwr)

(15)

[ UJV2 3 1/2
27?Kb Ko (( K&) exp (m/4)ﬂ exp (i)

(16)

Point Source :

Line Source :

where 7 is radial distance from the oscillator [L]. For the
line source case, K, represents the modified Bessel function
of the second kind and b represents the confined aquifer
thickness [L]. In these formulas, the portion of the solution
in square brackets represents the solution for @, as defined
above, in a homogeneous semi-infinite domain with the
given source terms.

3. Numerical Analysis

[31] In addition to their use for providing estimates of
effective aquifer properties (i.e., if homogeneity is assumed
for a particular test response), the analytic solutions above
provide a validation tool for numerical modeling of oscilla-
tory tests. Here, we develop a numerical model for simulat-
ing oscillatory flow through a 2-D, depth averaged,
heterogeneous confined aquifer, and use this model to
investigate the effects of heterogeneities on observed
responses. For the homogeneous test case, the key goal of
the analysis is to show the eventual convergence of tran-
sient response to a steady-periodic response and thus vali-
date our implementation of the phasor-based (steady-
periodic) numerical model. For the heterogeneous test case,
the goals of the modeling results are twofold. First, our het-
erogeneous test cases validate that the use of a phasor-
based model for simulating heterogeneous aquifer response
matches the long-term response seen in fully transient mod-
els. Second, the heterogoneous test cases provide a method
to compare the accuracy of our approach for M-OHI analy-
sis against the analysis suggested by McElwee et al. [2011].

[32] For all analyses in this section, we utilized the well-
tested, commercial finite element-based COMSOL Multi-
physics modeling software (version 4.2a, COMSOL AB
[2011]), and simulate several scenarios using the software’s
“Darcy’s Law” flow module. To facilitate discussion and
exploration using these models, all models and results are
made available as part of the supporting information asso-
ciated with this paper.

3.1.

[33] The numerical modeling geometry for our first set
of synthetic modeling experiments is shown in Figure 2. To
approximate a semi-infinite 2-D scenario, a large disc is
utilized as the modeling domain. A point at the origin
serves as an oscillating volume flow rate source, and obser-
vations are recorded as output at distances of 2, 4, 6, and 8
m (labeled N1, N2, F1, and F2, representing near and far
locations, respectively). In addition to the large-scale ge-
ometry, a set of square 1 m x 1 m areas (see Figure 2,

Model Description
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Figure 2. Geometry of the modeling domain for the sam-

ple problem investigated with COMSOL. Inset shows mag-
nification of the central modeling area, including oscillator
stimulation location, observation locations (N1, N2, FI,
and F2), and areas where heterogeneities were imple-
mented (areas A—C).

inset, labeled A, B, C) are defined centered at 5 m from the
oscillator, where hydraulic conductivity values can be
modified to examine the effects of aquifer heterogeneity.
Throughout, we assume an oscillator with a period of 20 s
and a peak volume flow rate of 1.26e—3 m?/s (roughly 80
L/min). Below we examine both homogeneous test cases
and heterogeneous test cases in which we reduce the K in
the 1 m? areas by an order of magnitude. In all cases, the
transient numerical model contained about 7000 elements,
used a maximum time step of 1% of a period, and required
roughly 2—-3 min to run on a standard desktop PC.

3.2. Transient Homogeneous Test Case

[34] In the first modeling case, the squares A, B, and C
were set to have the same conductivity and storage parame-
ters as the rest of the aquifer. We then simulate oscillating
pumping in the aquifer, using a pumping stimulation that
contains a period of “ramp-up” in order to minimize propa-
gation of early time transients. Specifically, the source at
the pumping well used is:

q(t) = Qcos (wt) x (1 —exp (—1/tramp )) (17)
where, for this case, #;,mp Was set to the period of the oscil-
lation, 20 s. We compare the results of this model (i.e., the
response at all observation locations) against the analytic
2-D steady-periodic solution (16) in Figure 3, and find
excellent agreement after initially transients have subsided,
roughly after about five periods. In particular, both the am-
plitude and phase of the sinusoids returned by the transient
numerical model match the analytic solution once steady-

periodic conditions are obtained. This line of testing, along
with other checks on mass balances and model conver-
gence criteria, help to validate the numerical model for fur-
ther use.

3.3. Transient Heterogeneous Test Cases

[35] We next performed several heterogeneous numeri-
cal simulations in order to understand the response of oscil-
latory signals to aquifer heterogeneity. Throughout we
utilize a shortened naming convention to describe these
models; “AC Heterogeneity,” for example refers to a test
case in which K in areas A and C has been lowered by an
order of magnitude. We consider three test cases with het-
erogeneity—AC, B, and ABC heterogeneity, and compare
the results with what would be expected under the straight-
ray-based tomographic approach suggested by McElwee
et al. [2011]. The results of these numerical investigations,
shown in Figure 4 as four subplots (one per observation
well), provide interesting insights into the response of os-
cillatory flow to heterogeneities. In each case, a single pe-
riod of the response is shown starting at 100 s (five periods)
after the aquifer stimulation begins.

[36] The first notable result, which is inconsistent with a
straight-ray-based approximation of oscillation travel
times, is that heterogeneities need not be between the
pumping and observation location to affect response. Fig-
ure 4 clearly shows that in all heterogeneous test cases,
response at wells N1 and, especially, N2 are affected by
heterogeneities A, B, and C, which are not along a path
between these observation wells and the pumping well. The
amplitude of the response at N2 in particular is increased
dramatically relative to the homogeneous base case, which
could be misinterpreted as a high-K heterogeneity existing
between N2 and the pumping well if the straight-ray-based
approximation were used (e.g., the method of McElwee
et al. [2011]). The second notable result is that, even at
wells on the opposite side of the heterogeneities (F1 and
F2), the response at these wells is governed not only by the
heterogeneity in region B but also by regions A and C,
which do not fall along a straight path between the pump-
ing well and these observation locations. In fact, at both F1
and F2, the response to B heterogeneity is very similar to
the response of AC heterogeneity. Thus, AC heterogeneity
could lead to a misinterpretation that there was a low-K
inclusion directly between the pumping well and the far ob-
servation locations. Finally, a comparison between B heter-
ogeneity and ABC heterogeneity response further
emphasizes the support volume of oscillatory measure-
ments, which extends beyond the ray between pumping and
observation location. In all four cases—but most especially
at N2, F1, and F2—the change in response relative to the
homogeneous base case is much larger if K is reduced in
the larger volume ABC than if it is simply reduced in
region B. Again, interpretation of the ABC results using
ray-based approximations suggested to date would predict
an overly low-K inclusion, especially at F1 and F2 where a
large decrease in observed amplitude and large increase in
the phase offset are seen.

3.4. Discussion of Transient Modeling Results

[37] It has been shown through several methods, includ-
ing adjoint state-based sensitivity analyses [e.g., Oliver,
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Analytic vs. Transient Numerical Solution: Homogeneous Case
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Figure 3. Comparison between steady-periodic analytic solution (dashed lines) and homogeneous
COMSOL numerical simulation (solid lines) solved in a transient model.

1993; Wu et al., 2005; Leven and Dietrich, 2006; Vasco
and Karasaki, 2006; Huang et al., 2011], that response at
monitoring wells to pumping is highly sensitive to near-
well conductivity values, but also sensitive to hydraulic
conductivity variability within a large support volume
around both pumping and observation well. In addition,
due to the diffusion-based physics of the groundwater flow
equations, pumping test responses experience both “posi-
tive” sensitivity to aquifer parameters between the source
and receiver, as well as “negative” sensitivity in the imme-
diately opposite directions of both the source and receiver.
It is thus not surprising that straight-ray-based approxima-
tions to the true groundwater flow equations may be insuffi-
cient to simulate observed response; these models do not
take advantage of the full information content provided by
the governing physics of the groundwater flow equation.
[38] While the fundamental physics for oscillatory signal
propagation in aquifers may not be accurately modeled by
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straight-ray-based approximations, in certain scenarios the
use of approximate straight-ray-based models may be ad-
vantageous in that the models have drastically reduced
computational costs relative to fully transient groundwater
flow simulators, and may represent enough of the underly-
ing physics to be used in inverse modeling frameworks to
produce reasonable tomography results. In terms of analyz-
ing oscillating pumping tests’ long-term response, our
modeling suggests that use of the straight-ray-based
approximation for long-term response (as performed by
McElwee et al. [2011]) can introduce inaccuracies. A more
physically accurate ray-based model could be applied,
which takes into account ray bending due to heterogeneity
and the diffuse sensitivity of wave amplitudes to heteroge-
neity, as advocated by Vasco et al. [2000]. Alternately, the
steady-periodic modeling approach discussed above is
physically exact—being derived from the fundamental
Darcy-based groundwater flow equations—and is able to
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Figure 4. Changes in measured response oscillations for heterogeneity scenarios relative to homogene-
ous base case (note, both amplitude and phase changes).
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F1: Transient vs. Steady-State (Phasor) Simulation Results
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Comparison between numerical simulation results obtained at location F1 under various het-

erogeneous cases. Dashed line represents steady-periodic solution derived from phasor numerical results.

Solid line represents transient simulation results.

realize computational savings by resulting in a modeling
framework that is, effectively, steady state.

3.5. Steady-Periodic Modeling

[39] To validate our phasor-based approach for heteroge-
neous models, we utilized the multiphysics interface of
COMSOL to add a custom “physics” (defining the phasor
governing equations) to our existing numerical model
described in section 3. In COMSOL, this means that a new
set of governing equations were applied to the model—
using the same model geometry and finite element discreti-
zation—and were then discretized to a finite element form
and solved by COMSOL. We then ran the numerical model
for all test cases described above, including the homogene-
ous base case, along with B, AC, and ABC heterogeneity
cases.

[40] The transient numerical model discussed earlier
and implemented in COMSOL solved from t=0 s to
t=200 s, or 10 periods, and routinely required between 2
and 3 min to solve on a modern desktop PC. In contrast,
the steady-periodic phasor-based model with the same dis-
cretization routinely required only between 2 and 4 s to
solve. Thus, even though COMSOL was required to solve
for a complex-valued field variable in the phasor formula-
tion, significant speed gains are realized due to the fact
that the phasor-based model is steady state. Once the com-
plex phasor field variable is solved for using the numerical
model, the solution (representing steady-periodic
response) can be converted into a transient sinusoidal sig-
nal for comparison against transient solutions by comput-
ing the real part of equation (10). Accuracy of the phasor-
based model was validated by comparing these results
against the fully transient numerical solutions described
earlier. A sample of the results is shown in Figure 5,
which compares the simulated observations from the ear-
lier transient model against the steady-periodic sinusoid
derived by using the phasor-based simulation. As can be
seen, in both the homogeneous and heterogeneous analysis
cases, the steady-periodic phasor-based solution produces
results that are indistinguishable from the earlier modeling
results after initial transients subside (again, after ~5 peri-
ods from start up).

4. Multifrequency Oscillatory Hydraulic
Imaging Sensitivity Analysis

[41] As mentioned in section 1, steady-periodic models for
oscillatory flow have been used to estimate effective homoge-
nous aquifer properties [e.g., Rasmussen et al., 2003]. To the
best of our knowledge, however, the sensitivity of these sig-
nals to spatially distributed hydrologic parameters has not
been investigated rigorously, and thus it is unclear what spa-
tial averaging is obtained by analysis of such signals. Simi-
larly, to date the use of such signals at multiple frequencies
for aquifer imaging has not been investigated. Below we ana-
lytically derive expressions that can be used to compute the
sensitivity of a steady-periodic signal to spatially distributed
aquifer parameters using the adjoint state method. Given the
assumed governing equations for groundwater flow, this rep-
resents a physically accurate and exact method for computing
sensitivities of signal parameters (amplitude and phase) to dis-
tributed aquifer parameters (K, S;, and ).

4.1.

[42] In order to use oscillatory pressure stimulations for
imaging of aquifer heterogeneity (i.e., for inverse model-
ing), it is necessary to be able to evaluate the local sensitiv-
ity of measured signal characteristics (e.g., amplitude and
phase offset) to spatial variability in the key aquifer param-
eters of interest K, S, and S). During inversion, we gener-
ally have a large set of / measurements stored in a vector
m = [my,mp.m;]’ and a large set of J parameters we are
trying to estimate, stored in a vector p = [py,pa, ..., ps|"
For example, p; could represent the value of the hydraulic
conductivity in the jth cell of a numerical model.

[43] Generally in inverse modeling, we would like to cal-
culate a Jacobian matrix H with elements H;; = da”’f‘ for all i
and j. A simple way to estimate these sensitivities would be
via numerical finite difference approximations, i.e., by
varying each element of p one-at-a-time by some small
amount Ap; and approximating:

Adjoint State Equations

m
Op; P

~ m(f) + Apj) —m(p)
Ap;

(18)
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where p represents the local value of p at which sensitiv-
ities are being calculated. Calculating the measurements m
means that the forward model must be run using each set of
parameter values, thus this method requires at least J+ 1
forward model runs—one run to evaluate the value of all
measurements at the local value m(p), and J runs to evalu-
ate the measurement vector for each perturbation
m(p + Ap;). This can be thought of as calculating the Ja-
cobian matrix by obtaining one column per model run.

[44] The adjoint state method is another method for
deriving measurement sensitivities. By analytically manip-
ulating the governing equations and measurement defini-
tions, one can arrive at an equivalent set of computations
that produce the Jacobian matrix through only one forward
run and / adjoint model runs. The adjoint model runs gener-
ally require equal computing time to a forward model run,
thus the adjoint method essentially requires at most 7+ 1
model runs. This method is therefore much more efficient
when the number of measurements is much smaller than
the number of parameters to be estimated, as is often the
case in spatially distributed parameter estimation problems.
The adjoint method can be thought of as calculating the Ja-
cobian matrix by obtaining one row per adjoint run.

[45] The adjoint state equations can be derived either
using discrete matrix manipulations [e.g., Townley and Wil-
son, 1985] or by analytic manipulations of the governing
PDE:s. The discrete method is often useful for programming
an adjoint state computation into an existing numerical
model. However, generally greater physical insight is
gained by deriving the adjoint state equations in a continu-
ous, PDE-based form. This was the method presented in
Cardiff and Kitanidis [2008], where a generalized adjoint
state for a linear, second-order in space PDE was derived.
The formulas governing steady-periodic aquifer response
(equations (11)—(14)) involve complex numbers but are
equivalent to those presented in Cardiff and Kitanidis
[2008], meaning that the adjoint state sensitivity calcula-
tions can be derived simply by using the key formulas and
tables presented in that work. For instructive purposes,
though, we present a derivation of adjoint state sensitivities
for the steady-periodic model in supporting information

[46] To apply the adjoint state approach to the complex-
valued, steady periodic governing equations (11)—(14), it
turns out that two conditions must be met.

[47] 1. The measurement of the signal can be represented
as an integral of some complex-valued “test function” over
the modeling domain, i.e., for a single measurement m;, a
test function 7; can be defined such that:

Q

[48] 2. The test function r; must be complex differentia-
ble with respect to ®,, i.e., it must satisfy the Cauchy-
Riemann conditions.

[49] If we are describing measurements of sinusoids in
terms of the amplitude and phase at particular points in
space, then the following is an example of an acceptable test
function that satisfies the necessary conditions given above:

o= [m ((a2 + b2)1/2> + iarctan (b/a)} 6(x —x;) (20)

where a and b are the real part and imaginary part of &,
respectively. It is easy to show that, if the head signal
measured at a point in space x; is /(x;) = Re|[(a + bi)
cos (wt)], the log-amplitude and phase offset of the signal
are equal to the real and imaginary components of the 7;
defined in equation (20), respectively. From here on, we
refer to the amplitude of the signal as M = (a* + b*)"?, and
the phase-offset as § = arctan (b/a).

[s0] The key result of the adjoint state derivation pre-
sented in supporting information is that the sensitivity of a
measurement to hydraulic parameters can be obtained as
follows:

[51] 1. Perform a forward model run, solving the govern-
ing equations for @, (equations (11)—(14)) using the current
estimates of the parameters p.

[52] 2. For measurement i, perform an adjoint model run,
solving the following governing equations for the “adjoint
variable” ; using the current estimates of the parameters p:

WS, = V - (KV,) Ori

~ 90, vx € Q (21)

=0 vxely (22)

Vi on=0 Vxel, (23)
KV -n=iwSy); Vxel, (24)

[53] 3. Calculate ‘?)% for all j by carrying out the measure-
ment sensitivity integral :

om; or OS,
R — 7+wt|:iw7‘q)w7
i Jadp Op;

—/ WU, (iw% @w) dr
T, Ip;

[54] A similar result for the case of 2-D confined aquifers
can be derived by simply replacing S, with S, replacing K
with 7, and eliminating water table boundary conditions.
The most important point to be noted is that only the mea-
surement integral equation (25) is dependent on the param-
eter j being investigated. Thus, after performing steps 1 and
2, the sensitivity of one measurement to all parameters can
be calculated by repeatedly evaluating this integral for each
j without repeating any model runs.

[55] As we have noted earlier, the steady-periodic results
presented here can be directly compared against steady-
state analyses by setting w equal to zero. In this case, the
forward model (equations (11)—(14)) will contain no stor-
age term (and thus no imaginary phasor components) and
the associated adjoint state governing equations presented
above will likewise have no imaginary components.

oK

a—Q} + 2V, . Vihd
Ip;

apj (25)

4.2. Sensitivity Visualization

[s6] A useful first-order metric for understanding the
sensitivity of measurements to spatially distributed parame-
ters is Jacobian visualization [e.g., Oliver, 1993 ; Leven and
Dietrich, 2006; Cardiff et al., 2009], also known as sensi-
tivity coefficient visualization. For example, in the case of
a seismic travel time measurement linearized around a
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Figure 6. Sensitivity visualization for synthetic aquifer, stimulation period of 10 s. Background color
indicates sign of sensitivity (positive or negative), and contours indicate absolute magnitude. Magnitude
is unitless in left column, due to using sensitivity of log-Magnitude to log-parameters. Magnitude has

units of radians in right column.

homogeneous medium starting model, sensitivity visualiza-
tion would show that a measurement of travel time has sen-
sitivity to aquifer parameters along a raypath between the
stimulation source and the receiver, but is insensitive
everywhere else in the domain. In this section, we visualize
the linearized sensitivity of an observation to spatially dis-
tributed aquifer heterogeneity in a 2-D confined depth-
averaged case again using COMSOL as the numerical
model. As the visualization is 2-D, the sensitivity is with
respect to transmissivity 7 (equal to K times aquifer thick-
ness for a homogeneous aquifer) and storativity S (equal to
S times aquifer thickness for a homogeneous aquifer). We
assume an observation consists of the amplitude and phase
of a signal at a point, i.e., we calculate sensitivity for the
observation integrand discussed in equation (20).

[57] As a relevant example, we assume two wells sepa-
rated by a distance »=10 m, where the pumping well is
located at (/2,0) and the observation well is located at (—#/
2,0). We linearize the sensitivity for the case of a homoge-
neous, 2-D aquifer with K = le — 5m/s,S; = 5e — 6m™!
and an aquifer thickness of 15 m. Maximum flow rate for
the oscillator is assumed at ~1 I/s, and constant-head boun-
daries are assumed at a relatively long distance from the or-
igin. We solve for both the phasor and the adjoint state
variable associated with this observation setup in COM-
SOL, and then calculate the sensitivity field for the obser-

vations relative to the 7 and S field (i.e., the spatial
integrand from equation (25)) as follows:

Hinprinr(x) = Re (TV,, - Vi) (26)

Hinprns(x) = Re (¢,iwS®,) (27)

Hynr(x) =Im (TVQ, - Vi) (28)

Hyns(x) = Im (¢,iwS®,,) (29)

where Hi, 107 Tepresents the sensitivity field of In(M) to
In(7).

[58] In Figure 6, we show the observation’s amplitude
and phase sensitivity to spatially distributed aquifer trans-
missivity, 7 (top row) and aquifer storativity, S (bottom
row). In particular, it is notable and useful that the ampli-
tude sensitivity structures are different from the phase sen-
sitivity structures. This demonstrates that a single
observation of a sinusoidal signal thus provides two pieces
of complementary information about aquifer heterogeneity
in T and similarly two pieces of complementary informa-
tion about heterogeneity in S. Similar maps of sensitivity
structures are shown in Figure 7 for a case where the signal
frequency has been decreased by a factor of five. All four
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Figure 7. Sensitivity visualization for synthetic aquifer, stimulation period of 50 s. Background color
indicates sign of sensitivity (positive or negative), and contours indicate absolute magnitude. Note signif-
icant difference from sensitivities obtained at 10 s period. Magnitude is unitless in left column, due to
using sensitivity of log-Magnitude to log-parameters. Magnitude has units of radians in right column.

sensitivity structures are different from what is seen in Fig-
ure 6, and generally appear to be more spread throughout
the domain, suggesting that lower frequency oscillations
provide more information about large-scale features,
whereas small-scale oscillations are more sensitive to near-
field features especially between the pumping and observa-
tion locations. In addition, the difference between the struc-
tures in Figure 6 versus Figure 7 implies that additional
information about aquifer heterogeneity can be obtained by
altering the frequency of the aquifer stimulation when
using M-OHI. In contrast, sensitivity structures associated
with steady state response to constant-rate pumping tests
can only be altered by moving pumping or observation
locations.

[s9] The differences in the sensitivity structure found at
different frequencies provide a plausible explanation for
what Renner and Messar [2006] call the “intrinsic period
dependence of [effective] hydraulic properties,” a phe-
nomena also observed by Becker and Guiltinan [2010].
Since different frequencies of oscillatory testing effec-
tively average over different volumes, this intrinsic period
dependence of the effective parameters obtained in their
work may simply be a manifestation of subsurface hetero-
geneity and the differing sensitivities of different frequen-
cies to parts of the aquifer volume. In the case of a

homogeneous aquifer analyzed with a homogeneous
model, it has been stated that “harmonic testing does not
provide more information on the reservoir than conven-
tional well tests” [Hollaender et al., 2002]. However,
these conclusions were drawn based on the underlying
assumption that the reservoir or aquifer under study has a
constant, homogeneous set of parameters to be estimated.
In the case of a heterogeneous aquifer, the differing sensi-
tivity maps at differing frequencies clearly show that
multiple-frequency oscillatory stimulations can provide
additional information about heterogeneity.

[e0] The sensitivity maps presented above can be
directly compared against sensitivity maps for steady state,
constant-rate pumping tests, by using the zero-frequency
limit approach discussed earlier. In this case, the only sen-
sitivity with nonzero components will be the sensitivity of
log-amplitude to transmissivity. Thus, it is apparent that the
steady response to constant pumping is exactly the same as
a zero-frequency oscillatory pumping test, and additional
sensitivity to heterogeneity can be obtained by performing
nonzero-frequency tests, which have observably different
sensitivity structures. This is similar to the reason why it is
often suggested to analyze transient data from a constant-
rate pumping test (instead of only steady state data) for
inversion.
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Figure 8. Mesh and heterogeneity used in example imag-
ing problem. Color of mesh indicates model’s true log;y(K)
value. Dots indicate location of pumping wells (red) and
observation wells (white).

5. Multifrequency Imaging Example Application

[61] The sensitivity maps presented suggest that addi-
tional information about aquifer heterogeneity can be
obtained by using multiple frequencies of aquifer stimula-
tions. To demonstrate the improvement in imaging seen
when using multiple frequency stimulations versus a single
frequency, we present an application of multi-frequency os-
cillatory hydraulic imaging using our proposed modeling
approach. A sample synthetic problem is investigated, with
geometry and discretization as shown in Figure 8. The
main features of this model are a single pumping well
(located at the origin), four surrounding observation wells
at distances of 5 m each, and constant-head boundary con-
ditions at a distance from the origin. Other parameters
related to the model geometry and pumping stimulation are
shown in Table 1. While we test the ability of oscillatory
signals to image transmissivity heterogeneity, for simplifi-
cation in this work we have assumed that storativity is con-
stant throughout the aquifer. In addition, we note that we
have chosen to use a single pumping location in this exam-
ple in order to highlight the comparative improvement of
aquifer imaging from single-frequency versus multiple-
frequency inversions. However, it should be noted that our
approach is in no way limited to single stimulation loca-
tions—this is simply a choice used to highlight a particular
feature of the analysis framework.

[62] Boundary effects on the problem were minimized
by placing constant head boundaries at a distance of 75 m
from the origin. To verify that boundary effects were mini-
mal, we populated the model with a homogeneous hydrau-
lic conductivity value of le —4 m/s, and compared the
obtained steady-periodic solution at all frequencies against
the line-source analytic solution of Black and Kipp [1981].
In all cases (i.e., for all frequencies), the measured response
amplitudes experienced less than 1 mm difference from the
analytic solution.

Table 1. Relevant Modeling and Inversion Parameters for Imag-
ing Example Application

Parameter Value

Maximum pumping rate
during period

Maximum head change at
observation wells

All periods: 1.26 L/s

5 s period: 4.9 cm

10 s period: 8.9 cm
20 s period: 14.1 cm
100 s period: 32.0 cm
200 s period: 41.6 cm
300 s period: 47.2 cm

150 m x 150 m (square)
15m
IE-5m™'

Full Mesh: 60,682 triangular elements
Largest element size allowed: 1.5 m?
Element size near wells: 0.15 m?
Maximum element growth rate: 1.03
Linear variogram

Size of modeling domain
Aquifer thickness used
Specific Storage

Finite element mesh setup

Covariance assumed for

log10(K)

Variogram parameters Slope: 0.01
assumed for log10(K)

Measurement error variance 1 cm?

[63] After model validation, the heterogeneity pattern
shown as the mesh color in Figure 8 was imported into the
model, and pumping was simulated at the central fully pen-
etrating well (at the origin) at periods of 5, 10, 20, 100,
200, and 300 s. Synthetic data were generated by simulat-
ing 1 h worth of steady-periodic aquifer response, with a
sampling frequency of 1 Hz, at each stimulation frequency.
Response signals were measured at the four fully penetrat-
ing observation wells to the north, south, east, and west
(each at a distance of 5 m). The records of temporal pres-
sure changes at each well were then contaminated with ran-
dom white noise with a standard deviation of 1 cm.
Examples of the raw data after addition of noise are shown
in Figure 9.

[64] To perform inversion, the hour-long record of data
from each well at each frequency was first processed using
a Bayesian processing routine (which allows propagation
of measurement error) to extract the coefficients for the
sinusoidal and cosinusoidal components of the observed
signal. In essence, the approach consisted of assuming that
the time series of data at each point can be represented as:

d = A,sin (wt) + B,cos (wt) + ¢ (30)
where d represents the data vector at a particular measurement
point and frequency; t is the vector of measurement times; 4,
and B, represent the sinusoidal and cosinusoidal coefficients,
respectively; and ¢ is a vector of noise. In the matrix-vector
form, the system of equations can be written as:

dy sin (wt;)  cos (wty)
d:2 _ |sin (:wtz) cos Ewtz) {gw] L G31)
d, sin (wt,) cos (wt,)

[65] Using this formulation the error in measured time
series can be converted into error in the coefficients 4., and
B, using the normal equations and standard linear error
propagation.
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Figure 9. Examples of raw data used in inversions. Figure
shows noisy records from North observation well at three
different stimulation periods (10, 100, and 300 s periods).

[66] In terms of our inversion approach, we first obtain
estimates of 4, and B, by processing the raw (temporal)
data using the normal equations and linear error propaga-
tion. This provides estimates of “measured” sinusoidal and
cosinusoidal coefficients at each stimulation frequency,
along with the covariance matrix of the errors of these coef-
ficients. The estimated sinusoidal/cosinusoidal coefficients
and their associated measurement errors were then used
within a Bayesian geostatistical inverse code (based on the
formulation of Kitanidis [1995]) in order to invert for heter-
ogeneity in aquifer transmissivity. The objective function
optimized is:

—_

(v~ () Ry h(s)) + 5 (s — X5)'Q"' (s~ X)

(32)

min
s,3

where s is the vector of parameter values (transmissivities),
y is the vector of data (sinusoidal and cosinusoidal coeffi-
cients measured at each location at each frequency), h() is
the forward model, R is the covariance matrix of data
errors (derived from the covariance matrix of sinusoidal/
cosinusoidal coefficient errors from the normal equations),
X is a vector of drift function values, ( is a vector of drift
coefficients, and Q is the expected parameter covariance.
In the example, we assumed a priori that the random field
was a stationary, constant-mean random field with a linear
variogram having a slope of 0.01. This means that X is a
simple vector of ones, and Q was generated as a general-
ized covariance equal to —0.01 times the distance between
each pair of parameter locations.

[67] In Figure 10, we show the results of aquifer imaging
when each frequency is used individually, as compared with
the imaging results obtained when multiple frequencies are
jointly inverted. As is clearly visible, the use of multiple fre-
quencies for imaging improves the results of imaging. This
can also be shown quantitatively, as given in the statistics
shown in Table 2. In particular, we note that high-frequency
data is only able to accurately image the near field (Figure
10, top left), while low-frequency data provides more
“fuzzy” information over a broader spatial extent (Figure
10, bottom left). The combination of appropriate frequencies
effectively combines the benefits of each frequency, produc-
ing imaging results that are able to more accurately image
heterogeneity, even beyond the immediate location of the
well field (Figure 10, second column and middle right).

6. Conclusions

[68] Oscillating pumping tests have several advantages
relative to traditional, constant-rate pumping tests. How-
ever, to date, the use of oscillatory pumping tests for char-
acterizing heterogeneity has been precluded by a lack of
studies demonstrating the sensitivity of oscillatory signals
to spatially distributed aquifer heterogeneity. In addition,
there have been no studies of the ability of multifrequency
oscillatory pumping tests to image aquifer heterogeneity.

[69] In this study, by combining the steady-periodic
model for oscillatory aquifer flow with an adjoint state-
based sensitivity analysis, we were able to derive sensitiv-
ity maps that relate metrics such as the phase and amplitude
of sinusoidal signals to variations in aquifer conductivity
(K or T) and storage (S, or S or S,) parameters. The sensi-
tivity maps produced through this analysis show that differ-
ent frequencies of stimulation have different spatially
distributed sensitivities to aquifer parameters. In particular,
high-frequency oscillations tend to be more sensitive to pa-
rameters in the “near field,” whereas low-frequency oscil-
lations produce sensitivity maps that are more diffuse
throughout the modeling domain. The steady-state response
of aquifer head to a constant-rate pumping test is the
extreme case of this with the most diffuse sensitivity, repre-
senting the zero-frequency limit of oscillatory testing.

[70] To demonstrate the use of multifrequency oscilla-
tory aquifer stimulations in imaging, we presented a sample
synthetic imaging problem. In this problem, a single testing
arrangement was used, and the only parameter that was var-
ied between individual aquifer tests was the frequency of
the input stimulation. This test problem showed that pro-
gressive improvement in aquifer imaging results can be
obtained by then jointly inverting multiple frequencies’
responses. In the current analysis, we selected a few repre-
sentative frequencies to invert (5, 10, 20, 100, 200, and
300 s), though inversion of many more frequencies may
lead to even further improvement in imaging results.

7. Discussion and Future Work

[71] While the preliminary investigations in this work
suggest that complementary information about heterogeneity
can be obtained from multifrequency oscillatory hydraulic
testing, we note that the tests performed in this work are not
truly tomographic—i.e., we did not implement multiple
source-receiver combinations. We believe that using data
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shows six-frequency joint inversion (second panel),

the same for all images.

Table 2. Root Mean Squared Error (RMSE) for Imaging
Experiments®

Central Area Full Domain

Data Inverted (50 m x 50 m) (150 m x 150 m)
5 s period 0.7653 0.8461
10 s period 0.7187 0.7614
Sand 10 s 0.7183 0.7865
20 s period 0.6618 0.6456
100 s period 0.583 0.6122
20 and 100 s 0.3552 0.3343
200 s period 0.5804 0.6716
300 s period 0.5166 0.5398
200 and 300 s 0.3726 0.3845
All six periods 0.3468 0.3669

#“Central area” refers to the area imaged in Figure 10, “full domain”
refers to complete model, and italics indicate multifrequency inversions.
Note general decrease in imaging error as more periods are inverted, espe-
cially within the central 50 m x 50 m area of model.

and true parameter field (third panel). Color scale is

from a broad frequency “sweep” of oscillatory tests, while
also altering source and receiver locations, may provide
improved resolution of both fine-scale and large-scale aqui-
fer features. In particular, it will be valuable to compare,
under scenarios of realistic measurement noise and uncer-
tainty, the imaging capabilities of transient hydraulic tomog-
raphy and steady-state hydraulic tomography against M-OHI
implemented in a tomographic fashion.

[72] It may seem counter-intuitive that oscillatory pump-
ing tests could provide better information about aquifer het-
erogeneity than constant-rate pumping tests—after all, any
pumping test can be represented in the Fourier domain as a
superposition of sinusoidal tests at various frequencies.
Thus, in essence, the transient response to a constant-rate
pumping test could already be considered as a multifre-
quency aquifer stimulation. However, we believe that by fo-
cusing testing at particular frequencies using the M-OHI
concept presented herein, it becomes easier to extract the
“signal” (a single, known input frequency) from other
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undesirable signals, drifts, and noises. Constant-rate pump-
ing tests, when performed in the field, are often contami-
nated by spurious signals that can be difficult to separate
from the input (pumping) signal (see, e.g., the removal of
evapotranspiration required in Cardiff et al. [2009]). While
processing of constant-rate pumping tests using a frequency-
domain model could be performed, it may be difficult to
accurately extract signal magnitudes at each frequency (due
to the fact that all signals are simultaneously superposed),
and likewise the ability to filter out noises is degraded.

[73] A key benefit of oscillatory signals, which has not
been dealt with in much depth in this work, is the robustness
of signal processing routines for extracting known-frequency
oscillations from noisy data. In practice, we have found that
even low-magnitude oscillating signals can often be accu-
rately extracted from long-time series, i.e., a noisy, small-
magnitude sinusoid measurement can be compensated for by
obtaining a long enough record such that data errors (esti-
mates of the signal amplitude and phase) are reduced over
time (Bakhos et al., in review, 2013). Thus, even if it ini-
tially appears that no signal is observable at a large distance
from an oscillating source, that signal may eventually
become clear as a long data history is recorded. Such a pros-
pect holds exciting implications for long-term aquifer moni-
toring, and for extending the effective spatial range of
aquifer investigations. In most hydrologic investigations,
longer periods of observation present greater modeling diffi-
culties, since unknown effects from industrial supply wells,
irrigation, rainfall, and so on, may become prominent and
should be modeled. In contrast, oscillatory signals can be
separated from other influences, and may represent the one
case in which data effectively gets less noisy and more reli-
able over time.

[74] Last, an obvious question—and one that continually
confounds groundwater investigations—is whether larger
scales of 1-10 km? can be effectively characterized for hydro-
logic property variability using any available hydrologic tech-
niques. While we believe that it may often be difficult to
produce practical equipment to manually generate oscillatory
signals that travel to these scales, natural oscillations—
including tides, periodic river stage fluctuations, evapotranspi-
ration signals, etc.—may provide energy for signals with the
high amplitude and low frequency necessary to characterize
such large regions. The variety of cyclical natural processes
that manifest on time scales of days to years may represent a
vast, untapped data source for large-scale aquifer characteri-
zation, if long-term passive instrumentation for collecting
observations are implemented. In addition, steady-periodic
theory may be applicable to analyzing intermittent pumping
from water supply wells over seasonal or longer time scales.
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