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A B S T R A C T

Compressing big data and model parameters via tensor decomposition such as the tensor train (TT) format has
gained great success in recent years. The application of tensor compression methods requires the data be high
dimensional. However, not all the real-world data primarily are high-dimensional, and sometimes reshaping
is necessary before the application of tensor compression methods. Meantime, reordering and reshaping data
may affect the efficiency of the compression. This work utilizes tensor reshaping to improve the efficiency of
tensor compression using the TT format. An optimization model is proposed that maximizes the space-saving
of tensor compression with respect to the shape of a given tensor while the compression error is bounded.
The study is narrowed down to the TT decomposition and the TT-SVD algorithm is linked with a genetic
algorithm (GA) to find an optimal tensor shape. The proposed method is applied to compress RGB images and
a neural network to exemplify its capability. The results of the proposed tensor shape search using the GA are
also compared with a purely random search. The results demonstrate that the proposed tensor shape search
method significantly improves the space-saving and compression ratio of the data compression and enhances
the efficiency of tensorized neural networks using the TT decomposition.
1. Introduction

Processing high-dimensional data is a necessity across various dis-
ciplines. The tensor decomposition methods have been proposed for
high dimensional data analysis [1,2]. A tensor is usually defined as a
high-dimensional array (i.e., an array of three or more dimensions). For
instance, red, green, blue (RGB), or hyperspectral images are examples
of tensors. A tensor may also represent a model where the parameters of
the model are a multi-way array. For example, the parameters of a deep
neural network can be represented as a tensor. Tensor decomposition
(e.g. the tensor train decomposition) refers to factorizing a tensor
(i.e. a high dimensional array) to a low-rank factor space. Tensor
decomposition is functional in dimensionality reduction or data and
models compression.

Compressing big data via tensor decomposition has gained great
success in recent years. For instance, using tensor decomposition, a
massive amount of data with millions of elements can be decomposed
to its factors that might be of the order of thousands reducing the
required storage space significantly. This can be used for compress-
ing both raw data and model parameters. The tensor decomposition
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methods have been applied to approximate high dimensional problems
in different domains, including data-mining and knowledge discovery,
dimensionality reduction, scientific computation, machine learning,
and signal processing [3–9]. Different methods have been successfully
applied to decompose a higher-order tensor to low-dimensional param-
eters, including the CANDECOMP/PARAFAC (CP) decomposition [10],
the Tucker decomposition [11], and the tensor train (TT) decomposi-
tion [12]. Tensor decomposition was also extended to a more general
form called tensor networks, which leads to various decomposition for-
mats [13]. In recent years Bayesian methods have also been developed
for automatic rank determination in various tensor problems, including
tensor completion and tensorized neural network training [14–16].

Regardless of the specific choice of a tensor decomposition method
the data or the model parameters are represented as a 𝑑-way tensor
prior to the decomposition. Sometimes, the given data has a high
dimensional format and it is important that the original shape of the
data be preserved. However, there are many cases where the original
data is of a lower dimension (e.g. one-dimensional or two-dimensional
arrays) and the data have to be reshaped to be presented as a tensor
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prior to tensor decomposition or the shape of data can be changed as
long as an invertible mapping be applied. Such cases often involve
a reshaping step that changes a tensor’s dimension and mode size
using a bijective mapping. The shape of a tensor affects the rank
and, subsequently, the accuracy and compression efficiency (i.e., space
saving and compression ratio) of the subsequent tensor decomposition.
Consequently, one may ask what shape or mode size should be used
for a given data for tensor decomposition. Despite the importance of
finding an optimum shape for tensor decomposition, studies on this
domain remain very sparse. This empirical study attempts to answer
the aforementioned question.

This study investigates the effect of the tensor shape on tensor
compression and proposes an optimization model that maximizes the
space saving with respect to the shape of the tensor. The applied
reshaping method is a bijection that allows the original data with
their characteristics to be retrieved. The study is narrowed down to
the TT decomposition, but the proposed technique can be extended
to other tensor decomposition methods. A genetic algorithm (GA) is
presented for solving the optimization problem. The proposed method
is applied to compress RGB images and a neural network to study
its performance. The results of the optimization model are compared
with random shapes to demonstrate the effectiveness of the proposed
method.

2. Related works

2.1. Tensor decomposition and applications

A detailed review of tensor decomposition and its application in
different applications such as data mining and knowledge discovery,
signal processing, computer vision, scientific computing, and neuro-
science is provided in [3]. Applications of tensor decomposition for
data mining were reviewed in previous studies [17]. Memory effi-
cient Tucker (MET) decomposition was proposed for data mining of
sparse multi-way data [18]. Tensor decomposition was used for text
mining [19]. A tensor decomposition-based machine learning approach
was developed and applied for health data mining [20]. Furthermore,
tensor decomposition and representation have been applied for uncer-
tainty quantification [4–6,21], and high dimensional data recovery [14,
22,23] and imaging [24,25], quantum simulation and computation
simulation [26–29], to name a few.

Tensor decomposition has been recently shown to be promising
for model parameters compression in machine learning [30]. For in-
stance, tensor decomposition has been applied for running compressed
convolutional neural networks (CNNs) on mobile devices [31]. The
aforementioned study demonstrated that a significant memory storage
reduction and energy usage could be achieved while compressing vari-
ous CNN architectures using the Tucker decomposition [31]. Also, the
CP decomposition was used to compress kernels of CNNs which resulted
in a significant speedup of the run time of the studied networks with
negligible drop in accuracy [32]. Compression of fully connected neural
networks using tensor decomposition was studied by [33]. In another
study, tensor decomposition was applied to study the generalizability
of neural networks [34]. Tensor ring network was proposed by [35]
in which neural networks were compressed using the Tensor Ring
decomposition.

Among the tensor decomposition formats, tensor train [12] is one
of the most popular ones. Due to its great power of representing high
dimensional data it has been widely applied for various applications
including radar data [36], hyperspectral imaging [24], neural architec-
ture search [37], deep learning model compression [38–40], quantum
dynamics simulation [29], and quantum computation simulation [27,
2

28].
2.2. Tensor decomposition and hyperparameter tuning

In many real-world applications deciding about some hyper-
parameters (such as tensor ranks and tensor shapes) of tensor de-
composition can be challenging. There have been some recent studies
that addressed the tensor rank determination problem. The recent
works [15,16] determined the tensor ranks automatically in neural
network training, enabling on-device training of neural networks with
limited computing resources [7]. A tensor regression method was
proposed for automatic rank determination and applied for uncertainty
quantification [21]. Bayesian tensor decomposition was also applied
to automatic rank determination for tensor completion and dimension
reduction [14,23]. However, the study of the effect of the shape on
tensor decomposition has rarely been reported in the literature. In a
previous study [41] we applied an evolutionary tensor shape search
for remotely sensed hyperspectral data compression. The present study
generalizes the tensor shape search formulation, apply it to RGB images
and neural networks, and compare the results of the GA with a random
search (RS). The primarily goal is to investigate how reshaping may
affect the result of tensor compression and how an optimal shape can
be found if there exists one.

2.3. Evolutionary algorithms

The origin of evolutionary computation dates back to the mid
1950s when it was applied in mathematical programming, machine
learning, and industrial manufacturing and notably the invention of
evolutionary strategies (ES), evolutionary programming (EP), and ge-
netic algorithms (GAs) [42]. The early version of the genetic algorithm
(GA) was presented by [43]. Over the past years, variations of evo-
lutionary algorithms (i.e., GAs) have been developed and have been
extensively applied to solve problems in various fields where the prob-
lems were not approachable with other optimization methods [44–47].
A wide range of evolutionary algorithms, including GAs and their
applications in engineering domains, have been studied in the litera-
ture [48]. Particularly, [49] applied an evolutionary algorithm to find
optimal hyperparameters of the singular value decomposition for the
neural network compression.

2.4. Evolutionary algorithms and tensor decomposition

A study at the intersection of evolutionary algorithms and tensor de-
compositions proposed the application of tensor decomposition-based
mutation to the neuroevolution of augmenting topologies (NEAT) algo-
rithm [50]. The CP decomposition was applied to reduce the dimen-
sionality of solutions to solve high-dimensional optimization problems
with evolutionary algorithms [51]. A study formulated the CP decom-
position of non-negative tensors as a stochastic problem and solved
it using an evolutionary algorithm [52]. Also, an evolutionary search
was applied to determine an optimum tensor network topology [13].
To the best of these authors’ knowledge the present study is the first
endeavor that applies an evolutionary tensor shape search with a tensor
decomposition to optimize data and neural networks compression.

3. Background

Throughout this manuscript capital calligraphic letters (e.g., ) are
used to denote tensors, boldface capital letters (e.g., 𝐀) are used for
matrices, boldface lower case letters (e.g., 𝒂) are used for vectors, and
Roman (e.g., 𝑎) or Greek (e.g., 𝛼) letters are used for scalars. [𝑖1,… , 𝑖𝑑 ]
refers to the element 𝑖1,… , 𝑖𝑑 of the tensor .

3.1. Tensor shape and reshaping

An order-𝑘 (𝑘-way) tensor  ∈ R𝐼1×⋯×𝐼𝑘 denotes a 𝑘-dimensional

data array. The order of a tensor is the number of its dimensions. The
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Fig. 1. A schematic of the TT format.
shape of a tensor determines the order and the number of elements
of each dimension. Throughout the manuscript, 𝜽 = (𝐼1, 𝐼2,… , 𝐼𝑘)
specifies the shape of a tensor, where 𝐼𝑗 ∈ N is the size of dimension 𝑗
and 𝑘 is the order.

Reshaping refers to changing the order and the number of elements
of each dimension. For example, a 𝑘-way tensor  ∈ R𝐼1×⋯×𝐼𝑘 may be
reshaped to a 𝑑-way tensor like  ∈ R𝑛1×⋯×𝑛𝑑 . Cardinality of tensor 
∈ R𝐼1×⋯×𝐼𝑘 is defined as || = 𝐼1 × ⋯ × 𝐼𝑘. Reshaping a tensor may
change its cardinality if the cardinality of  , ||, is greater than that
of  (|| > ||), then dummy elements (e.g., zeros) are entered.

Throughout the manuscript two different functions are applied for
reshaping: (1) reshape( ,𝜽) is used when reshaping does not change the
cardinality, and (2) 𝛷( ,𝜽) is used to denote reshaping a given tensor
 to a new shape 𝜽 if reshaping may change the cardinality. Note that
both reshaping functions are invertible mappings. This work applies
a C-like index ordering for reshaping functions where the greater the
axis index is, the higher the priority of reordering. Function 𝛷 fills the
reshaped tensor with zeros if its cardinality is larger than that of the
original tensor.

3.2. Tensor train (TT) decomposition

In the tensor train (TT) format [12] a 𝑑-way tensor ∈ R𝑛1×⋯×𝑛𝑑

is approximated with a set of 𝑑 cores ̄ = {1,2,… ,𝑑} where 𝑗 ∈
R𝑟𝑗−1×𝑛𝑗×𝑟𝑗 , 𝑟𝑗 ’s for 𝑗 = 1,… , 𝑑 − 1 are the ranks, 𝑟0 = 𝑟𝑑 = 1, and each
element of  is approximated by Eq. (1).

̂[𝑖1,… , 𝑖𝑑 ] =
∑

𝑙0 ,…,𝑙𝑑

1[𝑙0, 𝑖1, 𝑙1]2[𝑙1, 𝑖2, 𝑙2]⋯𝑑 [𝑙𝑑−1, 𝑖𝑑 , 𝑙𝑑 ] (1)

Fig. 1 depicts the TT format. Given an error bound (𝜖 = ‖−̂‖𝐹
‖‖𝐹

), the
core factors, 𝑗 ’s, are computed using (𝑑 − 1) sequential singular value
decomposition (SVD) of the auxiliary matrices formed by unfolding
tensor  along different axes. This decomposition process, which is
called the TT-SVD is presented in Algorithm 1.

Algorithm 1 TT-SVD
Require: 𝑑-way tensor  , error bound 𝜖.
1: 𝜎 = 𝜖

𝑑−1‖‖𝐹
2: 𝑟0 = 1
3: 𝑟𝑑 = 1
4: W = reshape( , (𝑛1,

||

𝑛1
))

5: for 𝑗 = 1 to 𝑗 = 𝑑 − 1 do
6: W = reshape(W, (𝑟𝑗−1𝑛𝑗 ,

|W|

𝑟𝑗−1𝑛𝑗
))

7: Compute 𝜎-truncated SVD: W = USV𝑇 + E, where ‖E‖𝐹 ≤ 𝜎
8: 𝑟𝑗 = the rank of matrix W based on 𝜎-truncated SVD
9: 𝑗 = reshape(U, (𝑟𝑗−1, 𝑛𝑗 , 𝑟𝑗 ))

10: W = SV𝑇

11: end for
12: 𝑑 = reshape(W, (𝑟𝑑−1, 𝑛𝑑 , 𝑟𝑑 ))
13: Return ̄ = {1,2,⋯ ,𝑑}

This work applies the proposed tensor shape search to the TT-
SVD. However, it is possible to extend this framework to other tensor
decomposition methods such as the CP decomposition, the Tucker
decomposition, and generally to the tensor networks.
3

4. Problem statement

The current study proposes a search algorithm to find a shape that
maximizes the space saving of the compression using the TT decom-
position. The TT decomposition is used for big data compression and
dimensionality reduction. Representing a given tensor ∈ R𝑛1×⋯.×𝑛𝑑

in the explicit original format requires ∏𝑑
𝑗=1 𝑛𝑗 elements to be stored.

However, the TT format requires ∑𝑑
𝑗=1 𝑟𝑗−1 × 𝑛𝑗 × 𝑟𝑗 parameters to be

stored. We can use the TT factors as an estimation of the original tensor
by applying Eq. (1). The efficiency of the compression depends on the
value of the ranks of the TT format. The space saving is significant when
ranks are small. In real world applications high order data usually have
low ranks that make compression using TT format to be functional.

One application of the proposed method is changing the order of
data to facilitate the application of tensor decomposition (i.e., the TT
compression). In practice, there exist plenty of big data that are in
the form of vectors and matrices, and they are not primarily high
dimensional. Applying the TT decomposition on vectors results in no
compression, and applying the TT decomposition on matrices results
in a plain SVD decomposition that limits compression capability [33].
Therefore, the application of the TT format on 1D (i.e., vectors) and
2D (i.e., matrices) arrays requires reshaping the given data to a higher
dimension (i.e., 3D or more) prior to decomposition. The aforemen-
tioned bottleneck can be addressed by the proposed tensor shape
search. Besides, this study empirically demonstrates that reshaping
may improve compression efficiency even without changing the order,
which extends the application of the proposed method for data arrays
that are already of dimension three and higher. Therefore the proposed
method is formulated for a general tensor with an arbitrary dimension.

Let  ∈ R𝐼1×⋯×𝐼𝑘 be the original data given to be compressed using
the TT decomposition and ̂ ∈ R𝐼1×⋯×𝐼𝑘 is the approximation of the
given  using the TT format. For example,  can be an RGB image
where 𝑘 = 3. To compress the given data first reshape the given  into
a 𝑑-way tensor (usually 𝑑 ≥ 𝑘) like 𝜽 ∈ R𝑛1×⋯×𝑛𝑑 as shown below.

𝜽 = 𝛷( ,𝜽) (2)

where 𝜽 = (𝑛1, 𝑛2,… , 𝑛𝑑 ) refers to the new shape. Function 𝛷( ,𝜽)
reshapes the given tensor  to the new shape 𝜽 and enter zero values
(dummy elements) if |𝜽| > || to fill the rest of the reshaped tensor.
Next, 𝜽 is approximated using the TT decomposition where ̂𝜽 ∈
R𝑛1×⋯×𝑛𝑑 is the approximation of 𝜽 using algorithm 1. Note that there
exist a bijection between  and ̂𝜽 that allows elements of ̂ to be
accessed directly from ̂𝜽 as shown below:

̂ = 𝛷−1(̂𝜽) (3)

where 𝛷−1 refers to the inverse of reshaping function 𝛷 that consists
of reshaping and removing the added dummy elements.

Considering a reshaping stage before applying the TT decomposition
on a given data array like  ∈ R𝐼1×⋯×𝐼𝑘 and 𝜽 = (𝑛1, 𝑛2,… , 𝑛𝑑 ),
space-saving of the TT format using the shape 𝜃 is defined as shown
below.

𝐶(𝜃) = 1 −

∑𝑑
𝑗=1 𝑟𝑗−1 × 𝑛𝑗 × 𝑟𝑗

∏𝑘
𝑗=1 𝐼𝑗

(4)

where 𝑛𝑗 refers to the size of dimension 𝑗 of reshaped tensor ̂𝜽 ∈
R𝑛1×⋯×𝑛𝑑 and 𝑟 refers to the ranks of TT decomposition of reshaped
𝑗
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tensor 𝜽. 𝐼𝑗 refers to the size of dimension 𝑗 of original data array
 ∈ R𝐼1×⋯×𝐼𝑘 . In other words, to calculate the space-saving the size of
the factor cores resulting from the decomposition of a reshaped tensor
is compared with the size of the original tensor. The ratio of the size
of the original data to the size of compressed factors is defined as the
compression ratio. Given the space-saving of a shape 𝜃 the compression
ratio is defined as shown below.

𝑅(𝜃) = (1 − 𝐶(𝜃))−1 (5)

where 𝑅(𝜃) refers to the compression ratio of the shape 𝜃.

5. Methodology: Tensor shape optimization

This study proposes a tensor shape search for data compression
using the TT decomposition. As described above given a tensor  ∈
R𝐼1×⋯×𝐼𝑘 ,  can be reshaped to a tensor 𝜽 ∈ R𝑛1×⋯×𝑛𝑑 . Instead of

, 𝜽 is decomposed and its factors are stored. To retrieve ̂ , first
̂𝜽 is reconstructed using factors of 𝜽 and elements of ̂ can be
ccessed directly from bijection between 𝜽 and ̂ by Eq. (3). This
ork proposes an optimization model to maximize the space saving by

he TT decomposition with respect to the tensor shape 𝜃.
Given 𝑑 (the order of ), 𝜽 = (𝑛1, 𝑛2,… , 𝑛𝑑 ) is a possible shape;

nd let 𝑆 be the space made of all possible 𝜽’s such that 𝑛𝑖 ∈ N and
≤ 𝑛𝑖 ≤ 𝑢 for 𝑖 = 1, 2,… , 𝑑 and 𝑙, 𝑢 ∈ N. If 𝑙 = 1, 𝑑 is the maximal
rder because when 𝑛𝑖 = 1 dimension 𝑖 becomes ineffective, practically.
he proposed optimization model maximizes the space saving of the TT
ecomposition given an error bound 𝜖 as defined below.

max
∀𝜽∈𝛩

𝐶(𝜽) = 1 −
|̄𝜽|
||

subject to
̄𝜽 = 𝑓 (𝜽, 𝜖)

𝜽 = 𝛷( ,𝜽)

𝛩 = {𝜽|𝜽 ∈ 𝑆, |𝜽| ≥ ||}

𝑆 = {𝜽 = (𝑛1, 𝑛2,… , 𝑛𝑑 )|𝑛𝑖 ∈ N, 𝑙 ≤ 𝑛𝑖 ≤ 𝑢} (6)

where 𝛩 ⊂ 𝑆 and the sub-space 𝛩 refers to the feasible domain of the
ecision space 𝑆. 𝑓 (𝜽, 𝜖) generates the factors of 𝜽, ̄𝜽, using the TT-
VD algorithm based on the error bound 𝜖. 𝛷( ,𝜽) resizes the given
ensor  to the shape 𝜽 and enter zero values (dummy elements) if
𝜽| > || to fill the rest of the reshaped tensor. The upper limit of

the 𝐶(𝜽) is 1. When 0 < 𝐶(𝜽) < 1 the cardinality of the factors is less
than that of the data, but when 𝐶(𝜽) ≤ 0 the memory requirement is
inflated, and there is no data compression.

Any shape that results in a tensor 𝜽 whose cardinality is smaller
than the cardinality of the original given data  (|𝜽| < ||) is
nfeasible because some data is missed. Furthermore, the resized tensor
s filled with dummy elements (e.g., zeros) when a possible 𝜽 results in
tensor whose cardinality is greater than that of the original data. Any

hape which results in an unnecessarily large cardinality is undesirable
ecause it makes the compression less efficient. The objective function
efined in Eq. (6) maximizes the space saving considering the effect of
he added dummy elements. Therefore, the objective function guides
he search toward a shape whose cardinality is the closest to that of
he data. The definition of the feasible subspace 𝛩 prevents shapes that
ave a cardinality smaller than that of the original tensor.

Let 𝐸(𝜽) be the relative error measured by the Frobenius norm as
ollows.

(𝜽) =
‖ − ̂‖𝐹
‖‖𝐹

, with ̂ = 𝛷−1(̂𝜽) and ̂𝜽 = 𝛹 (̄𝜽) (7)

where 𝛷(⋅)−1 resizes the tensor to the original shape and removes
ummy elements if there are any, 𝛹 (⋅) generates the approximation
ensor ̂𝜽 from the factors, and ̄𝜽 refers to the decomposed factors.
ince the added dummy elements are zero, then ‖‖ = ‖‖ and
4

𝐹 𝐹 T
−̂‖𝐹 ≤ ‖−̂‖𝐹 . Also, the TT-SVD guarantees that ‖−̂‖𝐹
‖‖𝐹

≤ 𝜖.
Therefore, if the TT-SVD (described in Algorithm 1) is applied for the
decomposition of the reshaped tensor, 𝐸(𝜽) ≤ 𝜖 and it is not required
to consider the error bound as a constraint in the optimization model.

6. Genetic algorithm for tensor shape search

The proposed optimization model (6) is a challenging combinatorial
problem. When the data are reordered and reshaped the TT ranks of the
rearranged data need to be determined for calculation of the space sav-
ing of tensor compression. Determining the ranks of a tensor is known
to be NP-complete [53]. Therefore, a genetic algorithm (GA) is applied
to solve the defined optimization model and find the optimal tensor
shape. The GA and evolutionary algorithms in general are usually used
where the problem is combinatorial and non-convex, and the GA is an
effective and common approach for solving this kind of problem. A
pseudo-code of the GA for tensor shape search is presented in Algorithm
2, and its key steps are described below.

6.1. Initialization

The GA starts with generating a set of random shapes (solutions)
 = {𝜽1,𝜽2,… ,𝜽𝑚} as an initial population. The initial population
is generated by applying a discrete uniform distribution [specifically,
𝐮𝐧𝐢𝐟 (𝑙, 𝑢)] on each variable (𝑛𝑖, 𝑖 = 1, 2,… , 𝑑) of 𝜽𝑗 = (𝑛1, 𝑛2,… , 𝑛𝑑 ) for
= 1, 2,… , 𝑚. Next for each shape 𝜽𝑗 , the TT-SVD is called, and the

pace saving 𝐶(𝜽𝑗 ) is calculated by Eq. (6).

.2. Selection

Proportional to the space saving of each solution, a selection prob-
bility is assigned to each shape as below.

(𝜽𝑗 ) =
𝐶(𝜽𝑗 )

∑𝑚
𝑗=1 𝐶(𝜽𝑗 )

, 𝑗 = 1, 2,… , 𝑚 (8)

where 𝛱(𝜽𝑗 ) is the selection probability of shape 𝜽𝑗 . In the selection
process of the GA, 𝑝 (𝑝 < 𝑚) shapes are selected as parents. (𝑝 − 1) so-
utions are selected based on the probability distribution 𝛱 (calculated
bove) with replacement such that the shapes with higher probability
𝛱) have more chance to be selected to enter to the parent set. If a
olution is selected several times, then several copies of that exist in the
arent set. An elitism operation is also applied so that the best shape
f the current population (the shape with the maximum compression)
s moved to the parent set with probability 1.

.3. Reproduction

During the reproduction process the crossover operator is applied
irst. Based on the crossover operator two shapes like 𝜽 = (𝑛1,… , 𝑛𝑑 )
nd 𝜽′ = (𝑛′1,… , 𝑛′𝑑 ) are randomly selected from the parent set, and a
ew trial shape is generated by exchanging the variables of the two
elected solution as shown below.
new = (𝑛1,… , 𝑛𝑐 , 𝑛

′
𝑐+1,… , 𝑛′𝑑 ) (9)

here 𝑐 is the crossover point. Next, the mutation operator is applied
o the newly generated solution. Based on the mutation operator,
ome of the dimensions (variables) of the newly generated shapes are
andomly replaced by applying a discrete uniform distribution 𝐮𝐧𝐢𝐟 (𝑙, 𝑢).
f 𝜽 = (𝑛1,… , 𝑛𝑖,… , 𝑛𝑑 ) is a newly generated shape by the crossover,
he muted shape is 𝜽new = (𝑛1,… , 𝑛′′𝑖 ,… , 𝑛𝑑 ) where dimension 𝑖 is
uted. The procedure of selecting parents and generating new solutions

ontinues until 𝑚 − 𝑝 new shapes are generated. The space saving of
he newly generated shapes (new population) is calculated and the
election probabilities are updated.

.4. Iteration and convergence

The process of selection and reproduction repeats for 𝑇 iterations.
he best final shape is reported as the best (optimal) solution. There
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is no guarantee that the GA will find an optimal solution, but experi-
mental results have shown the effectiveness of the GA in finding a near
optimal solution [48]. [54] presented the stochastic convergence of the
elitist GA.

Algorithm 2 The genetic algorithm for the tensor shape search with
the tensor train compression
Require: 𝑇 , 𝑚, 𝑝

Generate 𝑚 tentative shapes
for 𝑗 = 1 to 𝑚 do

Run the TT-SVD algorithm and Calculate 𝐶(𝜽𝑗 )
end for
𝜽∗ = the best shape in the current population
for 𝑡 = 1 to 𝑇 do

for 𝑗 = 1 to 𝑚 do
Calculate 𝛱(𝜽𝑗 )

end for
for 𝑗 = 1 to 𝑝 − 1 do

Select one shape using the distribution 𝛱
Copy the selected shape to the parent set

end for
Copy the best solution to the parent set
for 𝑗 = 1 to 𝑚 − 𝑝 do

Generate a new solution using the crossover operator
Mute the newly generated solution using the mutation

operator
Run the TT-SVD algorithm for the new shape 𝜽𝑗 and Calculate

𝐶(𝜽𝑗 )
end for
New population = parent set + new solutions
𝒃 = the best shape in the current population
if 𝐶(𝒃) > 𝐶(𝜽∗) then

𝜽∗ = 𝒃
end if

end for

7. Random shape search

In addition to the genetic algorithm (GA) that searches a near-
optimal shape, a random search (RS) is also applied in this work. The
best solution found by the RS, 𝜽𝑟, is compared with the near optimal
shape found by the GA. Hence the number of randomly generated
shapes is the same as the total number of solutions examined by the
GA. Algorithm 3 represents the applied random shape search.

Algorithm 3 Random shape search algorithm
Require: 𝑇 , 𝑑, 𝑙, ||

𝐶(𝜽𝑟) = 0
for 𝑡 = 1 to 𝑇 do

𝑢 = ⌈

||

𝑙𝑑−1
⌉

for 𝑗 = 1 to 𝑑 − 1 do
𝑛𝑗 = 𝑅𝑎𝑛𝑑𝐼𝑛𝑖𝑡(𝑙, 𝑢)
𝑢 = ⌈

𝑙×𝑢
𝑛𝑗

⌉

end for
𝑛𝑑 = ⌈

||

∏𝑑−1
𝑗=1 𝑛𝑗

⌉

𝜃 = (𝑛1, 𝑛2,⋯ , 𝑛𝑑 )
Run the TT-SVD algorithm for the shape 𝜃 and Calculate 𝐶(𝜃)
if 𝐶(𝜃) > 𝐶(𝜽𝑟) then

𝜽𝑟 = 𝜃
end if

end for

In Algorithm 3, given the cardinality of the data, ||, where a
ossible shape is defined as 𝜃 = (𝑛 , 𝑛 ,… , 𝑛 ), there are 𝑑−1 degrees of
5

1 2 𝑑 i
Table 1
The result of the compression of the studied images with their original shape (𝜽𝑜) and
the optimal shape (𝜽∗) for 𝜖 = 0.05.

Image 𝐶(𝜽𝑜)% 𝐸(𝜽𝑜) Optimal shape (𝜽∗) 𝐶(𝜽∗)% 𝐸(𝜽∗)

1 48.45 0.0349 (1903,3,36) 67.50 0.0345
2 57.33 0.0264 (230,10,96) 72.13 0.0341
3 82.54 0.0313 (116,60,30) 88.05 0.0332
4 50.09 0.0249 (448,20,24) 75.02 0.0351
5 22.28 0.0247 (3493,2,30) 56.87 0.0345
6 −4.17 0.0248 (3200,4,18) 33.47 0.0346
7 12.46 0.0246 (3770,3,18) 40.00 0.0331
8 86.65 0.0253 (430,20,24) 92.67 0.0340
9 59.58 0.0348 (1975,5,21) 62.44 0.0340
10 65.62 0.0270 (320,10,72) 74.47 0.0343

freedom, and the last dimension is determined such that the cardinality
of the randomly generated shape is immediately greater than or equal
to the cardinality of the given data to be compressed. Meantime,
to generate a random shape, the lower boundary of the size of all
dimensions 𝑙 is fixed, but the upper boundary, 𝑢, dynamically changes
according to the previously determined dimensions. Note that the same
approach described in Algorithm 3 is applied for the initialization of the
GA, too.

8. Experimental results

The proposed tensor shape search using the TT-SVD algorithm is
applied to decompose some arbitrary RGB images from the Microsoft
common objects in context (COCO) data set [55] depicted in Fig. 2.
Note that using the proposed method to compress the RGB images is
only done for experimental purposes and for demonstrating the capabil-
ity of the method for signal compression and dimensionality reduction
while studying the method’s performance but the application of the
proposed method is beyond just compressing the RGB images. The
images are resized in the experiments such that the longest dimension
has 320 pixels with a fixed aspect ratio of the original image. Fig. 2
also shows the original shape (height, width, depth) of the data arrays
of the images below them.

8.1. Optimal shape versus original shape

The decomposition results of the reshaped data are compared with
that of the original shapes. The largest number of dimensions and the
lower boundary for the dimension size are set to have a fair comparison
such that all the optimum shapes are of order three, similar to the
original shapes (i.e., 𝑑 = 3 and 𝑙 = 2). For each image the GA runs
for 50 iterations with a population size of 20. Note that reducing
the error bound 𝜖 for TT decomposition reduces the space saving and
compression efficiency because reducing the error increases the ranks
and requires more factors to be stored. In this study the performance of
the proposed method was studied using different error bounds varying
from 𝜖 = 0.01 to 𝜖 = 0.2. Fig. 3 shows the convergence curve of the GA
uns for the studied images with 𝜖 = 0.1. Tables 1–3 lists the results of

the compression of the studied images with their original shapes and
the optimal shapes found by the GA for different error bounds including
𝜖 = 0.05, 𝜖 = 0.1, and 𝜖 = 0.2, respectively. In Tables 1–3, 𝜽∗ refers to
the optimal shape found by the GA, and 𝜽𝑜 refers to the original shape
of the images.

It is seen in Tables 1–3 that for all images the space saving of the
optimal shape (𝜽∗) found by the GA is superior to that of the original
shape (𝜽𝑜). Also, all the errors are smaller than the error bound 𝜖.

he change in the error is negligible and is bounded although the
rror slightly increases by improving the space saving, whereas the
mprovement in the space saving is significant. It is also seen that
he space saving of the studied images varies, and it is because the
mages have different ranks. Regardless of the ranks of the images the
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Fig. 2. The arbitrary selected images form the COCO data set (the images are not depicted to their correct scale and the numbers written in parenthesis (height, width, depth)
refer to the original shape, 𝜽𝑜, of the image’s data array).
Fig. 3. The convergence curve of the GA runs.

Table 2
The result of the compression of the studied images with their original shape (𝜽𝑜) and
the optimal shape (𝜽∗) for 𝜖 = 0.1.

Image 𝐶(𝜽𝑜)% 𝐸(𝜽𝑜) Optimal shape (𝜽∗) 𝐶(𝜽∗)% 𝐸(𝜽∗)

1 72.98 0.0553 (222,16,60) 89.78 0.0694
2 75.14 0.0505 (437,8,60) 88.88 0.0701
3 94.18 0.0526 (428,10,48) 98.31 0.0680
4 82.89 0.0559 (107,16,120) 92.35 0.0696
5 62.58 0.0646 (471,8,60) 75.46 0.0702
6 17.70 0.0495 (1920,4,30) 58.46 0.0694
7 36.07 0.0499 (2270,3,30) 65.71 0.0697
8 97.13 0.0583 (71,320,9) 98.65 0.0695
9 79.61 0.0505 (193,51,21) 85.61 0.0694
10 80.21 0.0504 (349,12,60) 88.52 0.0685

proposed method improved the space saving of all the studied images.
For instance, for image 7, the space saving has increased from 12.46%,
36.07%, and 76.14% to 40.00%, 65.71%, and 87.91% for error bounds
0.05, 0.1, and 0.2, respectively. In Table 1 image 6 has a negative
space saving when its original shape is used. That means there was
no compression and the factors require more space than the original
data. However, the space saving achieved by using the shape search
algorithm improved from −4.17% to 33.47%. Considering all of the
studied images, on average, the space saving improved by about 18.5%,
14.3%, and 4.6% for error bounds 0.05, 0.1, and 0.2, respectively
6

Table 3
The result of the compression of the studied images with their original shape (𝜽𝑜) and
the optimal shape (𝜽∗) for 𝜖 = 0.2.

Image 𝐶(𝜽𝑜)% 𝐸(𝜽𝑜) Optimal shape (𝜽∗) 𝐶(𝜽∗)% 𝐸(𝜽∗)

1 96.88 0.1370 (98,28,75) 98.32 0.1383
2 95.59 0.1149 (108,15,128) 98.15 0.1383
3 98.33 0.0999 (70,28,108) 99.65 0.1374
4 94.99 0.1032 (92,44,51) 97.15 0.1399
5 90.12 0.1202 (437,16,30) 92.91 0.1365
6 63.33 0.1145 (2575,3,30) 78.39 0.1378
7 76.14 0.1218 (433,5,96) 87.91 0.1377
8 99.48 0.1012 (161,17,75) 99.88 0.1279
9 94.54 0.0990 (81,45,57) 98.52 0.1366
10 92.71 0.1005 (214,30,36) 96.76 0.1387

(referring to the difference between columns 2 and 5 of Tables 1–3). We
can conclude that the compression results of the optimal shapes were
significantly improved in comparison with that of the original shapes.

Table 4 lists the ratio between the compression ratio of the optimal
shape, 𝑅(𝜽∗), and the compression ratio of the original shape, 𝑅(𝜽𝑜) for
different error bounds from 𝜖 = 0.01 up to 𝜖 = 0.2. In other words,
Table 4 refers to the ratio of the size of the compressed data using
the original shape to the size of the compressed data using the optimal
shape. Therefore, the larger the ratio, the higher the efficiency of the
optimal shape. Remember that the compression ratio, 𝑅(𝜃), is defined
in Eq. (5). In Table 4, it is seen that by increasing the error bound, on
average, 𝑅(𝜽∗)∕𝑅(𝜽𝑜) increases while the variance also increases. This
is visualized in Fig. 4, which depicts the minimum, mean, maximum,
and variance of 𝑅(𝜽∗)∕𝑅(𝜽𝑜) for all images versus the error bound.
According to Table 4 and Fig. 4, for the small error bounds variance is
close to zero and the compression ratio for the optimal shape is about
a factor of 1.5 greater than that of the original shape. By relaxing the
error bound on average the compression ratio of the optimal shape is
about 2.6 times that of the original shape. Compression is usually more
challenging when the error bound is very tight because the accuracy
of the data is well preserved. According to Table 1 the space saving
for the original shape is about 47% on average for an error bound of
5% while the space saving for the optimal shape increases to about
66% on average over all studied images. It is seen in Table 3 that
for 𝜖 = 0.2 the TT compression using the original shape achieved a
space saving of 90% on average that represents an increment of up
to 94% on average using the tensor shape search (i.e., the optimal
shape). The improvement in the space saving from 90% to 94% may
not seem as significant as the raise in the space saving from 47 to 66 for
the smaller error bound. However, studying the compression ratios as
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Table 4
𝑅(𝜽∗)∕𝑅(𝜽𝑜) for different error bounds.

Image 𝜖 = 0.01 𝜖 = 0.05 𝜖 = 0.1 𝜖 = 0.15 𝜖 = 0.2

1 1.63 1.51 2.64 3.21 1.86
2 1.51 1.53 2.24 1.49 2.38
3 1.27 1.46 3.44 5.29 4.77
4 1.65 1.65 2.24 2.43 1.76
5 1.17 1.80 1.52 1.07 1.39
6 1.24 1.57 1.98 1.60 1.70
7 1.17 1.46 1.86 1.53 1.97
8 1.36 1.82 2.13 2.97 4.33
9 1.32 1.08 1.42 1.82 3.69
10 1.41 1.70 1.72 1.53 2.25

Fig. 4. Comparison of 𝑅(𝜽∗)∕𝑅(𝜽𝑜) for different error bounds including 𝜖 = 0.01,
𝜖 = 0.05, 𝜖 = 0.10, 𝜖 = 0.15, and 𝜖 = 0.20.

shown in Fig. 4 along side the space saving, it becomes more clear that
the proposed tensor shape search improved the compression efficiency
for both tight and loose error bounds significantly.

The original data are restored using the TT factors. Normally the
retrieval of the original data only includes the multiplication of the
TT core factors as specified in Eq. (1). Concerning the GA solution
the reshaping may add dummy variables during the reshaping process.
However, the reshaping is a bijection mapping that simply allows the
original data to be restored. Fig. 5 visualizes an estimation of image 4
for different error bounds for both GA’s optimal shape and the original
shape. It is seen in Fig. 5 for 𝜖 = 0.05 the restored image is almost
identical to the original image. However, by relaxing the error bound,
the accuracy reduces and the restored image is blurry for 𝜖 = 0.2 for
both original shape and the optimal shape. The error bound, 𝜖 was set
to be the same for both the original shape and the optimal shape as
it is reported in Tables 1–3, yet, the actual error of the optimal shape
was mostly higher than that of the original shape. This difference is
visible in Fig. 5 comparing the restored images for 𝜖 = 0.2. Therefore,
improving the compression efficiency of the TT decomposition using
the GA may slightly result in a lower accuracy, although the error is
bounded.

8.2. Random search versus GA

A random search (RS) is applied in addition to the GA. The total
number of randomly generated shapes was 1000, which is equal to
the total number of solutions examined by the GA. This keeps the
computational cost almost the same between the two methods since
the major computational burden belongs to simulating the TT decom-
position and the related SVDs for each possible shape. The best solution
among all the randomly generated solutions is selected and the space
savings are reported in Table 5. Table 6 compares the space saving and
compression ratios between the optimal shape found by the GA and the
best shape found by the random search. The results demonstrate that
7

Table 5
The space saving of the best shapes found by the random search, 𝐶(𝜽𝑟)%, for different
error bounds.

Image 𝜖 = 0.05 𝜖 = 0.10 𝜖 = 0.20

1 66.41 87.50 97.62
2 68.24 85.82 97.41
3 86.98 97.37 98.52
4 72.77 87.66 96.10
5 55.57 72.18 91.13
6 30.51 57.76 77.97
7 39.04 64.02 85.84
8 91.19 98.07 99.65
9 62.16 82.88 96.51
10 63.17 78.80 95.00

Table 6
Comparing the results of the GA and the RS including the differences in space savings
(%) and the ratio between compression ratios.

Image 𝐶(𝜽∗) − 𝐶(𝜽𝑟)% 𝑅(𝜽∗)∕𝑅(𝜽𝑟)

𝜖 = 0.05 𝜖 = 0.10 𝜖 = 0.20 𝜖 = 0.05 𝜖 = 0.10 𝜖 = 0.20

1 1.09 2.28 0.70 1.03 1.22 1.42
2 3.89 3.06 0.74 1.14 1.28 1.4
3 1.07 0.94 1.13 1.09 1.56 4.23
4 2.25 4.69 1.05 1.09 1.61 1.37
5 1.3 3.28 1.78 1.03 1.13 1.25
6 2.96 0.70 0.42 1.04 1.02 1.02
7 0.96 1.69 2.07 1.02 1.05 1.17
8 1.48 0.58 0.23 1.20 1.43 2.92
9 0.28 2.73 2.01 1.01 1.19 2.36
10 11.3 9.72 1.76 1.44 1.85 1.54

Min 0.28 0.58 0.23 1.01 1.02 1.02
Mean 2.66 2.97 1.19 1.11 1.33 1.87
Max 11.30 9.72 2.07 1.44 1.85 4.23

the optimal shapes found by the GA are all superior to those found
by the RS. In Table 6 it is seen that on average the GA improved the
space saving by 2.66%, 2.97%, and 1.19% for error bounds 0.05, 0.10,
and 0.2, respectively. There are cases like image 10, where the GA’s
solution is 11.30% better than that of the RS. In Table 6 it is also
seen that the ratio between compression ratios is also always larger
than 1 meaning that the shape found by the RS results in a greater
cardinality of factors in comparison to that of the GA’s solution. Note
that the ratio between compression ratios compares the cardinality
of the factors head to head regardless of the initial size of the data.
Therefore, the GA performed better. However, the random search also
found solutions better than the initial shape. In fact, the random search
is also successful in improving the compression efficiency although the
GA may provide a better solution.

The average wall time of the GA spent using a 2.3 GHz Quad-Core
Intel Core i5 processor for error bounds 0.05, 0.1, and 0.2 was about
49, 35, and 25 s, respectively. The average wall time of the RS for error
bounds 0.05, 0.1, and 0.2 were about 30, 23, and 17 s, respectively. The
compression efficiency of the GA was higher even though the RS was
slightly faster.

8.3. Neural network compression

One of the common applications of tensor compression is to ten-
sorize neural networks. Tensorizing neural networks refers to com-
pressing parameters of a neural network using tensor decomposition
that allows efficient use of the memory and computation, specially
when the hardware resources are limited. In the tensorized network
the tensorized factors are stored in the memory instead of storing
the raw parameters. To apply tensor decomposition the parameters
must be a high dimensional array (tensor), but not all neural network
parameters are initially high dimensional. For example, the parameters
of a fully connected layer are initially represented as a matrix or 2D
array. The parameters of fully connected layers must be represented as
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Fig. 5. Restoration of image 4 from the compressed data using the optimal shape found by the GA and the original shape.
a higher dimensional data (at least 3D) for tensor decomposition to be
applicable. Here we study the performance of the tensor shape search
for tensorized neural networks.

In this experiment a network is implemented to solve the MNIST
data set [56]. The network consists of two dense layers. The MNIST
images are 28 by 28 pixels posing 784 inputs to the network. The first
dense layer has 512 neurons with rectifier linear unit (relu) activation
functions and consequently has a weight matrix of size 784 by 512. The
last layer is also a dense layer with 10 softmax units. The total number
of parameters of the network is 407,050 out of which almost 99% are
the weights of the first relu layer. Therefore, we only compressed the
weight matrix of the first fully connected layer for compression of the
network. This work applied a post-training compression technique in
which the parameters of the network were initially optimized in their
raw format. After initialization the parameters of the first layer were
reshaped and compressed using the proposed method. The accuracy
of the network might be reduced due to the error of the compression.
Therefore, a retraining was applied. 𝑑 was set to be 4 and 𝑙 was set to
be 1. Therefore, the GA and random search (RS) explored shapes with
dimension 3 and 4. Like the previous experiments the population size
and the number of iterations of the GA were 20 and 50, respectively.
For the RS, 1000 randomly trial solutions were examined.

Table 7 lists the results for the network accuracy before and after
compression. Table 8 lists the optimum shape found by the GA and RS
for compressing the first dense layer. It is seen in Table 7 that using
the proposed shape search by the GA the network can be compressed
up to about 300 times while the accuracy of the network is slightly
affected for 𝜖 = 1. For a more conservative error bound, 𝜖 = 0.8,
the accuracy of the network compressed by the GA is closer to the
uncompressed network and the memory requirement of the network
reduces to 11 times. Comparing the RS with the GA, the GA provides a
more efficient compression for both error bounds. In Table 8, it is seen
that the RS preferred a 3D array while the GA preferred a 4D array for
the reshaping. The compression efficiency depends on both shape and
the resulting TT-ranks, therefore the TT ranks for each shape is also
reported in Table 8.

The weights of the first layer are compressed for which the maxi-
mum, average, and minimum space saving of 1000 random trial shapes
examined by the RS are 99.03%, 51.96%, and −48.26%, respectively,
for 𝜖 = 1.0. Also, for 𝜖 = 0.8 the maximum, average, and minimum
space saving of 1000 random trial shapes for the weights of the first
layer are 75.73%, 4.73%, and −97.36%, respectively. For the GA, the
space saving of the best found shape is 99.79% and 91.12% for 𝜖 = 1
and 𝜖 = 0.8, respectively. The wide range of space savings across 1000
randomly generated shapes demonstrates the effect of the shape of the
8

Table 7
The accuracy and compression of the GA and the random search (RS) for MNIST in
comparison to the base uncompressed model.

Network Train (%) Validation (%) #Parameters

Base (Uncompressed) 98.65 90.08 401,408

GA (𝜖 = 1.0) 95.92 88.62 1353 (297×)
RS (𝜖 = 1.0) 95.41 88.10 4425 (91×)

GA (𝜖 = 0.8) 98.13 89.30 36,170 (11×)
RS (𝜖 = 0.8) 97.65 88.60 97,916 (4×)

Table 8
The optimum shapes and the TT ranks for the compressed layer of the MNIST
network.

Network Shape TT Ranks

GA (𝜖 = 1.0) (221,303,2,3) (1,1,2,2,1)
RS (𝜖 = 1.0) (3858,53,2) (1,1,1,1)

GA (𝜖 = 0.8) (522,4,16,16) (1,29,66,12,1)
RS (𝜖 = 0.8) (506,3,300) (1,63,134,1)

tensor on the compression efficiency and justifies the need for a shape
search before transforming a 2D parameter array to a higher dimension
for tensor compression. Note that the results listed in Tables 7 and 8
correspond to the largest space savings.

On a 2.6 GHz Intel Core i7 processor, the wall time of the GA for
error bounds 1 and 0.8 were about 116 and 247 s, respectively. On
the same processor, the wall time of the RS for error bounds 1 and 0.8
were about 31 and 43 s, respectively. Although the RS is faster, the
compression efficiency of the shape found by the GA is better.

The results of the compressing the MNIST network using the pro-
posed tensor shape search demonstrate that the shape of the tensor
significantly affects the compression efficiency. Therefore, it is neces-
sary to explore the tensor shapes before applying tensor compression on
neural networks. Also, the proposed tensor shape search using the GA
successfully improved the space saving in comparison to the random
search.

9. Discussion

Despite the success of the tensor decomposition methods such
as tensor train (TT) decomposition in data compression and dimen-
sionality reduction not all of the real-world data primarily are high-
dimensional, and sometimes a reshaping is necessary prior to tensor
compression. For instance, a low-dimensional (i.e., 1D or 2D) data
array is required to be transformed to a higher dimension for tensor
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compression to be applicable. Meantime, reordering and reshaping data
may affect the efficiency of the compression. This work proposed a
tensor shape optimization paradigm for data compression using TT de-
composition, and a GA was applied to solve the proposed optimization
model.

The results demonstrated that the compression efficiency can be
practically improved using the proposed method. The proposed ten-
sor shape search method significantly improved the space saving and
compression ratio in comparison to the original shape of the data.
Furthermore, a comparison of the GA with the pure random search
revealed that the shapes found by the GA were superior to those found
by the random search but the random search also may improve the
compression efficiency in comparison to the original shape of the data.
The proposed tensor shape search method bounds the error, but in a
head-to-head comparison between the optimal shape and the original
shape, It was observed that improving the space saving of the TT
decomposition using the proposed tensor shape search may slightly
increase the error. However, the gained space savings were significant
while the error differences were mostly negligible.

The effect of tensor reshaping on tensor decomposition has been
rarely studied in the literature. This study demonstrates the importance
of the topic and justifies that further research and more attention to this
topic are required. Obviously, any reformatting of a data array may
affect its decomposition, and it was not the purpose of this work to
show that reshaping affects the decomposition but the main objective of
this work was to formulate reshaping as a practical method to improve
the efficiency of tensor compression methods where such reshaping
is necessary or where it is viable. Reshaping may not be feasible for
some of tensor decomposition applications if the original structure
of the data must be preserved. In such cases the application of the
proposed method may be limited. Another limitation of the current
study is solving the posed optimization model using the GA requires
hierarchical SVDs for every potential shape to be conducted that is
time consuming and limits the application of tensor shape search.
The proposed methodology was only applied for the TT format. The
study of the effectiveness of the proposed tensor shape search for other
decomposition methods including the Tucker and CP decomposition,
and improving the efficiency of the optimization algorithm are the
subjects of future studies.

10. Conclusion

This work empirically studied the possible effect of the shape of a
tensor in the compression of tensorized signals and neural networks.
The study was narrowed down to the TT decomposition. The task of
finding the optimum shape for the tensor train (TT) decomposition
was formulated as an optimization model which maximizes the space
saving with respect to the shape of a given tensor subject to an error
bound. A genetic algorithm (GA) linked with the TT-SVD algorithm was
presented to solve the proposed optimization model. The performance
of the GA was also compared with the random search. The capability
of the proposed method was exemplified by compressing RGB images
and a neural network for the MNIST data set. The results demonstrated
that the efficiency of tensor compression was improved using the
proposed tensor shape search method. The study demonstrated that
the tensor shape had a significant effect in the compression efficiency
of the tensorized data and neural networks. Therefore, the proposed
optimization paradigm can be applied to utilize the shape effect for
enhancing the efficiency of both data and model compression using the
TT decomposition.
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