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Abstract: At present, the research community recognises a complementary relationship between the semantic
and the social web. The merging of these web instances could play an essential role in different knowledge
domains. In this study, the authors promote a social –semantic web paradigm using software engineering as
the knowledge domain specifically. The authors address a major problem – the difficulty for end-users in
finding documentation related to software requirements proposed by them; this fact reduces their
participation at the time of specifying the software requirements. Architecture is proposed for enhanced
resources search, combining the strengths of the social (social annotations) and semantic (semantic metadata)
technologies, which has been designed considering the search style of the information seekers. Such
architecture is applied in a use-scenario, where the expert users who are not technicians have some
restrictions and limitations to retrieve the documents they need. The preliminary results demonstrate that it
is possible to take advantage of the defined infrastructure of the ontology to organise and integrate the
metadata of resources which are in databases or existent files; this approach opens several possibilities as
creation and validation of software requirements collaboratively among different expert-users.
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1 Introduction
At the beginning of the last decade, Witold [1] refers to a
couple of inner characteristics of software engineering (SE),
‘is inherently knowledge intensive and software processes
and products are human centered’. Today, through
technologies and philosophies of the semantic and social
web, it is possible to manage these dimensions of SE.

The need for adding semantic technologies in SE is
proposed by Garcia-Crespo et al. [2], who recognise the
need for counting with semantic metadata in the
description of the documentation inside a project for
software development. The results of this work, as others
referred, demonstrate that the application of this kind of
technology in SE scope is hopeful. The semantic web
provides the key to large-scale data integration [3]. This
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feature added to the intelligent information processing
capability, makes the sharing and re-use of software
elements easier.

However, the semantic web ‘still lacks approachable
interfaces allowing contributions from non-specialists’ [3];
hence, the need for applying social web technologies in
software projects becomes evident. In this way, regular
users can contribute content, generating a ‘collaborative and
innovating’ [4] ecosystem.

One of the SE activities that requires a social–semantic
approach is the management of software requirements.
From this point of view, the software requirements and
specification documents are created in a collaborative way
by the project stakeholders. The incorporation of experts
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and end-users to validate requirements is of extreme
importance.

Most of the requirement managing tools offer searching
mechanisms, either complex or too basic. Regular users face
difficulties when trying to find the resources they are
interested in. Locating the required piece of information
can still present challenges to the user [3].

In this study, the authors propose architecture for
enhanced resources search, combining the strengths of the
social and semantic technologies for retrieving information
using basically semantic metadata and social annotations.
Such architecture is applied in specific use scenario, where
the expert users who are not technicians have some
restrictions and limitations to retrieve the documents they
need.

The remainder of this paper is organised as follows.
Section 2 analyses the synergy between the social and the
semantic web to improve or make SE processes easier and
it describes the problem of application of the social–
semantic web approach to requirements engineering.
Section 3 describes the proposal for the resource search.
Section 4 explains the use scenario of the proposed
architecture. Finally, Section 5 presents the conclusions.

2 State-of-the-art use of semantic
and social technologies in software
engineering
One of the reasons for which social web or Web 2.0 became
so popular is that it is focused on contents, relations and
knowledge and not precisely on technology [5]. The tools
and services based on social philosophy have been used by a
large number of normal web users and domain experts, to
generate their own resources, collaborate on a product
development or to tag and classify their web resources and
later share with other people.

On the other hand, the semantic web, through its
technologies allows one to structure and semantically enrich
the content – to define and use common vocabulary, to
generate new knowledge or to solve word–meaning
problems. These and other capabilities made it possible to
improve or automate certain tasks that a human agent
would not be able to perform. The semantic web has an
inner capability for processing a large amount of information.

The synergy between social and semantic web instances is
analysed by Gruber [6]: ‘The social web is an ecosystem of
participation, where value is created by the aggregation of
many individual user contributions. The semantic web is an
ecosystem of data, where value is created by the integration
of structured data from many sources’. In Section 2.1,
certain aspects of this approach and its application in SE
are shown in detail.
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2.1 Social-semantic technologies driven
to software engineering

The relation between semantic web and social web or Web
2.0 is that, ‘these two approaches are complementary and
that each field can and must draw from the other’s
strengths’ [7].

This cooperative approach is called, social–semantic web
(see Fig. 1). Torniai et al. [8] mention this merging saying
that it will allow, ‘creating, managing and sharing
information through combining the technologies and
approaches from Web 2.0 and the semantic we’. Merging
the best of both worlds can play a crucial role in different
domains.

On the direction semantic-to-social, the contribution is
given through the semantic enrichment of tags or content
created by users, through social tools. An example in [9],
where semantic data are associated to web pages links,
based on domain ontology and the user gives opinions
about the link content.

The other point of view is social-to-semantic direction;
most of the efforts are focused on the usage of social
annotations and folksonomies to create and to populate
ontologies.

After an analysis of the application of semantic web
technologies in software engineering, probably the more
common proposals are the ones that use ontologies [10].
There are some studies about organising the knowledge
domain in SE and allowing both tools and developers to
share information and work cooperatively. In Falbo et al.
research [11], this problem is put forward into the semantic
software engineering environment (SEEs) and their
approach is named ODE (ontology-based software
development environment).

The re-use of knowledge is presented by Gómez-Berbı́s
et al. [12]. They present ESACake ‘a semantic software
environment for sharing software projects knowledge based
on the ESA software methodology’, enabling semantic and
social interaction of the produced documentation through
software development processes. It also uses the project’s
metadata to optimise the searching process.

Figure 1 Contributions between social and semantic webs
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Obviously, the enhancement that the semantic
technologies would contribute to SE, would be at a product
and software processes level. However, to empower the
human and social component of the development
equipment and support the collaboration of people across
organisational boundaries for distributed software
engineering [10], it becomes necessary to adopt social web
technologies [13].

To extrapolate knowledge and re-use products from the
software life cycle, a social semantic network has been
proposed [14]. The semantic web is present, adding
semantic metadata to a software repository, which makes
tasks such as sharing and discovering possible to be done
automatically or semi-automatically, whereas the social
component is obtained by supplying metadata through a
labelled system.

2.2 Problem of application of the social-
semantic web approach to requirements
engineering

The software projects increasingly grow in complexity and
size and require the intervention of experts in different
areas. One of the problems associated with this growing is
the complexity for managing the software requirements. A
problem that has been detected in work teams is the
difficulty of end-users in finding documentation related to
the software requirements proposed by them. As a
consequence, it decreases their participation level and the
specification of the software requirements will be incomplete.

Colomo-Palacios et al. [14] present two specific
applications of the social–semantic technology on the field
of requirements engineering – social approach for
requirements determination and semantic approach for
requirements specification.

Tools for requirement management offer a searching
service based on metadata searching. Similarly, these tools
in many cases work over a local file repository and the
query execution is limited to the enterprise network cover.
They require a software installation in client equipment of
the users and people typically are unfamiliar with the
vocabularies and underlying operations of the systems [15].

Therefore the need for providing easy-to-use and effective
tools emerges for searching and also defining a common
vocabulary and making it possible to share artefacts and
process of software among organisations around the world,
to retrieve these artefacts and enable interoperability among
different domains.

For searching of software artefacts, the development and
usage of vertical search engines (VSEs) could be the option
to find more accurate results. However, the usage of
specialised searching engines could help to obtain higher
accuracy in results. If to the specialised search is added, the
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i: 10.1049/iet-sen.2010.0046
semantic component to give structure and semantic to each
of the resources and its contents (through metadata
standards [16] and ontologies [17]), then, people could
solve the problem ‘the shortness in understanding user’s
query intention that occur in traditional search engine’ [18].

The most common inclination of semantic searchers such
as Truevert (www.truevert.com) or Sensebot (www.sensebot.
net) is the usage of automatic methods to identify concepts of
an information corpus or to learn language meaning. Another
tendency is the use of linguistics to answer specific user
questions. The common denominator of these proposals is
to incorporate sophisticated components, which demand
specialised knowledge from their developers and substantial
resources.

Nevertheless, this proposal tries to demonstrate that it is
possible to implement a searching engine of acceptable
performance, in a simple way and trying to take advantage
of the best capabilities of the semantic and social web
technologies. In this work, architecture is proposed for
resources search, based on an ontology and collective
knowledge created by users through social annotations and
recommendations.

By means of metadata enrichment and logic inference,
people will obtain more precise results from search engines.
And at the moment of determining the relationship among
the software items (requirements, use cases etc.), social
annotations and expert recommendations, the system itself
will be in charge of recommending action paths for
information seekers.

2.3 Technologies for semantic
applications development

The more used technologies (tools and languages) for
application development based on OWL ontologies or
RDF, are query languages (QL), semantic processing APIs
and RDF managers and databases.

QLs are applied to retrieve information from semantic
documents. To find out the content of an OWL file, there
are languages such as SPARQL-DL [19] and OWL-QL
[20]; although both options allow one to explore its
capability of expressiveness, their level of implementation
and maturity is still incipient.

On the other hand, RDF QLs such as SPARQL, RDQL
and SeRQL are more popular and currently used by
application developers who incorporate semantic
technologies. Of the three already mentioned languages,
SPARQL is generally more frequently used for retrieving
data, because it is W3C recommended and is supported by
recognised databases.

Semantic processing APIs are used to handle objects and
data of OWL or RDF resources (either directly from the
409
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source files or from databases). Tools such as Jena and
Sesame offer querying and inferencing features. In Table 1
the main differences between these two tools are enlisted.

Jena offers three main advantages over Sesame; it is a
leading semantic web programmers’ toolkit [21]. It also
offers direct support to work with SPARQL and it is an
easy-to-use API.

About databases, currently, some relational databases offer
support for RDF triplets storing. Among the more
recognised databases and RDF managers are: 4store,
Bigdata, Mulgara, Virtuoso, Sesame and Oracle. Table 2
shows some differences between these technologies:
platforms they use to work with, the means of semantic
description they support and security they offer.

As seen in Table 2, most of the databases are multi-
platform and they support RDF and SPARQL (only
Bigdata supports OWL ontologies). Different security
0
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mechanisms have been implemented in their infrastructure,
this feature is of great importance when performing
commercial implementations.

3 Architecture for searching of
requirements engineering artefacts
In this section, authors introduce details dealing with the
searching architecture for software requirement items. First,
it is necessary to describe design principles and criteria that
base this architecture supported by ontology, social
annotations and recommendations made by experts on
software engineering and more accurate requirements
engineering.

The architecture is described in Section 3.1, the
implementation of two of their components, ontology and
query engine, are presented in Sections 3.2 and 3.3,
respectively. How it is used will be explained in Section 4;
these components have been applied for the search of
Table 1 Jena and sesame comparison

OWL API Documentation Support
QL

Supports inferencing Access to data

Jena supports for
RDFS and

OWL

tutorials, mail list and groups SPARQL RDF, RDF(S) and OWL Jena database tables
or other relational

database

Sesame no supports lot of documentation and it may
prove to be too difficult for less

experienced users

SeRQL RDF and OWL using
an external inference

engine

offers in memory,
native and remote
access to RDF data

Table 2 Comparison between RDF stores and databases

Database
name

Platform Technology Query language Security

4store Unix, Mac OS X RDF SPARQL does not present security risks

Bigdata Windows, Mac,
Linux y Solaris

RDF, RDFS,
OWL Lite

SPARQL strong, fast and manages the concurrency in an
efficient and secure way

Mulgara Windows, UNIX,
Linux, Solaris, Mac

OS X e IRIX7

RDF ITQL, future
support for SPARQL

makes a security copy using Workbench

Virtuoso Windows, Mac OS X,
Linux y UNIX

RDF, XML ISQL, SPARQL privileges, roles and hierarchies are managed;
also it is included inside the database engine,

the data encryption to protect the
transmitted data

Sesame Windows, Unix,
Solaris, Mac OS X e

IRIX

RDF, RDFS SeRQL y SPARQL creation of users and passwords with writing
and reading privileges

Oracle Windows, Linux, Mac
OS X, Solaris y HP-UX

RDF, RDFS SQL and support for
embedding SPARQL

authentication methods, secure access to the
ports, checklist for the auditory and encryption

methods
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different requirements artefacts, which are generated in a
local software development project.

3.1 Description of the searching
architecture

Before describing the components of the architecture,
principles and criteria that support the design are described.

When people search on the web, specific situations are
frequently found [15, 22].

Principle 1: They do not know how to ‘choose the correct
words to represent their information problems’.

Principle 2: Generally enter short queries.

Principle 3: Do not usually modify our queries.

Principle 4: Do not usually look at more than the first ten
results.

Also, to help common users to improve their search, there
are some proposals from the technological point of view. In
[23], the link between social and semantic is explained in
the following way: ‘the ontology metadata provides the
benefit of enabling a semantic search engine to find
accurate results and to apply reasoning procedures on the
metadata’. Respecting the social dimension, Wu et al. in
[24] state that ‘social annotations remove the high barrier
to entry because web users can annotate web resources
easily and freely; it directly reflects the dynamics of the
vocabularies of the users and thus evolves with the users’.
Another work that evaluates the social contribution is [25]
‘domain-specific sites might have higher quality tags due to
the shared context of the users’. Such studies allow us to
confirm that

Principle 5: To get an enhanced search, the most
common tendency is to integrate social and semantic web
technologies.

In order to accomplish these principles, ten criteria that
should be met by the architecture have been stated in Table 3.

The result of architecture of the search engine can be seen
in Fig. 2. It includes three areas of knowledge management.

1. Acquisition: Includes the capture of metadata from any
structured data repository (Metadata Reader) and the
search of annotations and suggestions made by users on the
indexed resources; the component called Annotation Finder
would be in charge of obtaining this information, through
available APIs in different social services (del.icio.us, twitter
etc.).

2. Encoding and storage: The metadata obtained in the
previous stage, are processed and transformed (Metadata
Softw., 2010, Vol. 4, Iss. 6, pp. 407–417
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Processor) to the metadata scheme defined by the ontology.
Once this process is complete, RDF triplets should be
generated to be stored in the database. On the other hand,
the ontology that defines the terms vocabulary to describe a
resource will be useful to support the inference engine and
according to Section 3.2; this has been created using a
collaborative process.

3. Knowledge application: Two modules will be in charge of
exploiting the stored metadata of the triplets store: the
query engine makes SPARQL search to retrieve
information from the software artefacts and the inference
engine will be in charge of dynamically generating a rank of
each resource; the score of each resource will be obtained
through ranking algorithms, which give priority to the
social contribution. (It is not the objective of this work to
propose a new ranking algorithm; among the algorithms
based on Social Relevancy Rank and would be possible to
use, are: FolkRank, SocialPageRank, and SocialSimRank.)
A feedback system will allow one to suggest user multiple
tags to improve its search attempts (see Table 3, Criteria 6,
7 and 8) or to choose a related resource (see Table 3
Criteria 10).

A future application that implements this architecture
should offer a search interface (it is utilised to search
educational material), with elements like the ones shown in
Fig. 3. Each found resource would be presented tags with
which it has been associated and also the related tags
(inferred through logic rules). To make a new search, the
user would have a possibility of choosing some of the
available descriptions.

3.2 Implementation and ontology
validation

To semantically represent the metadata of a resource,
ontology is used. The creation of a formal model that will
be useful to support the software requirement item search,
was based on a previous work [26] in which was designed
and implemented an ontology to retrieve educational
material, OER-CC ontology (http://loxa.ec/semanticweb/
ontologies/OER-CC.owl). Using the help of a
requirements engineering expert, the own terms of this
knowledge domain were identified.

The development of the referred ontology was guided by
proposed activities in Methontology [27]. This method
proposes an ontology building life cycle based on evolving
prototypes. That is, it allows adding, changing and
removing terms in each new version (prototype).

Through an iterative and collaborative process, the ontology
adaptation was performed. At least two of the requirements
[28] that should have a framework for ontology creation
are taken into account in this proposal: an easy-to-use
and easy-to-communicate graphical representation and
automated import/export of OWL and conceptual graphs.
411
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Fig. 4 shows the main stages of the ontology creation
according to the selected methodology, the output of each
phase and the type of user that can participate in a direct
or an indirect way. The use of graphic tools as the ones

stated (Cmaptools (http://cmap.ihmc.us) and COE Cmaptools
(http://coe.ihmc.us/groups/coe/)) has made easier the
participation of different users, in most of the activities of the
creation. This exposed strategy can be applied for ontology

Table 3 Principles and criteria of the architecture

Principle Criteria
number

Architecture feature criteria Simplicity Priority to
precision rather

than recall

Specialised
search

5 1 † To use of the metadata described in structured
repositories and which offer material related to

the interest domain

X X X

5 2 † To take advantage of the structure of an
ontology, for a better organisation of

the information of each resource
while database engine manages the

performance

X

4 y 5 3 † For the resulting classification, to exploit the
feedback given by common users and experts,

instead of incorporating sophisticated or complex
ranking algorithms

X X

3 4 † To find resources of a determined knowledge
domain: to reduce the need for incorporating

complex processing components of the
natural language or disambiguation

X X

2 5 † The repository of the search should be
constituted by metadata coming from selected

information sources: it is not required to
execute a crawling of all web resources

X X X

1, 2, 3
and 5

6 The search engine should offer the user the
following options to help better defining of its

information needs:

† Each result (resource) will be presented
with linked tags and subjects. Next, the user
has to be allowed to choose different tags to

improve the search

X

1, 3 and 5 7 † All tags that have been used next to the word
or words specified by the user in the search, will

be presented in an annotation cloud, among
which the user can choose

X

1, 2, 3
and 5

8 † Users can query with a boolean combination
of tags and other keywords

X

4 and 5 9 † Allows to add annotations to each resource;
if a person determines that a resource can be
better described, it can be incorporated from

the search engine

X X

1, 2 and 3 10 † All related resources must be presented
when chosen by the user: a resource could be

associated to other resources through
relations of different nature (‘it is part of’, ‘it is

version of’ etc.)

X X
2 IET Softw., 2010, Vol. 4, Iss. 6, pp. 407–417
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Figure 3 Interface of the search engine
General results of a query

Figure 2 Logic architecture of the search engine

Figure 4 Process of ontology creation
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management in small- or medium-scale efforts. For the
ontology creation of higher scope or that requires greater
effort, there are integrated tools such as OntoEdit [29] or
visual ontology modeller [28].

During the specification stage, where the ontology
requirements are determined, different users can express
their need for information. The capture of knowledge from
the experts is placed in a graphic model, through the usage
of CmapTools.

The necessary efforts to develop conceptualisation and
implementation stages of the ontology can be reduced
using COE CmapTools. While allowing the creation of a
graphic first version of the ontology with the main domain-
terms, domains-experts and developers can participate in
the creation of this first prototype because this is a legible
model for humans. They are capable of providing feedback.
Finally, the axioms, rules and the rest of the formalities will
be done directly by an ontologist, using the Protégé editor.

In this work, three versions of the ontology were generated,
according to the work philosophy proposed by Methontology.
Specifically, as shown in Table 4, the ontology was
implemented in three stages of progressive improvement.

Additionally, each ontology prototype was syntactically
evaluated by means of Pellet 1.5.2 and RacerPro 2.0
reasoners; and a taxonomy evaluation was performed, to
verify that there would no mistakes in the taxonomies like
inconsistency (see Fig. 5), incompleteness and redundancy
of concepts [30].

No errors were detected by the reasoner. Regarding the
taxonomy evaluation, no errors were identified.

One of the ways to demonstrate the potential of ontologies
to represent knowledge is defining and executing queries and
inference rules to retrieve and to exploit its knowledge.
Different tools and methods that could be applied for
ontology population are referred in [27].

3.3 Search prototype implementation

The search prototype has been developed with a layered
architecture using an evolving development cycle, based on
prototypes. The three layers implemented can be seen in
Fig. 6. The semantic component is represented by the
OWL file and RDF store, which are used to codify
knowledge in the requirements domain and are available on
a publicly accessible server.

Fig. 6 also shows the technologies used in the
development:

† For the codification and retrieving of knowledge,
languages recommended by the W3C, like OWL, RDF
and SPARQL were used.
413
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Table 4 Versions of Ontology to support requirements
querying

Ontology
version

Description Tool

1.0 considering a subset of
metadata for software

description items, it has
defined the ontology objects
of the existent ontology that

could be re-used, created
and adapted

COE
Cmaptools

2.0 this version included the
definition of topics such as

† transitive, reflexive,
functional and has value

properties and special
classes like disjoint

† Enumerations of certain
data properties

† cardinality restrictions
† annotation properties

(synonym, acronym, rdf:label
and rdfs:comment) for each

object of the ontology
† new classes for grouping

related concepts

Protégé
3.3.1

3.0 this version basically
incorporated small changes,
with the objective of giving

answer (through SPARQL
queries) to the questions
that are expected to be

answered by the ontology

Protégé
3.3.1

Figure 5 Check consistence of ontology
4
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† For the storing of the triplets, the Oracle 11g database was
used, which has been selected for its capability of storing a
large amount of information.

† For programming Java language was used, which is
platform independent.

† Jena APIs have been used for extracting data, OWL
ontology for making knowledge inferences and framing
queries using SPARQL on RDF Store. Jena is the most
used environment to work with ontologies and applications
based on RDF.

† GWT supports development of AJAX-enabled
applications. The user interface was developed with the
support of this tool.

† GraphViz was used to draw RDF graphs of the query
results.

† AJAX was used for asynchronous communications with
the server and to improve the user’s experience.

† Additionally, other APIs were utilised to perform tasks
such as formatting the RDF results.

Once the search prototype (http://200.0.28.13:8080/
oersearch/) has been developed, the following features stand
out – searches for keywords (simple and advanced),
provides options for results filtering, its design is simple
and similar to the ones offered by other search engines, it
also provides descriptions in many languages (if

Figure 6 Application layers of the search engine prototype
IET Softw., 2010, Vol. 4, Iss. 6, pp. 407–417
doi: 10.1049/iet-sen.2010.0046



IET
do

www.ietdl.org
multilingual descriptions of metadata were specified) and the
presentation of results is made in HTML and RDF formats
(this makes communication with other agents easier and
opens the possibility of a future where it will be able to
develop a search widget to be added to any web portal).

To check the support of functionalities already mentioned,
a concept proof is described in the following section.

4 Use scenario
A software development team from a local institution
constitutes the environment in which the model was
validated. The biggest development project on which the
team is working is an academic management system for the
recognised University of Ecuador which has more than 80
university centers distributed nationally and internationally.
Approximately 26 000 users such as students, faculty and
administrative and financial staff will use the system.

During requirement specifications, different end users
must participate in this process, among others such as
secretaries, accountants, teachers and managers. The
workflow in which the team manages to state the user’s
requirements is – a user asks for a requirement; the
software analyst writes the specification in a document,
catalogues this resource and stores it in a repository; next, a
business expert should seek the resource to make it possible
to validate and report issues by e-mail to the analyst in
charge of the requirement.

Fig. 7 shows the project structure. The application
development is divided into several modules, and the unit
of the final work are the requirements.

One of the problems identified in the requirement
management process is that each analyst incorporates his/
her own vocabulary to describe the requirements artefacts;
this fact makes it difficult for other people to find them.
Softw., 2010, Vol. 4, Iss. 6, pp. 407–417
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Also, the used requirement management tool offers very
limited functionality for searching and the business expert
or final user must explore many incorrect results, before
finding the expected document and it requires to be
installed before being used.

The study case and the difficulties experienced by the users
when they want to find their requirement artefacts were
exposed, next, the activities performed to test the proposed
architecture are presented.

The metadata of each resource, are the ones generated in
the development project of the academic management
system. Currently, more than a thousand requirements and
nearly 300 use cases are registered.

To map the set of original metadata to the defined
structure by the ontology, a model of the intermediate data
shown in Fig. 8 was used. Each entity of the structure in
Fig. 7 (project, model, use-case and requirement) is
considered as a resource.

Figure 8 Intermediate data model
Figure 7 Structure of software application – study case
415
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Different categories of metadata were found in the
repository – technicians described by the software analysts;
subjects related to the functional area in which are enclosed
a specific item, registered by the business experts and status
metadata generated through the execution of inference rules.

Once the data have been processed and structured
according to the described model, a program was
implemented to process metadata, to generate RDF triplets
and to store them in the database used.

From this moment, one of the main beneficiaries of the
system, a business-expert is able to make queries through
the web interface of the search engine. Before he starts
interacting with the system, a preliminary explanation is
given.

When the user’s behaviour with the system was observed,
the following facts were detected – immediate familiarity
with the interface and with the query mechanism, the use
of one or two keywords, immediate identification of the
resource required due to the multiple tags and other
metadata that are shown for each resource and the options
of advanced search were just used when the required
resource was not located in the first page of the results.

Once the user has explored the system, the following
impressions were mentioned – the search mechanism is
simple, it facilitates mobility (which is very advantageous,
because it is necessary to travel through different parts of
the country where the university has its offices) and the
time of response is considered to be acceptable enough.

Finally, in scenarios as the one just described, offering
subscription service RSS can be very productive for users,
because the ones who are specialised in an area will be able
to register to receive notifications when new categorised
resources are acquired in the area of his functional interest.

5 Conclusions
The main contribution of this work is an architecture for the
enhanced search of resources, which tries to integrate in a
better way the social (collective intelligence) and the
semantic (integration and structure of data) web. When
implementing this proposal, a normal user will be able to
express in a simple way his information needs and find
resources. Hence, the architecture has been designed
considering the style of the search of the users.

Having semantically described resources and offering the
results of a search in RDF format, the authors think it will
contribute to create a web of data, in this way. Different
human and software agents will be able to communicate
among themselves. Also they will be able to enrich and
consume that information for different purposes. The
already described use scenario is open to several possibilities
when adopting this infrastructure, as the collaborative
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creation and validation of software requirements, taking
advantage of explicit and tacit knowledge about experts in
different areas and with experience in similar studies.

The search prototype of software requirement documents
generated in a development project has demonstrated that
it is possible to take advantage of the infrastructure to
organise and integrate the metadata of resources which are
in databases or existent files (such as the feeds RSS offered
in different websites).

Currently, authors are working to implement other
supporting components, such as the implementation of a
public query API using the Web REST service that allows
developers to integrate the search services into other
applications. A social feedback manager is meant to
consume annotations and recommendations of users from
different services and ranking algorithms based on the
descriptors gotten through APIs of social tools.

Finally, to measure the impact of this proposal, the authors
are designing a metric system that allows quantitative
evaluation and expands the preliminary quantitative results
presented in this paper.
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[12] GÓMEZ-BERBÍS J.M., MENCKE M., CHAMIZO J., COLOMO-PALACIOS R.,
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