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Abstract—In a mobile ad hoc network (MANET), since mo-
bility of mobile hosts causes frequent network partitioning,
consistency management of data operations on replicas becomes
a crucial issue. In our previous work, we have defined several
consistency levels for MANET applications and designed pro-
tocols to achieve these consistency levels. These protocols are
mainly based on a dynamic quorum system to cope with network
partitioning and node and network failures. In this paper, we
further investigate the impact of quorum construction on the
system performance through simulation studies. Specifically, we
change the number of mobile hosts that replicate data items
and which hosts replicate each data item in the simulations and
examine the impact on the system performance in terms of data
availability and traffic.

Index Terms—mobile ad hoc networks, quorum, consistency
management, data replication

I. INTRODUCTION

Recently, there has been increasing interest in mobile ad hoc
networks (MANETs) which are constructed only by mobile
hosts with wireless communication facilities [1], [3], [6],
[12]. In a MANET, movement of mobile hosts often causes
disconnections of nodes and sometimes network partitioning.
At the point of network partitioning, data in two separated
networks become inaccessible to each other. Therefore, pre-
venting the deterioration of data availability at the point of
network partitioning is a significant issue in MANETs [8],
[11], [14]. To improve data availability, data replication is the
most promising solution [4], [7], [9], [19].

In [10], we assumed that the area in which mobile hosts
can move around is divided into several regions and proposed
several consistency management protocols for data operations
on replicas based on the regions. In the GC (Global Consis-
tency) protocol, consistency of data operations is maintained
in the entire network and it can be achieved in a hierarchical
manner; among mobile hosts in each region and among proxies
that manage a region. In the LC (Local Consistency) protocol,
consistency is maintained only in each region. Although these
two protocols have different consistency strictness from the
spatial perspective, both protocols are based on a quorum
system that has been proposed for distributed databases [2].
The quorum based consistency management is suitable for
MANETs because it can perform read and write operations
when mobile hosts that form quorums are accessible, even
if some mobile hosts that hold replicas disconnect from the

network or network partitioning occurs.
The GC and LC protocols adopt a dynamic quorum system

which dynamically constructs quorums for read and write
operations rather than static ones to improve the flexibility
of quorum construction. In [10], we aimed to simplify the
design of these protocols, thus, we adopted a simple approach
for quorum construction. Specifically, these protocols set the
quorum size for a read operation, |QW |, and that for a
read operation, |QR|, are determined where the condition,
|QW | + |QR| > P , is satisfied. Here, P is the total number
of mobile hosts having a replica of the target data item in a
region of interest. Owing to condition |QW | + |QR| > P ,
every read operation can read the latest version in the region.
However, this approach requires a large number of message
transmissions for quorum construction because the quorum
sizes likely become large.

In this paper, to solve this problem, we address efficient
quorum construction and investigate the impact of quorum
construction on the system performance through simulation
studies. More specifically, we change the number of mobile
hosts that replicate data items and which hosts replicate each
data item in the simulations and examine the impact on the
system performance in terms of data availability and traffic.

The remainder of this paper is organized as follows. In
section II, we introduce some related work and our previous
work. In section III, we explain the system model. We present
how to determine replica holders (quorum size) that construct
quorums in section IV. In section V, we show the simulation
results. Finally we conclude this paper in section VI.

II. RELATED WORK AND OUR PREVIOUS WORK

In this section, we first present a quorum system for
database consistency management which is a basis of our
work. Then, we introduce several conventional approaches
based on a quorum system for distributed database systems
and our previous methods for MANET presented in [10].

A. Quorum Systems

Quorum-based consistency management is a typical tech-
nique for networks in which node and network failures often
occur and the networks are sometimes partitioned [2]. In
a quorum system for database consistency management, a
read (write) operation is performed on only replicas held
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by database servers that form a read (write) quorum. Here,
these read and write quorums are constructed so that every
pair of read and write quorums have an intersection. When
a client issues an update request for a data item, it performs
a write operation on replicas held by all database servers in
a write quorum so that replicas of the latest version exist
in the quorum. On the other hand, when a client reads a
data item, it performs the read operation on replicas held
by all database servers in a read quorum. Since there is an
intersection between write and read quorums, at least one
database server in a read quorum holds a replica of the latest
version and thus the consistency of data operations can be kept
by reading the latest version.

Except for the condition that every pair of read and write
quorums have an intersection, quorums can be constructed
in arbitrary ways according to the system requirements. It is
generally desirable that the sizes of quorums become small as
much as possible.

For quorum construction, there are two typical approaches:
static and dynamic. In static quorum construction, one or more
static quorums for read and write operations are respectively
constructed in advance where the above intersection condition
is satisfied. The main advantage of this approach is that it
can reduce the quorum sizes. In an extreme case, both read
and write quorums can be set as a same particular node,
i.e., the quorum size is 1. However, this approach also has
a disadvantage that it is not flexible for node failures and
network partitioning. On the contrary, in dynamic quorum
construction, no static quorums are constructed but quorums
are dynamically constructed according to a certain rule in
order to satisfy the the intersection condition. The most simple
way is setting the quorum size for a read operation |QR|
and that for a write operation |QW | are set on condition that
|QR|+ |QW | > P , where P is the number of replica holders.
Then, quorums can be arbitrary constructed where only the
restriction of the quorum sizes is met.

B. Efficient Quorum Construction

In highly dynamic network environments, dynamic quorum
systems are effective rather than static ones. Therefore, var-
ious studies have been made to construct dynamic quorums
efficiently. The main objective of these conventional studies is
reduction of the quorum size. A simple way to meet the above
condition, |QR| + |QW | > P , is constructing quorums with
larger than half of replica holders. However, such a majority
based approach makes the quorum size still large. To solve this
problem, hierarchical quorum systems [15] and grid-based and
triangle-based quorum systems [5], [16] have been proposed.

In hierarchical quorum systems, replica holders are hierar-
chically grouped into clusters and a dynamic quorum system
such as a majority-based approach is used at each level. As
the number of hierarchical levels gets larger, the number of
nodes involved in the quorums becomes smaller, e.g., O(1/2l)
where the number of levels is l and a majority-based approach
is used. However, the protocol to achieve the quorum system
become more complex and takes longer time for execution.

In grid-based and triangle-based quorum systems, quorums
are constructed by replica holders that respectively form grids
and triangles in a certain logical plane based on node identi-
fiers. In these quorum systems, the size of quorums becomes
O(

√
n) where n is the number of nodes in the entire system.

However, such an identifier based approach works well only
in environments where the connectivity between every pair
of nodes, e.g., bandwidth and latency, is almost same in the
entire network or the identifier is well assigned by taking into
account the geographical condition or the physical network
condition. Therefore, it is generally difficult to apply these
quorum systems to MANETs.

C. Efficient Quorum Construction in MANETs

In MANETs, network partitioning often occurs because
mobile hosts act as a network router by themselves. Therefore,
dynamic quorum systems have been considered as an approach
suitable for consistency management in MANETs.

Several methods based on quorum systems have been
proposed for MANET [10], [13], [14], [17]. In [14], the
authors assumed an environment where a limited number of
mobile hosts are chosen as replica holders and proposed a few
methods in which the consistency is maintained by employing
a dynamic quorum system. In [17], the authors extended the
methods proposed in [14] by applying a probabilistic quorum
system [18]. However, the methods proposed in [14] and [17]
aim to roughly maintain the consistency in the entire network,
but cannot completely maintain it.

In [10], we proposed the LC and GC protocols in which
consistency among data operations is maintained based on
a dynamic quorum system in a specific region where the
entire area is divided into multiple regions. In the methods
proposed in [14], [17] and the LC protocol, a flat (non-
hierarchical) dynamic quorum system based on the condition,
|QR|+ |QW | > P , is used. In the GC protocol, a hierarchical
(two levels) dynamic quorum system is used. In [13], we
extended the GC protocol by using a grid quorum system at
the higher level among proxies of regions to further reduce
message traffic for protocol execution.

All the conventional flat quorum systems and the lowest
level in all the hierarchical quorum systems adopt dynamic
quorums based on the condition, |QR|+|QW | > P . Here, the
results of simulation experiments presented in [10] showed that
the number of replica holders much affects the performance
of quorum systems. However, there have been no studies that
fully investigate the impact of the number of replica holders
and which nodes should replicate each data item.

III. SYSTEM MODEL

In this paper, we assume an environment where each mobile
host accesses data items held by other mobile hosts in a
MANET and allocates replicas of the data items on its memory
space. We also assume that the area in which mobile hosts
can move around a flat area and not divided into sub-regions.
We can extend to an environment where the area is divided
into multiple sub-regions and the consistency is managed
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hierarchically by selecting a particular mobile host as the
proxy of each region and construct quorums consisting of the
proxies like GC presented in [10]. Details of the system model
are as follows:

• We assign a unique host identifier to each mobile host in
the system. The set of all mobile hosts in the system is
denoted by M = {M1, M2, · · · , Mm}, where m is the
total number of mobile hosts and Mi (1 ≤ i ≤ m) is a
host identifier. Each mobile host moves freely.

• Mobile hosts communicate with others using wireless
communication. Messages and data items are exchanged
between mobile hosts using an underlying routing pro-
tocol. We do not restrict the routing protocol and any
existing protocols can be applied to our assumed system
model.

• Data are handled as a collection of data items. We assign
a unique data identifier to each data item located in the
system. The set of all data items is denoted by D =
{D1, D2, · · · , Dn}, where n is the total number of data
items and Dj (1 ≤ j ≤ n) is a data identifier.
We assume that the size of a data item is much larger
than that of a control message such as a request for
quorum construction and the acknowledgment. Therefore,
we should consider not only the reduction of message
traffic for consistency management but also the reduction
of data traffic for data operations.
For the purpose of simplicity, we assume that all data
items are of the same size, |D|.

• For each data item Dj , a fixed number (kj) of mobile
hosts (Mrj1, · · · , Mrjkj

, which we call replica owners)
are statically chosen as nodes having the right to replicate
Dj , i.e., candidates involved in quorums for Dj .
A replica owner of Dj does not have to always have
a replica of Dj . However, it has to maintain the time
stamp (version) of Dj independently of whether or not it
actually has a replica of D′

j .
• Each mobile host performs read and write (update) op-

erations to any data items. For simplicity, we basically
assume blind writes, where a peer writes a value without
reading the latest value before.
We also assume that the frequencies of read and write
operations, Rij and Wij , to each data item Dj from
each mobile host Mi are known, and do not change. In
a real environment, these access frequencies can usually
be known by recording the logs of operation requests at
each host.

• We assume a simple transaction model in which each
transaction consists of a single database operation (read
or write). Thus, the consistency of data operations on
replicas is defined such that every read operation reads
a valid replica. Here, a valid replica is the latest version
in the entire network. This assumption is based on the
fact that many MANET applications require only simple
transactions.

• We assume memory available at mobile hosts is large

enough for creating replicas of all data items in the
MANET.

• Each mobile host knows all mobile hosts having the right
to replicate each data item in the entire network.
This assumption can be achieved in real situations by
informing all mobile hosts of this information at the
configuration phase of the MANET. Even when a new
host joins the MANET, it can get the information from
another host that already participates in the MANET.

IV. DATA PROCESSING AND DYNAMIC QUORUM

CONSTRUCTION

In this section, we present data processing and quorum
construction methods assumed in this paper. We first describe
the basic behavior of mobile hosts. Then, we present details
of the data processing and quorum construction methods.

A. Basic Behavior

As mentioned in section III, for each data item Dj , a
fixed number (kj) of mobile hosts (Mrj1, · · · , Mrjkj

), i.e.,
replica owners, are statically chosen as nodes having the
right to replicate Dj . The value of kj and how to choose kj

mobile hosts affect the system performance such as transaction
success ratio (data availability) and traffic.

We adopt a dynamic flat quorum system, in which the
quorum size for a read operation on data item Dj , |QRj |,
and that for a write operation, |QWj |, are determined where
the condition |QRj | + |QWj | > kj is satisfied.

In our previous work [10], it is shown that a write operation
produces a large traffic for performing the operation on all
the replicas held by mobile hosts in the write quorum, i.e., it
requires transmissions of a data item of the latest version to all
the nodes in the write quorum. However, in a quorum system, a
write operation is not necessarily performed on all the replicas
held by mobile hosts in the write quorum, but the consistency
can be maintained by only performing the operation on some
mobile hosts in the write quorum and informing the other hosts
of the information on the time stamp (version) of the latest
write operation and the replica holders of the latest version.
Thus, we assume that a write operation is performed only on
replicas held by hj mobile hosts (hj ≤ |QWj |) in the write
quorum and the others store the information on the time stamp
and the hj nodes. This might be effective for reducing traffic
for write operations.

In the following, we describe the basic behavior of mobile
hosts.

1) Phase (i): Lock Request: When a mobile host issues a
request for a read (write) operation on data item Dj , it tries to
set read (write) locks to arbitrary |QRj |(|QWj |) replicas held
by replica owners of data item Dj . If |QRj |(|QWj |) is 1 and
the request-issued node holds a replica of Dj , it sets the lock
to its holding replica. Otherwise, it multicasts a lock request
to all the replica owners. Each replica owner that received the
request sets the lock to its holding replica of Dj and sends
back a reply to the request-issued node. Here, note that it can
happen that a replica owner does not have a replica of Dj
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because a write operation is not necessarily performed to all
replicas held by the replica owners in the write quorum. In
such a case, the lock is virtually set at the replica owner.

As for a read operation, the reply contains the information
on the version (time stamp) of the replica in either case the
replica owner has a replica or not. It also contains the flag to
represent whether the node has a replica (1) or not (0). If the
replica owner does not has a replica, the reply contains the
list of replica owners having the latest version.

If the request-issued node succeeds to set equal to or more
than |QRj |(|QWj |) locks, i.e., it received replies from equal
to or more than |QRj |(|QWj |) replica owners, the procedure
goes to the next phase. Otherwise, the request fails.

2) Phase (ii): Data Operation: In this phase, the request-
issued node performs the data operation on replicas to which
the locks are set in the previous phase.

Read operation:
As for a read operation, if the request-issued node holds
a replica of the latest version (it can be known from the
information on the version attached in the query reply), it
performs the read operation on its own replica, and then, the
procedure goes to the next phase. Otherwise, if some nodes
hold a replica of the latest version, the request-issued node
unicasts a data transmission request to the closest node (with
the shortest hopcount) having the latest version. Otherwise,
i.e., no one holds the latest version but some nodes know
replica owners having the latest version, the request-issued
node randomly chooses one of the replica owners and unicasts
a data transmission request to the node. This repeats until the
request-issued node finds an accessible replica owner.

The replica owner that received the data transmission re-
quest transfers its holding replica. Then, the request-issued
node sends back the acknowledgment to the sender node and
performs the read operation. The procedure goes to phase (iii).

Write operation:
Let us denote QW ′

j and k′
j as the set of replica owners that

have sent a reply message in phase (i) and the number of such
replica owners, respectively. The request-issued node transfers
the replica of the new version to min(hj , k

′
j) nodes (suppose

QW ′′
j ) among nodes in QW ′

j . Here, min(hj , k
′
j) is a function

that returns the smaller value between hj and k′
j . (hj is the

maximum number of nodes to which a write operation on Dj

is actually performed.) Each node that received the replica of
the new version replaces its holding replica with the received
one, and sends back the acknowledgment to the request-issued
node. If the node does not have a replica of Dj , it allocates the
received replica on its free memory space. If the request-issued
node receives the acknowledgment from all the min(hj , k

′
j)

nodes, the procedure goes to phase (iii).
3) Phase (iii): Commit: In this phase, according to the

result of phase (ii), the operation performed on the data item
either commits or aborts.

Read operation:
The request-issued node that received a latest replica sends

a commit message to the sender of the latest replica and other

replica owners that sent a reply message in phase (i). Then,
all the locks set to replicas for this operation are released and
the procedure finishes. Even if the commit release message
cannot reach all these nodes, it does not affect the database
state, thus, the request-issued node can complete the operation.

Write operation:
In phase (iii) of a write operation, the request-issued node

sends a commit message to all the nodes having replicas
to which the write operation were performed in phase (ii)
and other nodes that sent a reply message in phase (i). This
message contains the list of replica owners having replicas to
which the write operation was performed and the information
on the time stamp of this write operation, i.e., the version of
the latest replica. Then, each node that received the message
sends back the acknowledgment to the request-issued node
and releases the lock set to its holding replica. If the write
operation was not performed on the replica held by the node,
the node records the information on the list of the replica
owners having the latest version and its time stamp.

If the request-issued node receives the acknowledgment
from all the nodes having replicas to which the write operation
was performed in phase (ii) and some replica owners that sent
a reply message in phase (i) so that the total number of the
nodes sending the acknowledgment is equal to or more than
|QWj |, the procedure finishes.

B. How to select kj replica owners

In this clause, we describe how to select kj replica owners
for data item Dj . Actually, there are a large number of possible
choices to achieve this. In this paper, we adopt a simple and
intuitive manner where for each data item Dj , kj mobile
hosts with the highest access frequencies to Dj are chosen
as the replica owners. Specifically, the following criterion Gij

is calculated for all mobile hosts.

Gij = Rij + Wij . (1)

Equation (1) represents how many data operations can be
performed locally. Therefore, kj mobile hosts with the highest
Gij are chosen as the replica owners for Dj .

Please note that this selection process is generally conducted
once at the configuration phase of the MANET or fairly
infrequently only when the access characteristics of nodes
drastically change. This is because we assume that all nodes
in the MANET know the replica owners for all data items,
thus, changing replica owners requires the notification of the
change to all the nodes and its overhead is very high.

C. How to select hj nodes to which a write operation is
performed

In this clause, we describe how to select hj mobile hosts to
which a write operation is performed. Unlike replica owners,
these hj nodes can be chosen more flexibly and dynamically
when a write operation is performed. This is because request-
issued nodes do not need to know in advance which mobile
hosts have been performed the latest write operation but it
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knows these nodes after phase (i) of the write operation.
However, the strategy to determine these hj mobile hosts
much affects the performance, e.g., data availability and traffic.
Thus, we should carefully choose the strategy. In this paper,
we adopt two different strategies, AF (Access Frequency) and
DIST (Distance).

1) AF: AF aims to reduce traffic for data transmissions
for future data operations. Specifically, for each candidate
node, the request-issued host calculates the gain of data traffic
reduction by equation (1), i.e., Gij . AF chooses hj (more
precisely, min(hj , k

′
j)) nodes with the highest Gij among all

nodes in QW ′
j . It should be noted that to achieve this method,

the information on the access frequencies, Wij and Rij , should
be added in the query reply.

2) DIST: DIST aims to reduce traffic for data transmissions
for the current data operation by choosing closer mobile hosts
for performing the write operation. Specifically, DIST checks
the hopcounts between the request-issued host and all nodes in
QW ′

j , which can be obtained from the reply messages received
in phase (i). Then, it chooses hj mobile hosts with the smallest
hopcounts from it, to which the write operation is performed.

V. SIMULATION

In this section, we show simulation results to investigate the
impact of quorum construction on the performance in terms
of data availability and traffic.

A. Simulation model

In our simulation experiments, we assume a situation where
members engaged in a collaborative work such as rescue
operations share information for efficiency of their own task.
The members are equipped with mobile terminals with a
wireless communication facility such as Bluetooth, wireless
LAN, and Zigbee. In the experiments, we assume that a unit of
simulation time corresponds to 5 [s] in a real environment. In
the following, we present the details of the simulation model.

Mobile hosts exist in an area of X × Y [m2]. Here,
ratio X : Y is kept to 3 : 4. In our experiments, X is
changed as a variable parameter in the range from 100 [m]
to 500 [m]. Here, the experiments changing X are almost
identical to those varying the number of mobile hosts and
the radio communication range because all of them affect the
connectivity among mobile hosts.

The number of mobile hosts in the entire system is 100.
(M = M1, · · · , M100). The number of data items in the
entire network is 500 (D = D1, · · · , D500). Each peer moves
according to the random waypoint model [3], where each host
selects a random destination in the whole area. The pause time
and the maximum movement speed are set as 0 and 2 [m/s],
respectively, assuming that peers move in a walking speed.

The communication range of each mobile host is a circle
with radius 50 [m]. To remove the impact of underlying
network protocols, we simply assume that every message
and data transmission is routed via the shortest path from
the source to the destination. Moreover, even in a multicast
transmission, e.g., lock request, a message or data item is

separately transmitted to each of the multicast members via the
shortest path, i.e., a multicast transmission consists of separate
unicast transmissions. While the protocol for processing data
operations presented in subsection IV-A adopt 2PC (two-phase
commitment) in phase (iii), the possible approaches for this
aim depend on the implementation, thus, we just count the
hopcount for one round of message transmissions.

Read and write frequencies of each peer to data items
are 0.02 [1/s] and 0.002 [1/s], respectively. The read/write
probability, qij , from mobile host Mi to data item Dj follows
the Zipf distribution [20] and is expressed by the following
equation:

qij =
j′−0.6∑500

m=1 m−0.6
,

where j′ =
{

j − i + 1 (j ≥ i)
501 + j − i (j < i)

(2)

Equation (2) shows that all mobile hosts have different access
characteristics where Mi access Di most frequently among all
data items.

kj (the number of replica owners) and hj (the number of
mobile hosts to which a write operation is actually performed)
are respectively set to the same values for all data items, while
we examine various cases for their values.

In the simulations, we measured the success ratios of read
and write operations, the message traffic, and data traffic
to process a read/write operation during 200,000 units of
simulation time (1,000,000 [s]). The success ratio is defined as
the ratio of successful read/write operations to all requests of
read/write operations issued during the simulation time. The
message traffic is defined as the average of the total hopcount
for message exchanges to process a read/write operation ex-
cluding transmissions of data items. The data traffic is defined
as the average of the total hopcount to transmit a data item to
perform a (successful) read/write operation. Here, because the
sizes of data items change depending on kinds of data and also
on applications, we don’t assume any particular sizes for both
messages and data items. The actual traffics caused by message
and data transmissions can be calculated by multiplying the
message and data traffics obtained in our experiments by their
sizes.

We assume that the protocol execution finishes within a unit
of simulation time, i.e., 5 [sec]. This is usually true in a real
environment, because one round of message exchanges in the
entire network takes less than one or two seconds, and thus, the
entire procedure that requires three rounds of messages or data
exchanges takes less than 5 seconds. Even for transmission of
a data item, it takes almost the same time if the data size is
not very large. In MANETs, data items shared among mobile
hosts are basically not very large, e.g., from a few dozen bytes
to a few megabytes.

B. Results

Figures 1 and 2 show results of the simulations where AF
and DIST are respectively adopted for selecting hj hosts. In
both figures, graphs (a) to (f) and graphs (g) to (l) respectively
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Fig. 1. Effects of the area size (AF)

correspond to the results for read and write operations. Graphs
(a) to (d) and (g) to (i) show the cases where kj = 1 and
kj = 10 while the rests show the cases where kj = 100. In
all graphs, each line is labeled as (kj , hj).

1) Overview of the results: In all cases, as the area size gets
larger, the success ratios for both read and write operations
get lower because the connectivity between mobile hosts gets
lower.

The message traffic first gets higher for both read and write
operations and then gets lower from a certain point (X = 350)

as the area size gets larger. The message traffic is low when the
area size is small because the network is dense and hopcounts
between mobile hosts are small. It is low when the area size
is very large because the network is sparse and mobile hosts
connect to only a small number of other nodes.

As the area size gets larger, the data traffic basically gets
higher because of the increase of hopcounts between mobile
hosts. It becomes almost constant or gets slightly lower when
the area size is very large. This is because the network is
partitioned into several small partitions and operation requests
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Fig. 2. Effects of the area size (DIST)

succeed only when the request-issued hosts luckily connect to
an enough number of replica owners in the partition to which
they belong.

2) Comparison between AF and DIST: Comparing the
results for AF and DIST in Figures 1 and 2, there are almost
no differences in the success ratio and the message traffic. As
for the data traffic, AF produces smaller data traffic for read
operations because request-issued hosts hold a latest replica
with a higher probability. On the other hand, DIST produces
smaller data traffic because it performs a write operation to hj

closest hosts. This result shows that the strategy for selecting
hj hosts to which a write operation is performed affects the
performance in terms of traffic for data operations.

3) Impact of kj: From the results in Figures 1 and 2, we
can see that kj directly affects the message traffic, i.e., the
larger kj is, the larger the message traffic is.

In terms of success ratio, when the area size is very large,
i.e., the network is very sparse, the case where kj (and also hj)
is set as 1 shows higher success ratio than the cases where kj

is set as 10 and 100 and hj is set as 1. This is because mobile
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hosts in the partition to which the replica owner belong can
perform data operations where kj = 1, even if the partition
size is very small. On the contrary, the case where kj = 1
shows lower success ratio when the network is dense. This
is because mobile hosts cannot perform any data operations
even when only the replica owner is not accessible, i.e., the
flexibility and the robustness to the network topology change
are low.

In terms of data traffic, larger kj shows lower data traffic
for write operations because there are more candidates for
choosing the closest hosts to which a write operation is
actually performed.

From these results, we can confirm that kj affects the
performance especially in terms of message traffic.

4) Impact of hj: From the results in Figures 1 and 2, we
can see that hj directly affects the data traffic, i.e., the larger
hj is, the larger the data traffic for write operations is and the
smaller that for read operations is.

The case where hj is set as 1 and kj is set as 10 or 100
shows lower success ratio than the cases where hj is larger
than 1. This is due to the same reason as the case where kj = 1
in the previous clause. On the other hand, hj does not much
affect the message traffic.

VI. CONCLUSIONS

In this paper, we have investigated the impact of quorum
construction on the system performance through simulation
studies. In the simulations, we changed the number of mobile
hosts that replicate data items and which hosts replicate each
data item and examined the impact on the system performance
in terms of data availability (success ratio) and traffic (message
and data traffic).

From the simulation results, we have confirmed that the
sizes of quorums, the number of replica holders, and the strat-
egy for determining replica holders affect the performance.
The knowledge obtained from our simulation results will be a
good guideline for constructing efficient quorums in MANETs.
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