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Abstract. The image structuring process was mainly divided into three stages:
model training, model prediction, and report structuring. In the report structure
stage, based on the feature annotation sequence, this paper associated the text
sequence with the corresponding table structure and stored the text sequence in
the corresponding database in the background. In dataset 1, the accuracy rate
of removing visual information submodel was 30%, and that of removing seman-
tic information submodel was 50%. The scheme proposed in this paper was to
better perform automatic image annotation and meet the requirements of image
annotation in the era of Big Data.
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1 INTRODUCTION

With the continuous updating and updating of the network technology, the way
people receive information has also developed from a single text to a diversified and
concrete image, video, and other aspects. A large amount of multimedia informa-
tion, such as images and videos, would be generated on the network every moment.
In front of a large amount of data, how to correctly process and obtain the key
information in these data has become an urgent problem to be solved. With the
development of image annotation technology, people begin to pay attention to the
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semantic mapping of images and expect to perform semantic retrieval based on au-
tomatic annotation of images. The accuracy of image semantic annotation depends
on image visualization and semantic mapping. In recent years, people have had
a lot of applications in speech recognition, machine translation, image recognition,
and other aspects. Image structural annotation can recognize images, extract bet-
ter features, and reflect the visual content of images to the maximum extent, which
directly affects the semantic mapping effect and accuracy of the next step. It is
difficult to describe a single pixel, contour, region and other features, and adopting
better image characteristics is the difficulty and focus of current research. Seman-
tic mapping, differentiation and generation mode, respectively, realize the mapping
from visual characteristics to text.

The early semantic annotation of images was mainly based on the pattern of
discrimination, while the automatic annotation of images was a supervised tradi-
tional classification problem. Chacko and Tulasi believed that accurate annotation
was the key to efficient image search and retrieval. Semantic image annotation refers
to adding meaningful metadata to an image to infer additional knowledge from the
image. He proposed an image annotation technology combining deep learning and
semantic annotation [1]. Xu et al. believed that due to the semantic gap between
high-level semantic concepts and low-level visual representations, automatic image
annotation was still a challenge in the practical application of computer vision [2].
Mojoo et al. believed that the task of image annotation was becoming increas-
ingly important for efficient retrieval of images from the network and other large
databases [3]. Xiao et al. believed that image annotation has always been a research
hotspot in the field of computer vision. Most of the previous research work focused
on labeling images with a fixed number of tags. He annotated all images with the
same number of labels without considering the rationality of the image content [4].
Hou et al. believed that the recent shadow detection algorithm has shown initial
success in small data sets of images from specific fields. Due to the lack of labeled
training data, shadow detection in the broader image domain is still challenging. He
proposed “lazy marking”. This was an effective labeling method. The announcer
only needs to mark important shadow areas and some non-shadow areas [5]. Their
research did not mention the accuracy of image detection.

Image feature extraction is an important basic research in image annotation.
Srivastava and Srivastava proposed the overall framework of image annotation, in-
cluding saliency target detection, feature extraction, feature selection, and multilabel
classification [6]. Li et al. believed that in order to learn a good image annotation
model, a large number of label samples were usually required. Although unmarked
samples were easy to obtain and abundant in number, it was a difficult task for
humans to manually label a large number of images [7]. Zhang et al. believed that
the current research on two-dimensional image annotation methods lacked the an-
notation of historical and cultural information (such as dynasties, regions, etc.). He
proposed an image annotation method based on visual attention mechanism and
graph convolution network [8]. Ghostan Khatchatoorian and Jamzad believed that
automatic image annotation was an image retrieval mechanism that extracted rel-
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evant semantic tags from visual content [9]. Nemade and Sonavane believed that
image automatic labeling was a way to find appropriate labels for images, to obtain
a method suitable for image data search and indexing. Automatic image annotation
plays an important role in image retrieval and image management [10]. Jin and Jin
believed that the multilabel automatic image annotation method based on machine
learning has been widely used and developed. He proposed a new distance metric
learning method based on cost-sensitive learning to reduce the impact of sample
category imbalance [11]. Markatopoulou et al. proposed a deep convolution neural
network architecture to solve the problem of video/image concept annotation by us-
ing two different levels of concept relations [12]. They need to make further research
on semantic annotation of images.

When labeling an image, the trained “Inception-ResNet-V2” (ResNet’s full name
is Residual Network) mode can be used to obtain the visual feature vector of the
labeled image. Then, based on the existing multilevel perception model, the paper
extracted the semantic vector of the image by labeling the candidate labels and
combined it with the visual features. Then, according to the robustness character-
istics, it enters the probability of multiple labels in each label to complete the final
label labeling. At the same time, on the basis of computer vision technology, the
paper used CNN (Convolutional Neural Network) to extract visual information from
images. Compared with the traditional recommendation algorithm, the pixel infor-
mation contained in the image itself is very useful and can be mined in many places.
Therefore, this paper attempted to maintain the visual information of the image and
better realized the automatic labeling of the image, reducing the scarcity of image
information. The scheme proposed in this paper had high accuracy when extracting
the features of ImageNet images, and the overall average accuracy reached 82.4%.

2 EXPLORATION METHOD OF IMAGE
STRUCTURAL ANNOTATION

2.1 Image Processing of Natural Language

After recognizing and understanding the image, the computer must rely on natu-
ral language processing to accurately describe the image. NLP (Natural Language
Processing) is an important branch of computer science, which can automatically
analyze and express human natural language. The tasks of natural language pro-
cessing mainly include three aspects: speech processing, machine translation, and
intelligent conversation. This technology has been deeply rooted in daily life. In
terms of finance, it can provide a variety of analysis data for securities investment,
including hot spot mining, fraud identification, etc. In terms of law, it can assist
in case retrieval, judgment, prediction, legal text translation, etc. In medical treat-
ment, natural language processing technology has good application prospects, such
as auxiliary input, query, analysis, etc.

Automatic image annotation is a complex multimode work, which combines
computer images with natural language processing [13]. In recent years, with the
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emergence of a large number of advanced deep learning networks, automatic image
annotation technology has gradually developed, which is a cross-mode work. Its de-
velopment would promote the development of artificial intelligence, so that artificial
intelligence can better integrate with human consciousness and learning abilities.

At present, most image description algorithms are based on coder-decoder, and
the mainstream image automatic labeling algorithms are based on maximum like-
lihood estimation. During the training, the language generation model is used to
fit the posterior probability distribution of the words in the data, and finally the
cross entropy loss function is obtained through the optimal algorithm, to obtain
the best parameter solution. Image description is a deep learning that combines
image processing and natural language processing. It is an important subject in
computer science at present. The existing processing methods generally adopt the
coder-decoder structure. The main problems are the sparse text data, the exposure
deviation between the encoder and decoder, and the overfitting in the model training
process [14].

Automatic image labeling technology is to use the data of the training set to
construct an image label that can automatically generate keywords, sentences, and
other text descriptions. When performing a relevant search, users can get the corre-
sponding search results by inputting the keyword of the image and usually use CNN
to achieve labeling [15]. Through the automatic annotation technology of images,
it realizes the description and retrieval of images, avoids the cumbersome manual
annotation, and improves the efficiency of using text information, while taking into
account the characteristics of text-based and the advantages of content-based image
retrieval. Therefore, its application range is very broad, but there are still many
problems in the current automatic image annotation technology:

1. Most of the image features extracted by computer are based on the basic char-
acteristics of the image, which cannot correctly express the high-level semantic
information in the image, resulting in semantic differences. In thousands of
years, human beings have experienced countless times of history and knowledge,
and their understanding of things is much more than the pictures they see with
their eyes. At the same time, people can transform the basic visual information
in the image into higher-level semantics through association and other ways,
which also reflects the biggest difference between people and machines. This is
also the focus of image processing technology research.

2. The impact of factors such as the size of the training set and the accuracy of
the description on the training set: an accurate annotation would make the
description of the model more accurate. If there is no correct training, the
result would be very poor. Moreover, with the increase of the number and scale
of training, the effect of automatic labeling needs to be better and better.

In image labeling, label imbalance is a common phenomenon, especially when
there is a large number of labels in the labeled thesaurus, the label imbalance means
that the number of labels would vary greatly. The common image label is based on
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the label of similar images, and the non-uniformity of the label often leads to poor
labeling effect. In other words, if a label is in the collection only a few times, the
possibility of labeling the label would be greatly reduced.

Due to its high flexibility, many image automatic labeling technologies based on
CNN mode have achieved good results. First of all, image labeling based on CNN
model would be affected by the size of the training set, and the labeling effect is
not ideal when the number of training sets is small. Since the similarity between
training samples and labeled samples mainly depends on the visual characteristics of
the image, it is obvious that the more training samples, the better the performance
of the model [16]. Secondly, when retrieving similar images, the labeling results are
very sensitive, so people need to find a correct path to make the labeled image get
the correct image.

2.2 Image Structured Annotation

2.2.1 Image High-Level Semantic Feature Extraction

In order to describe the image effectively, people must extract strong semantic char-
acteristics from the image and combine them with visual characteristics to form
a strong high-level feature. On this basis, it needs to use a deep neural network to
learn high-level image markers, to obtain efficient semantic features. Specifically,
a group of candidate tags can be constructed from the adjacent region of the image,
and then the semantic characteristics of the image can be obtained by using the set
of candidate tags and a simple multilevel perceptron model.

Image feature extraction is the most basic and critical part of deep learning. It
can be simplified into one-dimensional data, and feature extraction is the process
of converting image data into one-dimensional vectors. The feature of deep learn-
ing is to use convolution neural network to realize. When extracting full features,
operations such as activation function, pooling, and fully connection are required.
The activation function is used to compensate for the nonlinear factor that has
poor expression ability of the linear model. The purpose of pooling is to reduce
the characteristic graph, reduce the computational complexity of the network, and
avoid overfitting to a certain extent. On the premise of preserving salient fea-
tures, reducing feature dimensions, and increasing the perception range, the full
connection layer can refit the features, thus reducing the loss of feature informa-
tion.

Build candidate label set. The most fundamental principle is that the higher the
similarity of two images, the higher the probability of sharing annotations between
two images. Then, a group of candidate image labels can be constructed according
to this idea. Using similar tags in the labeled image, a group of candidate tags to be
labeled can be constructed, which would be related to semantic features. It mainly
includes the following steps [17]:
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The image closest to the labeled image can be obtained by using the similarity
of the image. It can select the most tags from the closest images as candidate tags
and select the remaining candidate tags that appear most frequently.

2.2.2 Multi-Layer Perceptron Model

Multi-layer perception (MLP), also known as multilayer neural network, can be
divided into an input layer, hidden layer, and output layer, including the structure
of multilayer perceptron with two hidden layers. On this basis, a nonlinear hidden
layer is added to the hidden layer. In theory, as long as there are enough nodes in its
hidden layer, it can fit any function. At the same time, with the increase of hidden
layers, the fitting of complex functions becomes easier [18].

In the image annotation algorithm, MLP is expressed by a mathematical for-
mula:

ω(x) = H(P (P (MP + b)− c)) + b3, (1)

where ω(x) is the activation function. On this basis, the paper establishes two hidden
layers to obtain the semantic characteristics of the image and then combines them
with the visual characteristics of the image to form a powerful high-level feature. In
the multi-level perception model, the most widely used ReLU (Rectified Linear Unit)
function in recent years is applied. Its mathematical formula for image annotation
is as follows:

ϑ(x) = max(0, x). (2)

Clearly, if the input is less than 0, all outputs are 0; if the input is greater than 0,
the output is x. There are two main reasons why ReLU function is so popular: first,
it can effectively reduce the problem of gradient diffusion during reverse transmission
and can also quickly update the initial parameters of the neural network. Second,
the calculation speed is fast. In forward transmission, ReLU only needs to set
a threshold to obtain the activation value.

2.2.3 Multi-Target Classification and Tag Number Prediction

Because each picture has one or more marks, this paper establishes a multiclassifi-
cation mode for automatic marking of images. Specifically, the visual features in the
CNN network and the semantic features in the MLP model are connected through
a complete link layer, the probability operation is performed through the sigmoid
function, and the probability value is combined with the predicted number of tags.

In the training of the multitarget classification module, the visualization and
semantic characteristics of the image are combined first, and the output is obtained
through the complete connection of the connection layer, and then the parameters of
the image annotation model are trained using the cross entropy as the loss function:

YT = µ+ Σtb(σ(x)− I)3, (3)
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where tb represents the actual annotation of the image; σ(x) represents sigmoid
function.

On this basis, this paper proposes a tag number prediction model to achieve
better results. On the one hand, it is expected to achieve better labeling effect by
predicting the number of tags without increasing the computational complexity; on
the other hand, it would want to improve the performance without increasing the
computational complexity.

The image-based retrieval method is based on data and does not depend on
models. Its basic idea is to map pictures and corresponding statements into a specific
vector space, and then search according to the vector similarity [19]. This method
is generally used to save the intermediate information of pictures and corresponding
text. However, the method based on retrieval depends largely on the data in the
database. In the case of insufficient or inaccurate data, the efficiency of retrieval-
based methods would be greatly reduced. In the part of tag quantity prediction,
the visual characteristics based on CNN network and the semantic characteristics
of images obtained from MLP mode are used, and feature input needs to be carried
out through a complete link layer.

YT = Σ(m−m)2, (4)

where m is the predicted number of tags, and m is the actual number of tags of the
image.

The model training and annotation process is shown in Figure 1. The training
process of the whole model is as follows:

Step 1: Through the annotation of the training set image, the parameters of the
Inception-ResNet-V2 model can be fine-tuned to obtain the visual characteristics
of the image;

Step 2: The candidate annotation set to be labeled can be used to train the mul-
tilevel perceptron model to obtain the semantic characteristics of the image;

Step 3: The image visual characteristics obtained by Inception-ResNet-V2 mode
and the semantic characteristics obtained by multilevel perceptron can be used
to train the number of multitarget classification and labeling, and adjust its
parameters.

When labeling the labeled image, the trained Inception-ResNet-V2 model can be
used to obtain the visual feature vector of the labeled image. On this basis, people
can use the existing multilayer perceptron model and then use the candidate annota-
tion set to extract the semantic vector of the image and form a robust upper feature
together with the visual characteristics. Then, according to the characteristics of
robustness, the multitarget recognition model can be input into the probability of
each label. Finally, people can use the dimension prediction model to predict each
dimension, thus completing the final step of annotation.

Compared with traditional computer vision tasks such as image classification
and target detection, automatic image labeling is more challenging and easier to
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Figure 1. Model training and annotation process

understand work. The purpose of image automatic labeling is to induce seman-
tic features with the same meaning and easy to understand from images. In the
automatic labeling of images, people should not only solve the problem of object
identification, but also analyze the relationship between objects in detail and ex-
press it with natural language. Therefore, for a long time, the automatic image
labeling technology has been a big problem. This is a major challenge for machine
learning, because it is like imitating a human’s extraordinary ability to compress
a large amount of visual information into a descriptive language [16].

2.2.4 Image Structured Mapping

In the structured mapping rule, the text sequence and feature mark sequence are
used as input, and the output result is a group of entities with focus as the unit.
The operation process is as follows:

1. Input the text sequence into the structure mapping algorithm, and divide the
text into a group of clauses;

2. Based on the pathological entity generated in the unit matching in the set, it is
applied to each unit in the set;

3. Based on the pathological feature descriptors generated in the set, match them
with the attributes belonging to pathological entities;

4. Add a feature descriptor to the lesion entity as an attribute;

5. Add pathological entities to the pathological entity group and return structured
results.
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In the field of vision and speech recognition, the deep neural network technology
has begun to take shape, which can combine NLP with neural networks. On this
basis, it is necessary to initialize the features of the input layer using the pretraining
vector, and then optimize the parameters. Deep learning is based on neural network,
and its structure includes multiple inputs, output, and hidden layers, so it is called
“depth”. Each level outputs the input information to the next level as a special
processing method, and then carries out multilevel processing, and finally obtains
a specific work.

>m is the partial order relationship of the image, α represents the parameter
vector in any image labeling model, and there are:∏

P (>m |α) =
∏

p(µl >m un|α. (5)

Image annotation is an interdisciplinary subject involving computer vision and
natural language processing, and its research is of great significance. Most of the
traditional annotation technologies adopt template-based annotation and retrieval-
based annotation, which have certain defects and cannot generate flexible and
smooth annotation. In the era of deep learning, the development of image annota-
tion technology has always been based on a certain way of annotation. However, the
current image annotation technology has not met people’s expectations. Therefore,
people need to focus on how to introduce the deep neural network mechanism into
image annotation in the deep learning environment. The probability of correlation
between image n and label un relative to label ul is defined as:

P (ul >m un|α) = σ(αi(ϑ)). (6)

Connect the weight QZ on the edge of the image label entity:

QZ = n(t,k)/Σnt,q. (7)

The structured process is mainly divided into three stages: model training,
model prediction, and report structuring. The image structured business process is
shown in Figure 2.

Step 1: In the model training stage, the image is preprocessed and manually anno-
tated to convert it into a tagged corpus, and then the model training is carried
out according to the tagged corpus.

Step 2: In the model prediction period, that is, the extraction stage of the report
label, the unmarked image is preprocessed, and then input into the model and
outputs a series of prediction labels.

Step 3: In the report structure stage, according to the obtained feature tag se-
quence, the text sequence is associated with the corresponding table structure,
and the obtained feature tag sequence is associated with the structure, and then
the text sequence is stored in the corresponding database in the background of
the article.
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Figure 2. Image structured business process

In the process of image annotation, it is necessary to process the image, endow it
with features, and associate it with keywords or text descriptions. Its essence is the
mutual conversion between image and natural language. In the image processing
of deep learning, image annotation occupies a large proportion. On this basis, this
paper proposes an efficient and effective image annotation tool, which can effectively
shorten the working time and reduce the collection of labeled data sets.

In multimedia and computer vision, automatic image annotation is a very pro-
mising research direction. In automatic image annotation, the most important tech-
nology is to reduce the “semantic gap”. Computer vision, neural networks, artificial
intelligence, and other technologies can effectively reduce the inconsistency between
visual information and users’ semantic information of images, thus reducing the
gap between visual characteristics and advanced retrieval requirements. Automatic
image labeling is a multidisciplinary research achievement, including data mining,
semantic analysis, natural language processing, pattern recognition, machine learn-
ing, biology, and statistics.

3 RESULTS OF IMAGE STRUCTURAL ANNOTATION

With the continuous development of multimedia technology, people can express more
information through pictures, and the information conveyed by pictures is clearer
and more vivid than the simple text description. In today’s society, there are thou-
sands of video data every day. Therefore, how to effectively process and manage
massive image data has become an urgent problem to be solved. Image annota-
tion technology can effectively reduce human interference and reduce labor costs.
Extracting features from images for semantic description is a very useful method,
which can facilitate image retrieval and management. The current automatic image
annotation technology has not reached the expected level, and there is a semantic
gap.

On this basis, the paper studies the optimal matrix decomposition method based
on CNN for the first time and combines it with the comparison model of KNN (K-
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Nearest Neighbor) and LFM (Latent Factor Model) algorithms. The accuracy com-
parison results on image retrieval multilabel dataset 1 and image retrieval multilabel
dataset 2 are shown in Figure 3 (the results of image retrieval multilabel dataset 1
and dataset 2 are shown in Figure 3 a) and 3 b), respectively). The accuracy rates
of CNN on image retrieval multilabel dataset 1 and dataset 2 are 92.8% and 90.3%,
respectively.

a) b)

Figure 3. Comparison results of accuracy between dataset 1 and dataset 2

In the automatic labeling of images, the relationship between image-image,
image-label, label-label, and image content, or restrictions are generally used to
find the most suitable label for the image. The research based on graph theory
can only explore the correlation of data at a deeper level, but can not fully mine
out useful information. In the recommendation system, although there are many
auxiliary information available, they can fully consider the potential interests of
users.

Image, as an efficient and vivid information carrier, is receiving increasing at-
tention, and the research and discussion of image retrieval has gradually become
the current hot spot. At present, most of people’s image retrieval focuses on the
information on the image surface (low-level features and target layer), while the
extraction of deep information (high-level features) is very few. The semantics of
images can better reflect the viewers’ subjective preferences for images, and also
better reflect the users’ retrieval requirements for images.

Therefore, the natural language problem can be used as a query entry to solve
this problem. In terms of input, the natural language model inputs natural language
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problems that can better reflect the needs of users, rather than discrete keywords.
In terms of output, users would get more accurate answers, such as words, phrases,
and paragraphs, rather than irrelevant and complex pages. In terms of retrieval
technology, the natural language model analyzes the problem from the semantic
level, rather than just keyword matching. In addition, natural language can be
used for retrieval, so that users can directly express their needs through subjective
emotional descriptions. This can meet more needs without being limited to specific
industries.

The comparison result of recall rate between image retrieval multilabel dataset 1
and image retrieval multilabel dataset 2 is shown in Figure 4 (the results of image
retrieval multilabel dataset 1 and dataset 2 are shown in Figure 4 a) and 4 b), re-
spectively). In the result of image retrieval multilabel dataset 1 and dataset 2, the
CNN recall rates are 76.7% and 65.3%, respectively.

a) b)

Figure 4. Comparison results of recall rates on dataset 1 and dataset 2

The medical image annotation data set is built on the basis of deep learning of
medical images. When establishing, people need to consider the quality of data and
the efficiency of labeling. This data set is obtained through a series of processing
of the original images. Deep learning technology is a semi-automatic tool, which
can help researchers in deep learning obtain high-quality annotation data. It must
have the following aspects: strict quality management and the quality of annotation
data would directly affect the effect of subsequent deep learning models. Therefore,
it is necessary to carry out strict quality control on the establishment of labeled
data sets; it is easy to use and can effectively help users mark and save the time of
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marking. When creating the annotation data set, people can manage all aspects,
including data annotation, personnel management, annotation task management,
etc. However, most of the published labeling technologies still have problems such
as inadequate management, inadequate quality control, and inefficient labeling of
labeling personnel.

Deep learning has many advantages. It can use deep neural network and power-
ful computing ability to integrate data sets containing marked information into the
training process. The training process is to properly train each parameter so that
an unknown data can get complete information, which can make up for the shortage
of human resources. Some existing machine learning systems can learn classification
from machines according to specific conditions, which is beyond the scope of human
capabilities.

In this part, the paper would analyze the role of each main module in the
model and analyze the performance of the model after removing the image semantic
information and the submodel of image visual information. The comparison of
accuracy and recall rate on image retrieval multitag dataset 1 and 2 is shown in
Figure 5 (the results of image retrieval multitag dataset 1 and dataset 2 are shown
in Figure 5 a) and 5 b), respectively). The accuracy and recall rate of removing
visual information submodel is lower than that of removing semantic information
submodel. In dataset 1, the accuracy rate of removing visual information submodel
is 30%, and the accuracy rate of removing semantic information submodel is 50%.
Compared with the semantic information of images, the visual content information
of images is more important. Semantic information can play an auxiliary role and
enhance the role of the model. Therefore, a good semantic information extraction
mode is also essential.

In recent years, with the rapid development of deep learning technology, signif-
icant breakthroughs have been made in computer vision. Different from the tradi-
tional machine learning algorithm, it needs to design and input features manually.
It can only learn the model and match the initial data with the target through the
deep learning method. Therefore, simulating the deep structure of human brain
learning and cognitive self-learning through deep learning can better mine the cor-
relation between image features and semantics, thus providing algorithm support
for effectively narrowing the “semantic gap”.

The deep structure of deep learning and the automatic learning method of the
model can be used to obtain strong features, and on this basis, the correlation be-
tween image and semantic markers can be further mined. With the rapid develop-
ment of deep learning technology, there have been many automatic image recognition
technologies based on deep learning technology. Compared with traditional manual
selection and traditional machine learning mode, under the “end-to–to-end” learning
mode, the application of deep learning technology in automatic image annotation
has made remarkable achievements.

The precision of feature extraction of ImageNet image using ResNet model is
shown in Figure 6 (data sets are 200 and 400, as shown in Figure 6 a), and the
data sets are 600 and 800, as shown in Figure 6 b)). The results show that the
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a)

b)

Figure 5. Comparison of accuracy rate and recall rate on image retrieval multilabel data
sets 1 and 2

model has a high accuracy when extracting the features of ImageNet images, with
an overall average accuracy of 82.4% The image content of the labeled data set is
similar to that of the ImageNet data set, so the migration learning method is applied
to the CNN image extraction model of the article. On the one hand, it can ensure
the accuracy of the feature extraction of the model, on the other hand, it can also
reduce the number of model parameters and avoid the overfitting problem caused
by the small labeled data set.
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a) b)

Figure 6. Accuracy of feature extraction of ImageNet image using ResNet model

4 CONCLUSIONS

In the process of automatic image labeling, the selected features must be classified.
If the selected features are not representative, it is difficult to distinguish the selected
objects and their relationships. Now, the best way to use traditional processing flow
is to use multiple feature extractors and combine them to obtain better features.
To solve this problem, this paper proposed a new learning method based on deep
convolution neural network. In computer vision, some images can be generated by
using antagonistic networks to make up for the lack of training data. However, in
the automatic labeling of images, in addition to the image data, there should also
be objective human marking, and manual marking is not only time-consuming and
labor-intensive, but also cannot eliminate subjective factors. In this case, if the
data encountered by the model in the article is different from the images in the
training data set, it is difficult to use the coder-decoder mode to make a reasonable
explanation. Therefore, the code-decoded mode needs to be optimized in the future
to enhance its generalization.
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