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Abstract. Correlation analysis makes it possible to calculate the 
dependence of one variable on another. It can be used to calculate the 
tightness of the relationship between variables. Spearman's rank correlation 
coefficient allows you to perform a ranking operation based on features that 
can be represented numerically , for example expert estimates , consumer 
preferences . In expert assessments, it is possible to rank the assessments of 
various experts and find a correlation between these expert assessments. 
Spearman's correlation coefficient can be used to evaluate the dynamics of 
expert assessments.  The article proposes a formula for calculating 
Spearman's rank correlation coefficient with repeated ranks. Spearman's 
correlation coefficient is ranked. When calculating them, the relative 
position of the parameters. However, these parameters do not necessarily 
have to have a normal distribution. Keywords. Spearman correlation 
coefficient, Spearman correlation coefficient with repeated ranks. 

1 Introduction

The Spearman correlation coefficient was proposed by the English scientist Charles Edward 
Superman in 1904 [ 1 ]. It is designed to determine the correlation between variables that are 
not quantified by such expert assessments. 

According to [2,3,4,5], Spearman's rank collocation coefficient can be used to elucidate 
the statistical relationship between traits, as well as to study hypotheses about such a 
relationship. 

According to [6], the determination of the Spearman correlation coefficient consists of 
the following stages (Fig.1) 
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Fig.1  Stages of determining Spearman's rank correlation coefficient 

Spearman's correlation coefficient is used when there are rank variables. Let's say there 
are two numeric rows 𝑋𝑋𝑖𝑖 ,𝑌𝑌𝑖𝑖 , where 𝑖𝑖 = 1,2, … , 𝑛𝑛  ,  for each value 𝑋𝑋𝑖𝑖 ,𝑌𝑌𝑖𝑖  you can match some 
rank 𝑅𝑅(𝑋𝑋𝑖𝑖), 𝑅𝑅(𝑌𝑌𝑖𝑖) , then Spearman's rank correlation coefficient  𝑟𝑟𝑠𝑠  it can be written as 

 
𝑟𝑟𝑠𝑠 = 𝜌𝜌𝑅𝑅(𝑋𝑋),𝑅𝑅(𝑌𝑌) = 𝑐𝑐𝑐𝑐𝑐𝑐(𝑅𝑅(𝑋𝑋),𝑅𝑅(𝑌𝑌))

𝜎𝜎𝑅𝑅(𝑋𝑋)𝜎𝜎𝑅𝑅(𝑌𝑌)
= 1 − 6 ∑ 𝑑𝑑𝑖𝑖

2

𝑛𝑛(𝑛𝑛2−1)   ,                (1) 

where   𝑑𝑑𝑖𝑖 = 𝑅𝑅(𝑋𝑋𝑖𝑖) − 𝑅𝑅(𝑌𝑌𝑖𝑖)                                                                 (2) 
 

Formula (1) has a rigorous mathematical proof  [7] 
However , for the case when the rank values are repeated , the formula is not applicable , 

since it can give the value  𝑟𝑟𝑠𝑠 > 1 
In this case, a number of authors [8,9,10] recommend using an empirical formula 
 

𝑟𝑟𝑘𝑘 = 1 −
6∗[𝐷𝐷2+(𝑚𝑚13−𝑚𝑚1)

12 +(𝑚𝑚23−𝑚𝑚2)
12 +(𝑚𝑚33−𝑚𝑚3)

12 … ]

𝑁𝑁2−𝑁𝑁                                                        (3) 
 
However, these authors do not provide a strictly mathematical proof of formula (2a).  

Meanwhile, in formula (3), constructions of the form  (𝑚𝑚𝑖𝑖
3−𝑚𝑚𝑖𝑖)
12   in our opinion, they don't look 

very convincing. We do not question the correct formula (3). However, the purpose of this 
study is a rigorous mathematical derivation of the formula for determining Spearman's rank 
correlation coefficient for the case when the ranks are repeated. 
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2 Methods

In carrying out this scientific work, the authors used an analytical research method, which 
allowed the authors to study the problems considered in the work in their development and 
unity. 

Taking into account the objectives of the task and the conducted research, the authors 
used a functional and structural method of scientific cognition. 

As a result, the authors were able to consider solving the problem of calculating the 
Spearman correlation coefficient with repeated ranks. 

3 Results

When solving some problems, the range of values that rank variables have 𝑋𝑋𝑖𝑖 ,𝑌𝑌𝑖𝑖   they differ. 
Consider the problem of finding the Spearman correlation 𝑟𝑟𝑠𝑠 for two numerical series   
𝑋𝑋𝑖𝑖 = {1,2,3,4,5,6,7,8,9,10}, 
𝑌𝑌𝑖𝑖 = {1,2,1,2,1,2,1,2,1,2}, 
That is, the rank 𝑅𝑅(𝑋𝑋𝑖𝑖)  it can be equal to one of the 𝑛𝑛  acceptable values , and the rank  

𝑅𝑅(𝑌𝑌𝑖𝑖)  it can be equal to one of the 𝑚𝑚  acceptable values , where  𝑛𝑛 ≠ 𝑚𝑚 . For example, the 
rank 𝑅𝑅(𝑋𝑋𝑖𝑖)  It can take the value {1,2,3,4,5,6,7,8,9,10}, and the rank 𝑅𝑅(𝑌𝑌𝑖𝑖)  It can take the 
value {1,2,1,2,1,2,1,2,1,2}. On the one hand, the rank value is a conditional value that can be 
chosen arbitrarily, and on the other hand, the value of Spearman's rank correlation coefficient  
𝑟𝑟𝑠𝑠   (1)  depends on the magnitude of the difference  (2).   Therefore, there is a need for an 
optimal scale of ranks 𝑅𝑅(𝑋𝑋𝑖𝑖)  и  𝑅𝑅(𝑌𝑌𝑖𝑖) . In our opinion, it will be optimal if the value of the 
maximum rank for  𝑅𝑅(𝑋𝑋𝑖𝑖)  and  𝑅𝑅(𝑌𝑌𝑖𝑖). To do this, we will change the scale of their rank scale.  
If the scale of the rank scale 𝑅𝑅(𝑋𝑋𝑖𝑖)  increase in  𝑚𝑚  times , and the scale of the rank scale 
𝑅𝑅(𝑌𝑌𝑖𝑖)  increase in 𝑛𝑛 once , the values of the maximum ranks will match. 

Let's normalize the vectors X_i and Y_i by unity. 
𝑋𝑋𝑖𝑖 = {1,2,3,4,5,6,7,8,9,10}, 
𝑌𝑌𝑖𝑖 = {1,2,1,2,1,2,1,2,1,2}, 
  For the example described above , taking into account the increase in the rank scale , the 

rank  𝑅𝑅(𝑋𝑋𝑖𝑖)  it will take values {2,4,6,8,10,12,14,16,18,20} , a rank 𝑅𝑅(𝑌𝑌𝑖𝑖) it will take values 
{10,20,10,20,10,20,10,20,10,20}. 

Within the framework of this study, the task is to construct a rank correlation coefficient 
for the case when the scale of the rank scale changes. 

Let's write it down  𝑑𝑑𝑖𝑖 in the form of 
 

 𝑑𝑑𝑖𝑖 = 𝑛𝑛 ∗ 𝑅𝑅(𝑋𝑋𝑖𝑖) − 𝑚𝑚 ∗ 𝑅𝑅(𝑌𝑌𝑖𝑖)                                                                     (4)       
               

where   𝑛𝑛   ,  𝑚𝑚    the scaling factors of the corresponding rank scale. Then Each value 
𝑋𝑋𝑖𝑖 ,𝑌𝑌𝑖𝑖  you can match some rank  𝑛𝑛 ∗ 𝑅𝑅(𝑋𝑋𝑖𝑖), 𝑚𝑚 ∗ 𝑅𝑅(𝑌𝑌𝑖𝑖) . Let's introduce the notation 

 
 𝑅𝑅(𝑋𝑋)𝑖𝑖

∗ = 𝑛𝑛 ∗ 𝑅𝑅(𝑋𝑋𝑖𝑖)       ,  𝑅𝑅(𝑌𝑌)𝑖𝑖
∗ = 𝑚𝑚 ∗ 𝑅𝑅(𝑌𝑌𝑖𝑖)                                                (5) 

 
Then the rank correlation coefficient can be written as: 
 

𝑟𝑟𝑠𝑠 =
1
𝑘𝑘 ∑ 𝑅𝑅𝑖𝑖

∗𝑆𝑆𝑖𝑖
∗−�̅�𝑅∗�̅�𝑆∗𝑘𝑘

𝑖𝑖=1
𝜎𝜎𝑅𝑅∗𝜎𝜎𝑆𝑆∗

                                                                            (6) 
where   

�̅�𝑅∗ = 1
𝑘𝑘 ∑ 𝑅𝑅𝑖𝑖

∗𝑛𝑛
𝑖𝑖=1   , 𝑆𝑆̅∗ = 1

𝑘𝑘 ∑ 𝑆𝑆𝑖𝑖
∗𝑛𝑛

𝑖𝑖=1  ,                                                                     (7) 
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 𝜎𝜎𝑅𝑅∗2 = 1
𝑘𝑘 ∑ (𝑅𝑅𝑖𝑖

∗ − �̅�𝑅∗)2
𝑘𝑘

𝑖𝑖=1
,  𝜎𝜎𝑆𝑆∗2 = 1

𝑘𝑘 ∑ (𝑆𝑆𝑖𝑖
∗ − 𝑆𝑆̅∗)2𝑘𝑘

𝑖𝑖=1                                                                                  (8) 
Based on the assumption that we will consider 𝑅𝑅∗ и 𝑆𝑆∗ as random variables having a 

normal distribution , you can write 
�̅�𝑅∗ = 𝑆𝑆̅∗ = 𝐸𝐸[ 𝑄𝑄]  ,  𝜎𝜎𝑅𝑅∗2 = 𝜎𝜎𝑆𝑆∗2 = 𝐸𝐸[ 𝑄𝑄2] − 𝐸𝐸[𝑄𝑄]2                                             (9) 
In our case                                                                                                       
𝐸𝐸[𝑄𝑄] = 1

𝑘𝑘 ∑ 𝑖𝑖 = 𝑘𝑘+1
2

𝑘𝑘
𝑖𝑖=1    , 𝐸𝐸[𝑄𝑄2] = 1

𝑘𝑘 ∑ 𝑖𝑖2 = (𝑘𝑘+1)(2𝑘𝑘+1)
6

𝑘𝑘
𝑖𝑖=1                          (10) 

      𝜎𝜎𝑅𝑅∗2 =  𝜎𝜎𝑆𝑆∗2 = (𝑘𝑘+1)(2𝑘𝑘+1)
6 − (𝑘𝑘+1)2

4 = 𝑘𝑘2−1
12                             (11) 

1
𝑘𝑘

∑ 𝑅𝑅𝑖𝑖
∗𝑘𝑘

𝑖𝑖=1 𝑆𝑆𝑖𝑖
∗ − �̅�𝑅∗𝑆𝑆̅∗ = 1

𝑘𝑘
∑ 1

2 (𝑘𝑘
𝑖𝑖=1 𝑅𝑅𝑖𝑖

2∗ + 𝑆𝑆𝑖𝑖
2∗ − 𝑅𝑅𝑖𝑖

2∗ + 2𝑅𝑅𝑖𝑖
∗𝑆𝑆𝑖𝑖

∗ − 𝑆𝑆𝑖𝑖
2∗) − �̅�𝑅∗𝑆𝑆̅∗=  

=1
𝑘𝑘 ∑ 1

2 (𝑘𝑘
𝑖𝑖=1 𝑅𝑅𝑖𝑖

2∗ + 𝑆𝑆𝑖𝑖
2∗−𝑑𝑑𝑖𝑖

2) −  �̅�𝑅2∗ = 1
2𝑘𝑘 ∑ 𝑅𝑅𝑖𝑖

2∗𝑘𝑘
𝑖𝑖=1 + 1

2𝑘𝑘 ∑ 𝑆𝑆𝑖𝑖
2∗𝑘𝑘

𝑖𝑖=1 − 1
2𝑘𝑘 ∑ 𝑑𝑑𝑖𝑖

2𝑘𝑘
𝑖𝑖=1 − �̅�𝑅2∗ =

          (12) 
= (1

𝑘𝑘 ∑ 𝑅𝑅𝑖𝑖
2∗ −𝑘𝑘

𝑖𝑖=1 �̅�𝑅2∗) − 1
2𝑘𝑘 ∑ 𝑑𝑑𝑖𝑖

2 = 𝜎𝜎𝑅𝑅∗2𝑘𝑘
𝑖𝑖=1 − 1

2𝑘𝑘 ∑ 𝑑𝑑𝑖𝑖
2 = 𝜎𝜎𝑅𝑅∗𝜎𝜎𝑆𝑆∗𝑘𝑘

𝑖𝑖=1 − 1
2𝑘𝑘 ∑ 𝑑𝑑𝑖𝑖

2𝑘𝑘
𝑖𝑖=1                               

 
Substituting (12) into (6) we get: 

𝑟𝑟𝑠𝑠 = 𝜎𝜎𝑅𝑅∗𝜎𝜎𝑆𝑆∗− 1
2𝑘𝑘 ∑ 𝑑𝑑𝑖𝑖

2𝑘𝑘
𝑖𝑖=1

𝜎𝜎𝑅𝑅∗𝜎𝜎𝑆𝑆∗
                                                                   (13) 

Considering (5) and the property of the standard deviation 
𝜎𝜎(𝑎𝑎𝑎𝑎) = 𝑎𝑎 ∗ 𝜎𝜎(𝑎𝑎)   , where  a – constant 
It is possible to write (13) in the form 

𝑟𝑟𝑠𝑠 = 𝑚𝑚∗𝑛𝑛∗𝜎𝜎𝑅𝑅𝜎𝜎𝑆𝑆 − 1
 2𝑘𝑘 ∑ 𝑑𝑑𝑖𝑖

2𝑘𝑘
𝑖𝑖=1

𝑚𝑚∗𝑛𝑛∗𝜎𝜎𝑅𝑅𝜎𝜎𝑆𝑆
= 1 − ∑ 𝑑𝑑𝑖𝑖

2𝑘𝑘
𝑖𝑖=1

𝑚𝑚∗𝑛𝑛∗2𝑘𝑘∗𝑘𝑘2−1
12

                            (14) 

Finally, we obtain the rank correlation coefficient in the form: 

𝑟𝑟𝑠𝑠 = 1 − ∑ (𝑚𝑚∗𝑋𝑋𝑖𝑖−𝑛𝑛∗𝑌𝑌𝑖𝑖)2𝑘𝑘
𝑖𝑖=1

𝑚𝑚∗𝑛𝑛∗2𝑘𝑘∗𝑘𝑘2−1
12

= 1 − 6∗∑ (𝑚𝑚∗𝑋𝑋𝑖𝑖−𝑛𝑛∗𝑌𝑌𝑖𝑖)2𝑘𝑘
𝑖𝑖=1
𝑚𝑚∗𝑛𝑛∗𝑘𝑘(𝑘𝑘2−1)                  (16) 

 
𝑟𝑟𝑆𝑆 = 1 − 6

10∗2∗10∗(10∗10−1) ∗ 𝑏𝑏                                     (17) 
 

𝑏𝑏 = ∑(𝑚𝑚 ∗ 𝑋𝑋𝑖𝑖 − 𝑛𝑛 ∗ 𝑌𝑌𝑖𝑖)2
10

𝑖𝑖=1
= (2 − 10 + 4 − 20 + 6 − 10 + 8 − 20 + 10 − 

−10 + 12 − 20 + 14 − 10 + 16 − 20 + 18 − 10 + 20 − 20)2 = 1600 
 
𝑟𝑟𝑆𝑆 = 1 − 6∗1600

10∗2∗10∗(10∗10−1) = 0,51                                     
Thus, for the problem we are considering, the Spearman correlation coefficient is 0.51 

4 Discussion

Correlation analysis allows you to find out the dependence of one variable on another. It can 
be used to determine the tightness of the relationship between variables. 

Spearman's rank correlation coefficient makes it possible to perform a ranking operation 
based on features that can be represented numerically , for example, expert estimates , 
consumer preferences . In expert assessments, it is possible to rank the assessments of various 
experts and find a correlation between them. Spearman's correlation coefficient can be used 
to evaluate the dynamics of expert assessments.  
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The article proposes a formula for calculating Spearman's rank correlation coefficient 
with repeated ranks. 

5 Conclusions

Spearman's correlation coefficient is ranked. When calculating them, the relative position of 
the parameters. However, these parameters do not necessarily have to have a normal 
distribution. 
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