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Abstract

The development of a knowledge-based decision support system for the evaluation and planning of location and urban development
concepts was implemented. In order to achieve this goal, cross-domain ontologies were developed for interdisciplinary databases,
which are then mapped in semantic networks. The exponential growth in computing power in the hardware sector alone can no
longer solve this problem, but at the same time enables the application of new methods for storing and evaluating data. Essentially,
it is no longer just about the digital recording of object properties in conventional databases, but also about the digital representation
of their significance for specific questions and the linking of meanings across the boundaries of specialist domains. This information
is stored in a multimedia knowledge base, together with the methods and rules for its use and the evaluations and decisions based
on it. The motivation for this project is the rapidly growing amount of data, which extends across ever new specialist domains and
can no longer be sufficiently integrated into the decision-making of experts using conventional methods of knowledge acquisition.
After determining this data, it was linked to a georeferencing. Within the framework of the project, documents were analyzed with
the help of AI and examined for semantic text corpora. This data was georeferenced. Various algorithms were used to accomplish
this task, including TF-IDF, TextRank and Word2Vec.

1. Introduction

Digitalization and the sustainable zeitgeist have significantly
altered the requirements for location planning. Urban and
regional planners now gather location-related and planning-
relevant documents and data from various online sources with
confidence. Urban land-use planning, building law, urban de-
velopment, development concepts for lighting, traffic, urban cli-
mate, accompanying greenery, as well as basic geodata and spe-
cialist geodata from the surveying authorities are areas of our
expertise.

The research project CityTwin developed a decision support
system for urban and location planning. The system utilizes
artificial intelligence to create an interactive knowledge base
and evaluate urban development factors. It includes decisions,
strategies, and plans, all of which are crucial for the decision-
making process. SRP GmbH implemented the spatial referen-
cing, while Erfurt University of Applied Sciences implemen-
ted the semantic referencing. Our team’s expertise in machine
methods and user interface development ensured successful im-
plementation of the decision support system. Semantic refer-
encing establishes the structural relationship between entities
of geo-objects and documents, such as land use plans, devel-
opment plans, and development concepts. The documents are
processed as unstructured text to automatically extract relev-
ant information, such as geocoded addresses, points of interest,
and keywords. The extracted information is then confidently
assigned to the corresponding geo-object.

2. Related work

Several algorithms were developed to recognize semantic rela-
tionships and cluster text, which are crucial for the implement-
ation of the work. This section describes the algorithms used.

2.1 Natural Language Processing

NLP, or Natural Language Processing, is a research field that
involves the computer-aided analysis and processing of nat-
ural language. This field has its roots in the 1960s and has
developed alongside the emergence of artificial intelligence.
From the early days of AI, understanding and processing hu-
man language has been a central focus. Noam Chomsky’s
1957 work(Chomsky, 1957), ’Syntactic Structures,’ established
the groundwork for the development of NLP. Chomsky’s the-
ory presented a formal framework for describing language,
which contributed to the emergence of the Chomsky hierarchy
of formal languages. The work of Saul Kripke and Richard
Montague in the field of language logic also provided signific-
ant impetus for the development of NLP. This is an interdiscip-
linary field that combines artificial intelligence (AI) and com-
puter science. Its main goal is to enable computers to under-
stand, process, and generate human language in text or speech.
This research area facilitates text processing, translation, and
automated communication by allowing computers to process
natural language like humans.

2.2 Knowledge Domain Analysis using Term Frequency-
Inverse Document Frequency (TF-IDF) for Informa-
tion Extraction

TF-IDF is an acronym for ’Term Frequency-Inverse Document
Frequency’ and is a statistical measure utilized in information
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retrieval and natural language processing to assess the signi-
ficance of a word in a document or collection of documents.
The TF-IDF measure is employed to recognize keywords in a
text document or to rank documents based on their relevance
to a specific query. This method has evolved over time from
various works by researchers in the fields of information re-
trieval and text processing. The concept of TF-IDF was first
introduced by Karen Spärck Jones, a British computer scient-
ist, in the 1970s(Jones, 2005). By combining the frequency
of a word in a document with its rarity in the entire document
collection, she proposed a method for determining its import-
ance. The fundamental idea behind TF-IDF is that words with
high Term Frequency (TF) in a document but low Inverse Doc-
ument Frequency (IDF) in the entire document collection are
more significant. This score determines the importance of a
word in the document. TF-IDF is a fundamental technique in
text processing applications like search engines, text classific-
ation, text clustering, and information extraction. It analyzes
texts and highlights relevant information by assigning a score
based on word frequency and uniqueness. Its significance in
text analysis and information retrieval cannot be overstated.

2.3 TextRank Algorithm for Automatic Text Summariza-
tion and Keyword Extraction

TextRank is an automatic text summarization and keyword ex-
traction algorithm based on graph theory. It was developed
by Rada Mihalcea and Paul Tarau in 2004(Mihalcea and Ta-
rau, 2004a). The idea behind TextRank is to represent text
documents as graphs, where the words or sentences are rep-
resented as nodes and the relationships between them are rep-
resented as edges in the graph. The TextRank algorithm uses
a variant of the PageRank algorithm originally developed by
Google to rank web pages. TextRank evaluates the importance
of words or phrases in the text based on their connection to
other words or phrases in the document. Words or phrases that
have many connections to others are considered more import-
ant and are therefore selected for summarization or keyword ex-
traction. TextRank has applications in several areas, including
automatic text summarization, keyword extraction from docu-
ments, and information extraction from unstructured text. It is
an example of an unsupervised text processing algorithm that
can work without human guidance to analyze text and extract
important information.

In order to stop climate change caused by the human green-
house effect, funding has been increased for research projects
to develop and demonstrate solutions to reduce CO2 emissions.
The focus and procedures of these research projects are always
presented in text-based descriptions. Natural language pro-
cessing makes it possible to process and analyze such data. The
algorithms TF-IDF and Textrank described above were used for
this purpose.(Graph-based research field analysis by the use of
natural language processing: An overview of German energy
research - ScienceDirect, n.d.)

2.4 Word2Vec Technology for Semantic Vectorization of
Words

Word2Vec is a popular word vector calculation algorithm used
in Natural Language Processing (NLP) to convert words into
numerical vectors that are machine readable. These vectors
can be used to capture semantic similarities between words
and can be used in various NLP applications such as ma-
chine translation, text classification, and named entity recogni-
tion.Word2Vec was developed in 2013 by Tomas Mikolov and

his team at Google Research (Mikolov et al., 2013). It is an
extension of earlier work by Mikolov and others in the field
of word vector models. The basic idea behind Word2Vec is to
represent words in a high-dimensional vector space so that sim-
ilar words are close together. This is achieved by the so-called
”Continuous Bag of Words” (CBOW) and the ”Skip-Gram”
model, two different approaches to computing word vectors.
The CBOW model tries to predict a target word based on its
context words, while the skip-gram model tries to predict con-
text words based on a target word. By training a neural net-
work on large text corpora, the vectors are learned and can then
be used in NLP applications to capture semantic relationships
between words. Word2Vec has revolutionized word representa-
tion in NLP research and application by providing an effective
and efficient way to extract semantic information from large
text data sets. It has also paved the way for many other ad-
vanced word vector models, such as GloVe (Global Vectors for
Word Representation) and FastText.

Overall, these algorithms demonstrate the diversity and import-
ance of techniques in the field of text processing and semantic
analysis, which are of great importance for various applications
such as text classification, information extraction, and machine
translation, and all of these algorithms were used in the project.

3. Methodology

The content of documents is analyzed for semantic meaning
and clustering. The data formats supported are PDF, DOC(x)
and HTML. The documents to be examined contain graphics
and text. The text passages are structured by headings, foot-
notes and descriptions of figures and tables. This semantic
information is considered as metadata because it relates to a
specific topic and the graphics are not considered in the ana-
lysis. In addition, headers and footers contain redundant and
irrelevant information. The following textual terms are relev-
ant for georeferencing and are extracted: Points of Interest and
street names with house numbers or house number suffixes (op-
tional). These textual terms are related to the Official Property
Register Information System (ALKIS) and a self-created on-
tology catalog.This information contains the relevant data and
serves as keywords with semantic meaning. The information is
stored in a relational database (PostgreSQL) and a graph data-
base (Neo4J) after it has been determined.

The following computer-assisted activities are performed for
document keyword analysis and georeferencing:

3.1 Transformation of Special Formats into Standard Text
Format

Documents are converted from a variety of file formats into a
standardized text format. Formatting elements such as font, font
size, and graphics are removed. The basic structure of the doc-
ument, including cover page, directories, headings, headers
and footers, remains unchanged. However, the positioning of
individual elements may differ from the original document.

3.2 Elimination of Structural Elements

All algorithms used are applied to unstructured text. Before ap-
plying these algorithms, the text is converted from special data
formats (PDF, DOC, HTML) to a generic text format. The text
corpus is then converted from structured text to unstructured

ISPRS Annals of the Photogrammetry, Remote Sensing and Spatial Information Sciences, Volume X-4/W5-2024 
19th 3D GeoInfo Conference 2024, 1–3 July 2024, Vigo, Spain

This contribution has been peer-reviewed. The double-blind peer-review was conducted on the basis of the full paper. 
https://doi.org/10.5194/isprs-annals-X-4-W5-2024-63-2024 | © Author(s) 2024. CC BY 4.0 License.

 
64



Figure 1. General process of the developed system

text. In text processing and natural language processing, vari-
ous methods and filters play a crucial role in the efficient pro-
cessing and analysis of text data. One important technique is
stemming, which is used to reduce the root form of words. For
example, the word ”houses” is reduced to the base form ”house”
for consistent processing. Another step in text processing is
segmentation, which is used to separate sentences and words in
the text. This is crucial for understanding the structure of a text
and isolating individual elements. Filters also play an important
role. The ”Keep Word Filter” decides whether a particular word
should be kept in the text corpus, while the ”Stop Word Filter”
decides whether a word should be removed from the text cor-
pus. The use of ”regular expressions” makes it possible to re-
cognize patterns in the text and keep or remove them as needed.
This is particularly useful for extracting specific information or
filtering out unwanted content. The ”POS Tag Filter” is an-
other tool that determines which word types should be retained
in the text corpus. This is useful for retaining only relevant
information. In addition, there are criteria such as Minimum
Term Length (minimum length of a word) and Minimum Term
Count (minimum number of words in a text segment), which
determine the conditions under which a word is considered. Fi-
nally, text processing also includes steps such as ”removing line
breaks and manual word separations” and ”removing tables of
contents and page numbers” to make the actual text content ac-
cessible for further analysis or processing.

3.3 Taxonomical Categorization of all Terms

Unstructured text processing uses a variety of powerful al-
gorithms and methods to extract meaning and structure from
the available data.These proven approaches include

TF-IDF(Ping and Degen, 2016): This statistical approach
is used for keyword identification and allows to highlight
keywords in a text by evaluating their frequency in rela-
tion to their occurrence in the whole text corpus. Tex-
tRank(Mihalcea and Tarau, 2004b): A graph-based approach
to keyword identification, TextRank analyzes the relationships
between words in text to identify keywords. Important words
are recognized based on their association with other words.
Word2Vec(Goldberg and Levy, 2014): This neural network

plays a central role in semantic keyword filtering. It allows
for the representation of words in a vector space, which al-
lows for the detection of semantic similarities between terms,
which in turn improves the accuracy of keyword detection.
Named Entity Recognition(Ritter et al., 2011): This uses a
combined statistical and neural network approach to detect geo-
referenced and named entities in text. This is particularly useful
for identifying places, names, and specific entities in text. Part
of Speech Tagging(Gimpel et al., 2010): A statistical approach
and neural networks are used to determine the part of speech
in the text. This is crucial for understanding the meaning and
function of words in a sentence. pattern search (string op-
eration): Pattern Search uses string operations to find and edit
specific patterns or expressions in the text. This is especially
useful when you need to find and modify specific text passages
or formats.

Naive Bayes(John and Langley, 1995) algorithm is a simple
but powerful algorithm for classification tasks based on Bayes’
theorem. It is called ”naı̈ve” because it assumes that the fea-
tures used for classification are independent of each other. Des-
pite this simplification, the Naive Bayes algorithm has proven
effective in many real-world applications, particularly in text
classification (such as spam detection) and medical diagnosis.

The basic idea is to calculate the probability of a particular event
occurring, given the probabilities of associated conditions. In
practice, this means that for a given input, it is calculated which
class it most likely belongs to based on previous observations.
The algorithm uses existing data to estimate class membership
probabilities and then applies Bayes’ Theorem to calculate the
probability that a new input belongs to a particular class.

These algorithms and methods play a crucial role in transform-
ing unstructured text into structured, interpretable information
and are essential for analyzing and extracting knowledge from
text data.

3.4 Georeferencing: Determination of Addresses and
Points of Interest

The documents are georeferenced to the converted standard
text. Addresses are searched using regular expressions and
string patterns. The search is performed on the standard text,
preserving the original structure and excluding graphics. The
search for places of interest, on the other hand, is performed
on the unstructured text corpus. The documents in the corpus
contain a wealth of georeferences that need to be analyzed. The
available documents are rich in georeferencing, covering a wide
range of location information. This includes place names, fed-
eral states, district names, neighborhoods, street names, squares
such as Alexanderplatz, landmarks, and even addresses with
house numbers and optional house number suffixes. This vari-
ety of information provides a comprehensive basis for search-
ing for geographic landmarks. However, our focus is on quality
rather than quantity and precise positioning. Therefore, much
of the information listed above is excluded from the search. Our
targeted search is limited to the following key information:

Sights: We are particularly interested in identifying points of
interest mentioned in the documents. This information is of
high value and interest. Addresses: The addresses, includ-
ing house numbers and optional house number suffixes, have
been successfully captured.This allows for accurate location.
Written descriptions like ”... Anton-Saefkow-Park, Höhe der
Zufahrt zur Bötzowstraße...” are not considered in the search,
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as this information cannot be processed by the algorithms and
methods we use. The search for landmarks and addresses in the
converted unstructured text corpus is performed using named
entity recognition. Several models have been trained using su-
pervised learning, and the model with the highest accuracy is
used for our purposes. This precise approach ensures that the
resulting geographic information is of the highest quality and
can be used for a wide range of applications.

3.5 Semantic Referencing in Relation to Knowledge Rep-
resentation

Some of the keywords found are generic results of the algorithm
that do not add value in the context of urban and spatial plan-
ning. The relevant keywords for this context are rather abstract.
In order to establish a concrete semantic reference, all identified
keywords are compared with catalogs.

The first catalog is based on ALKIS(DOI, 2023) and contains
names and categories. ALKIS is the nationwide data model
that provides the technical basis for the content and structure of
the cadastre in Germany. If a keyword and a name match, the
corresponding category is derived.

The second catalog used is the system ontology catalog. In this
context, an ontology, similar to that used in computer science, is
used to describe information that has a logical connection. This
catalog was created independently and is based on a variety of
data sources, including the technical expertise and experience
of an urban and spatial planner. It also includes the manual ana-
lysis of documents by urban and spatial planners and software
developers, including justifications for development plans, land
use plans, policy development, and other specialized planning
documents. The results of the algorithms used are also manu-
ally validated. The keywords are linked to the ALKIS catalog
and the system ontology catalog by means of technical terms.
However, it is not guaranteed that every keyword is present in
the catalog. A search for the technical terms in the document
often results in only a slight match, which is determined by
checking the character strings using various methods.

The problem described above is solved using Word2Vec.
Word2Vec is a simple neural network that converts words into
vectors. These vectors can be used to perform simple mathem-
atical operations such as comparison and addition. A model was
trained using unsupervised learning from 5.2 million German
Wikipedia articles. By applying a defined similarity threshold,
the keywords extracted from the document are compared with
the entries in the ALKIS catalog and in the catalog of the sys-
tem ontology. If the similarity value is reached or exceeded, an
assignment is made.

3.6 Methods and Strategies for Data Management and
Storage

After the analysis the results can be saved in PostGr-
eSQL(Group, 2024) and Neo4J(Neo4j, 2023). The following
figure 2 shows a subgraph representing the links from the doc-
ument to the ALKIS catalog and to the catalog of the system
ontology. This is the result of the semantic document analysis.
Different questions can be answered by specific queries to the
DBMS.

Figure 2. Subgraph of semantic referencing

4. Results

4.1 Quantitative and Qualitative Evaluation of the Used
AI Model

The models were evaluated using the confusion matrix. The
following table 3 shows this matrix. It is a binary classification
with the categories ’true’ or ’false’ for the property: Is a term
an address.

Figure 3. Confusion matrix

There are a total of 120 addresses in the document that were
manually classified. The model correctly recognized and clas-
sified 96 of these addresses (true positives). However, it in-
correctly classified 275 addresses as not addresses (false neg-
atives) and identified 24 addresses as correct addresses when
they were not (false positives). In addition, the model correctly
recognized and classified 19259 non-addresses (true negatives).

This matrix can be used to calculate the following metrics that
provide information about the quality of the model, as shown in
the figure below:

Precision =
TP

TP − FP
=

96

96− 24
= 0, 8 (1)

Accuracy =
TP + TN

TP + TN + FP + FN
= (2)

Accuracy =
96 + 19259

96 + 19259 + 24 + 275
= 0, 98 (3)

Recall =
TP

TP − FN
=

96

96− 275
= 0, 25 (4)

F1Score = 2 ∗ Precision ∗Recall

Precision+Recall
= (5)

2 ∗ 0, 8 ∗ 0, 25
0, 8 + 0, 25

= 0, 38 (6)

where TP = true positiv
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FP = false positiv
TN = true negativ
FN = false negativ

The model has an accuracy rate of 80%(1). The overall accur-
acy is 98%(4), while the rate at which the model recognizes
correct classifications is 25%(4). The overall evaluation score
is 38%(6). The main priority was to maximize precision, which
is why the metrics for recall and F1 score were neglected for
the time being, as the results will be validated in a later step.
The priority was to maximize accuracy. This made it possible
to neglect the recall and F1 score metrics for the time being, as
the results will be validated in the next step. Several models
were trained, with the training data being continuously adjus-
ted. The following figure 4 shows a part of the results of the
first model training. Each training was done automatically with
different parameters. The algorithm was selected, either Max-
ent or Naive Bayes as statistical method or Perceptron as neural
network. The CutOff value indicates how many times the fea-
ture must be present in the training data during the current iter-
ation before it is discarded. The number of iterations represents
the number of training runs. During training, the term found
was determined and its probability was also recorded. In sum-
mary, automated training runs were performed with different
parameters using different algorithms such as Maxent, Naive-
bayes and Perceptron. The cutoff value determined how many
times a feature had to be present in the training data to be con-
sidered. The iterations and the probability of the term found
were also documented.

The test data contained five addresses, of which Nußbaumweg
4 was not found in any of the evaluation runs. The model used
was trained with the following parameters: Naı̈ve Bayes classi-
fier, CutOff: 2, Iterations: 30.Improvement of the models is
possible, but requires additional training data in the form of
unstructured text in standard format. The prototype uses this
model.

4.2 Identification of Text Patterns in the Documents

Addresses in the format ’Name house number (house number
suffix)’ are very unlikely to be recognized by the AI. This is
compensated for by using a text pattern search. This signific-
antly increases the number of recognized results, but many of
these results must be classified as false negatives. The results
found by both methods are then combined and validated using
several database tables.

The first table contains landmarks based on the data source of
https://geonames.org..

4.3 Validating the Results of Georeferencing

Addresses are validated using the following criteria: The ad-
dress must contain both a text and a numeric part, the street
name, the house number and, if applicable, the house number
suffix must be listed in the address directory, and the district
in which the street is located must be mentioned in the docu-
ment. Points of Interest are validated based on geographic con-
ditions.If an entry is found in the database table, it must either
be within the specified bounding box or the distance to the set
center must not exceed the maximum value. In summary, Points
of Interest are validated based on geographic criteria by check-
ing if the entries are within the specified bounding box or if the
distance to the center does not exceed the maximum value.

Figure 4. Results of various trained models

4.4 Visualization of Results in the Neo4J Browser

The following figure 5 shows a subgraph with a specific query
to the DBMS. The query is as follows Show me all addresses
and points of interest from the document ’Planwerk Innen-
stadt.pdf’ that are related to the keyword ’Wohnen’.

5. Conclusion and Further Work

The conclusion of the extensive research project ”CityTwin”,
which deals with the development of a decision support system
for urban and location planning, highlights important results
and challenges. By using advanced algorithms such as TF-IDF,
TextRank and Word2Vec, as well as techniques such as Named
Entity Recognition and Part-of-Speech Tagging, an efficient
analysis and semantic referencing of large text corpora could be
achieved. Particularly noteworthy is the successful integration
of geo-referenced data into the analysis process, which enables
precise spatial positioning and analysis. However, challenges
also arose, particularly in the accurate identification and classi-
fication of addresses and in the integration and validation of the
results in databases. While the accuracy of the models was sat-
isfactory in some areas, there were limitations in recall and F1
scores, indicating a need for further training and improvement
of the algorithms. Overall, the CityTwin project impressively
demonstrates how the combination of different methodological
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Figure 5. Partial graph with document, points of interest and
addresses

approaches enables a comprehensive and in-depth analysis of
documents and data relevant to urban planning. The results of
this project provide valuable insights and tools for urban and
regional planners to better address the challenges of modern
urban planning.

The schematic diagram shown in Figure 6 illustrates the fi-
nal document analysis flowchart in a detailed and clear man-
ner. This flowchart includes both the sequential and condi-
tional processing steps required to analyze the documents, and
thus provides an essential basis for understanding the under-
lying processes. Within this schematic overview, all compon-
ents used during the development process, as well as the spe-
cially developed functions and algorithms required to perform
the analysis, are precisely listed. These components and func-
tions have been developed with the aim of enabling efficient,
reliable and accurate analysis of document content by integ-
rating modern data processing and text analysis techniques.It
should be emphasized that the entire source code, including all
components used and the independently developed functions,
is made publicly available on the GitHub platform. Making
the code available on GitHub allows transparent insight into the
development process, promotes the traceability of research res-
ults, and supports the collaborative further development of the
project components by the scientific community. By making
these resources available on GitHub, other researchers and de-
velopers can access, examine, modify, and adapt the developed
tools for their own projects. This opens up perspectives for fu-
ture research and the development of innovative approaches in
document analysis and related fields. Integration and open ac-
cess to such resources are crucial for the advancement of know-
ledge and technologies in the field.

Future research could focus on further increasing the accuracy
of the models and integrating additional data sources such as
graphs to further improve the analytical capabilities and applic-
ability of the system. Due to the fact that the graphs have not
been considered in the research so far, there is an opportunity to
perform a complementary analysis of these graphs and integrate

them into the existing process. The graphics have various char-
acteristics, including geometries, textures, and text elements.
To capture and identify these features, one possible approach
could be to use Optical Character Recognition (OCR) or Op-
tical Text Recognition.

Figure 6. Document analysis program flowchart
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