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Abstract

This paper examines whether importing intermediate goods improves plant performance.

While addressing the issue of simultaneity of a productivity shock and the decision to import

intermediates, we estimate the impact of the use of foreign intermediates on plants’ produc-

tivity using plant-level Chilean manufacturing panel data. We found that switching from

being a non-importer to being an importer of foreign intermediates can improve productivity

by 2.3 to 22.0 percent. We also investigate the plant dynamic decisions to import, invest, and

exit. The results show that having imported last year substantially increases the probability

of importing this year, providing the evidence for sunk start-up costs of importing. We also

found that importers accumulate more capital and are less likely to exit than non-importers,

which indicates that importing intermediates may play an important role in reallocating

resources across heterogenous plants.
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1 Introduction

International trade is one of the primary avenues for the diffusion and adoption of new tech-

nologies worldwide. This is particularly true and important for developing nations where it is

believed that importing new technologies is a significant source of productivity and economic

growth. Through adoption and imitation of imported technologies, countries can take advantage

of research and development (R&D) abroad to improve the efficiency of domestic production.

The previous empirical work using aggregate cross-country data show that importing inter-

mediate goods that embody R&D from an industrial country can significantly boost a country’s

productivity (c.f., Coe and Helpman, 1995; Coe, Helpman and Hoffmaister, 1997). Countries

that are more open to trade benefit more from foreign R&D because they are better able to ac-

cess improvements in technology by importing intermediate goods.1 Aggregated data, however,

do not capture heterogeneity across different plants in the economy. As empirically shown by

Baily, Hulten, and David (1992), to understand changes in aggregate productivity levels it is

vital to examine plant-level changes. Furthermore, recent developments in trade theory suggest

that understanding the plant-level response to trade policy is a crucial factor in understanding

its impact on aggregate productivity (e.g., Melitz, 2003; Bernard, Eaton, Jensen and Kortum,

2003). Yet, few empirical studies have been done on the impact of importing intermediate goods

on productivity at plant level.2

The goal of this paper is to test whether the use of foreign intermediate goods increases plant

productivity, using a detailed unbalanced panel data set on Chilean manufacturing plants from

1979-1996. The data set captures heterogeneity in terms of import status across plants and across

time: some plants import most of the intermediate goods, some change their import status,

others do not import at all. While importers are larger and more productive than non-importers

in the data, the direction of causality between importing foreign intermediates and plant’s

performance is not clear. Does the use of foreign intermediate goods per se increase productivity?

Or, do inherently high productivity plants tend to use foreign intermediate goods? To answer

these questions, we estimate both static and dynamic effect of the use of imported intermediates
1Keller (2001) provides the industry-level empirical evidence for the role of R&D spillovers through imports.
2Exceptions are Muendler (2004) and Van Biesebroeck (2003). On the other hand, there is a growing literature

on the impact of exporting on firm performance (c.f., Clerides, Lach, and Tybout, 1998; Bernard and Jensen,

1999).
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on plant’s productivity while addressing the important econometric issues of simultaneity and

endogenous selection using the estimator developed by Olley and Pakes (1996) and Levinsohn

and Petrin (2003) (OP/LP Proxy estimator, hereafter). The results from the Within-Group

estimator and the System GMM estimator (c.f., Blundell and Bond, 1998) are also provided.

The results from our analysis indicate substantial positive impact from the use of imported

intermediates on plant productivity. The Within-Groups estimates show that the use of imported

intermediates leads to an immediate increase in productivity by 2.3 percent. The point estimates

from the System GMM and the OP/LP Proxy estimators suggest an even larger impact of the

use of imported intermediates on productivity: 18.0-22.0 percent. In addition, we found some

evidence for a positive dynamic effect of the use of imported intermediates (i.e., “learning by

importing”).

Our finding of a positive productivity effect from the use of foreign intermediates suggests

that understanding the plant-level import decisions may be particularly important in under-

standing the impact of trade policy on aggregate productivity. Contrasting with a growing

literature on plant-level export decisions (e.g., Roberts and Tybout, 1997; Bernard and Jensen,

1999), however, few empirical studies have examined the determinants of the plant-level import

decisions and their implications. Is there a sunk start-up cost for importing intermediates? Does

importing intermediates play any role in reallocating resources across heterogenous plants? To

answer these questions, we further examine the plant dynamic decision to import and its dy-

namic interaction with investment and exit decisions. The results show that having imported

last period substantially increases the probability of importing today, providing the evidence for

sunk start-up cost for importing. We also found that importers tend to accumulate more capital

and are less likely to exit than non-importers, which indicates that importing status may play

an important role in resource reallocation across different plants.

The paper is organized as follows. The next section proceeds to describe the analytical

framework used to study the relationship between productivity and imported intermediates.

Section 3 outlines the empirical specification, while sections 4 and 5 explain the estimation

procedure and data set, respectively. The sixth section presents the results. The seventh section

empirically examines the plant decisions to import and exit and their implications. The last

section concludes.
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2 The Theoretical Framework

2.1 Production Function

For each period t, the ith plant’s production, Yit, is given by:

Yit = eωitKβk
it Lsβs

it Luβu

it Eβe

it

[∫ N(dit)

0
x(j)

θ−1
θ dj

] βxθ
θ−1

, (1)

where ωit represents a serially correlated productivity shock, Kit is capital input, Ls
it is skilled

labor input, Lu
it is unskilled labor input, Eit is energy input, and intermediate materials are

horizontally differentiated.3 The elasticity of substitution between any two material inputs is

given by θ > 1. The variable N(dit) denotes the range of intermediate inputs which are employed

in the ith plant; it is a function of a plant’s discrete choice, denoted by dit, to import from abroad

or not:

N(dit) =





Nh,t, for dit = 0

Nf,t, for dit = 1

where Nh,t is the range of intermediate inputs produced in this country and Nf,t is the range of

intermediate inputs available in the world. There are a range of intermediate inputs that are not

produced domestically in this country but are produced in foreign countries and thus available

through imports. Therefore, Nf,t > Nh,t. The ratio

Nf,t

Nh,t
≥ 1

represents the technological gap in ability to produce a variety of intermediate goods between

the rest of the world and this country.

Consider the equilibrium in which all intermediate goods are symmetrically produced at level

x̄. Substituting x(j) = x̄ into equation (1) leads to

Yit = eωitN(dit)
βx

θ−1 Kβk
it Lsβs

it Luβu

it Eβe

it Xβx

it , (2)

where Xit = N(dit)x̄.
3For most of our purposes, we do not need the assumption of the Dixit-Stiglitz specification of horizontally dif-

ferentiated materials. What matters is the empirical specification in which the measured Total Factor Productivity

depends on import decisions.
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Total factor productivity (TFP) is defined as Ait = Yit

K
βk
it Lsβs

it Luβu
it Eβe

it Xβx
it

. Then, from equation

(2),

ln A(dit, ω) =
βx

θ − 1
ln(N(dit)) + ωit. (3)

This equation indicates that productivity is positively related to the range of employed inter-

mediate inputs. In the view of equation (2), plants importing intermediate inputs from abroad

employ a larger variety of intermediate inputs and hence exhibit higher productivity than those

employing domestic intermediate inputs only; for example, had there been no difference in the

value of ω across plants, then lnA(1, ω)− ln A(0, ω) = βx

θ−1 ln(N(1)/N(0)) > 0.

2.2 Exit, Import, and Learning by Importing

The behavioral framework of Olley and Pakes (1996) is extended by incorporating import-

decisions into their dynamic model. Consider a risk-neutral plant that maximizes the expected

present value of the sum of net cash flows. At the beginning of every period, after observing

the current productivity shock ωt, the plant makes the following decisions. First, it makes a

discrete decision to exit, χt, by comparing a sell-off value of Φ with its continuation value. If

it continues in operation, it chooses the import status (dt), and then variable factors (labour,

materials, fuels) and investment level (ıt). The capital is accumulated as Kt+1 = (1−δ)Kt+ıt; it

is assumed that this year’s investment becomes productive the next year. Denote the logarithm

of capital stock by kt.

The past import status may have an impact on the evolution of productivity; importing

materials may bring plants into close contact with foreign suppliers in developed countries,

which may lead to the positive dynamic externalities, or “learning by importing”. To examine

the possibility of “learning by importing”, we allow the distribution of ωt+1 conditional on

information available at t to be dependent not only on the past productivity, ωt, but also on the

past import status, dt.4 Specifically, the distribution function of ωt+1 conditional on ωt and dt

is given by F (·|ωt, dt). In this context, we formalize the hypothesis of “learning by importing”

by the condition that

E[ωit|ωi,t−1, di,t−1 = 1] > E[ωit|ωi,t−1, di,t−1 = 0]

4Ericson and Pakes (1995) consider the model in which the distribution of ωt+1 depends on the amount of

R&D investment.
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for every ωi,t−1 ∈ Ω. If this is the case, then the current import status dt may have a dynamic

effect on productivity in addition to a (potential) static effect that is implied in (3).

Consider a fixed cost for importing materials, which may depend not only on the current

import choice but also on the past import status because of a sunk start-up cost of importing

materials.5 We denote the fixed import cost—which we may think as the sum of the per-period

fixed cost and the sunk start-up cost—by Γ(dt−1, dt). Since the profit and the value functions

depend on the time specific factors, such as factor prices, we index the profit and the value

functions by time. The Bellman equation for the plant can be written as

Vt(ωt, kt, dt−1) = max
{

Φt,max
dt,ıt

{πt(ωt, kt, dt)− c(ıt, kt)− Γ (dt−, dt) + βE[Vt+(ωt+, kt+, dt)|Jt]}
}

,

where Φt is the sell-off value of the plant, πt(·) is the profit after maximizing out the variable

factors, c(ıt, kt) is the cost of investment, Γ(dt−1, dt) is the fixed cost of importing materials,

and Jt represents information available at time t. The policy functions associated with the

fixed point of the Bellman equation specify an exit rule, a discrete import decision rule, and an

investment decision rule. In particular, when the profit function πt(·) is strictly increasing in ωt,

the plant exit rule is characterized by the threshold value ωt(kt, dt−1) as:

χt =





1, for ωt ≥ ωt(kt, dt−1),

0, otherwise
(4)

The discrete import decision rule and the investment demand equation are written, respectively,

as:

dt = d∗t (ωt, kt, dt−1) (5)

ıt = ı∗t (ωt, kt, dt−1) (6)

Note that the decisions to exit, import, and invest crucially depend not only on the capital stock

but also the past import status because the past import status is one of the state variables.

Accordingly, we will modify the “standard” OP/LP estimation procedure by incorporating the

past import status as an additional state variable.
5Section 7 provides empirical evidence for the presence of sunk start-up costs of importing.
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3 Econometric Specification

The equation (2) suggests the following specification of the Cobb-Douglas production function

augmented by the term representing the use of imported intermediates:6

yit = βkkit + βsl
s
it + βuluit + βeeit + βxxit + βddit + ωit + ηit, (7)

where yit = ln Yit, kit = lnKit, lsit = lnLs
it, luit = ln Lu

it, eit = lnEit, and xit = lnXit. A plant’s

discrete choice to import from abroad is denoted by dit. ωit is a serially correlated shock and

ηit is an i.i.d. shock that is not known to plants at the time of input decisions.

We examine whether the use of imported intermediates leads to higher productivity by test-

ing whether βd > 0. A positive estimate of βd provides plant-level evidence for R&D spillovers

through trade in intermediate goods. It suggests that plants using the imported intermedi-

ates close the technological gap between the home country and the rest of the world, i.e.,
βx

θ−1 ln(N(1)/N(0)), and hence achieve a higher productivity relative to those only using do-

mestic intermediates.

To examine the possibility of dynamic effect of import status on productivity through “learn-

ing by importing,” we consider the following stochastic process of ωit:

ωit = ξt + γdi,t−1 + ρωi,t−1 + uit, (8)

where ξt is a year-specific productivity shock, uit is independent of di,t−1 and ωi,t−1 with the

cumulative distribution Fu(·). A positive value of γ is evidence for “learning by importing” and

the long-run effect of “learning by importing” is measured by γ
1−ρ . To examine the robustness,

we also consider the flexible specification for the process of ωit based on the polynomials in

(ωt−1, dt−1).

The degree of the technological gap may differ across plants, for instance, if they produce

different products. In fact, among plants that are using imported intermediates, we observe

substantial differences in the ratios of imported intermediates to total intermediates. Assuming

that all intermediate goods are symmetrically produced at level x̄ and that plants only import a

variety of intermediate goods that are not available in domestic market, we may use the ratio of
6We focus on the impact of imported intermediates on productivity while excluding the impact of exporting

from the specification given that the typical finding from the literature is that, while good firms become exporters,

becoming exporters do not necessarily improve firm performance (c.f., Clerides et al., 1998; Bernard and Jensen,

1999).
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total intermediates to domestic intermediates as a measurement of the technological gap between

world and domestic technology since

Xit

Xh
it

=
N(1)x̄
N(0)x̄

=
N(1)
N(0)

,

where Xit is total intermediates and Xh
it is domestic intermediates.

We examine whether a larger technological gap leads to higher productivity conditional on

the use of imported intermediates by considering the following alternative specification:

yit = βkkit + βsl
s
it + βuluit + βeeit + βxxit + βnnit + ωit + ηit, (9)

where

nit = ln
Xit

Xh
it

.

From the estimate of βn and βx, we may compute the elasticity of substitution across different

varieties of intermediate goods, denoted by θ, using βn = βx

θ−1 .

4 Estimation

4.1 The OP/LP Proxy Estimator

One of the main econometric issues in estimating the equations (7)-(9) is the simultaneity of a

productivity shock ωit and input decisions. For example, if inputs are chosen on the basis of the

productivity shocks, a plant with a higher productivity shock may use more inputs; since the

regressors are positively correlated with the error term, the coefficients estimated by ordinary

least squares (OLS) may be upwardly biased, especially for variables that are more responsive

to a contemporary productivity shock.

The selection due to endogenous exit decisions is another important issue. When a profit

function is increasing in kt and dt−1, the threshold value of productivity that induces exiting,

ωt(kt, dt−1), is decreasing in kt and dt−1. Specifically, plants having larger capital stocks and

importing materials expect larger future profits and hence stay in the market for lower realized

values of ωt; the OLS estimates may lead to biases in the coefficients of capital and imported

materials [c.f., Olley and Pakes (1996)].

To deal with the issues of simultaneity and self-selection, we apply the framework developed

8



by Olley and Pakes (1996) and extended by Levinsohn and Petrin (2003).7 Our specification for

production technology differs from those of Olley and Pakes (1996) and Levinsohn and Petrin

(2003) in that we have an additional state variable of import status, dit, and that the import

status has a dynamic effect on productivity as specified by (8). Since these differences lead to

subtle differences in estimating procedures, we discuss the details of our estimating procedure

in the following.

Suppose that capital kit and the import decision dit are the state variables but lit, xit, and eit

are freely variable inputs. Then, the material’s demand function is given as xit = x∗t (ωit, kit, dit),

where the function x∗t (·) is time-dependent, reflecting its dependence on time-specific common

shocks in productivity and relative prices (e.g., changes in exchange rates and tariff rates).

The material’s demand function crucially depends on the import decision dit for the following

two reasons. First, if there is a sunk start-up cost of importing materials, then the current

import choice dit is not freely variable and hence it should be included in the material demand

function.8 Second, since plants using imported materials are likely to face a different material

input market than those using only domestic materials, the material’s demand function must

be not only time-dependent but also import-status-dependent.

Assuming that x∗t (·) is strictly increasing in ωit, we can invert this function to obtain the

productivity shock ωit as a function of (xit, kit, dit):9

ωit = ω∗t (xit, kit, dit). (10)

Replacing ω∗t (xit, kit, dit) for ωit in the equation (7) leads to a partial linear function:

yit = βsl
s
it + βuluit + βeeit + φt(xit, kit, dit) + ηit, (11)

where

φt(xit, kit, dit) = βkkit + βxxit + βddit + ω∗t (xit, kit, dit).
7Levinsohn and Petrin’s estimator is developed based on the investment proxy estimator of Olley and Pakes

(1996). In the Chilean data, there are a substantial number of zero investment observations (perhaps due to the

presence of fixed investment cost). For these observations, the investment proxy estimator of Olley and Pakes

cannot be used because they do not satisfy the monotonicity condition (and thus the investment function is not

invertible with respect to shocks). Given this feature of the Chilean data, we choose to use the Levinsohn and

Petrin intermediate proxy estimator rather than the Olley and Pakes investment proxy estimator.
8Section 7 presents evidence for the presence of sunk start-up costs of importing materials.
9See Levinsohn and Petrin (2003) for the general conditions on the production technology under which a

demand function for intermediate inputs is strictly increasing in productivity.
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In the first stage, we obtain consistent estimates of βs, βu, and βe. By subtracting the

expectation of (11) conditional on (xit, kit, dit) from (11), we obtain

yit − E(yit|xit, kit, dit) =

βs(lsit − E(lsit|xit, kit, dit)) + βu(luit − E(luit|xit, kit, dit)) + βe(eit − E(eit|xit, kit, dit)) + ηit. (12)

We first consistently estimate the conditional expectations, E(yit|xit, kit, dit), E(lsit|xit, kit, dit),

E(luit|xit, kit, dit), and E(eit|xit, kit, dit) by the OLS regressions of yit, lsit, luit, and eit, respectively,

on the power series of (xit, kit, dit).10 Using the estimates of the conditional expectations in

place of the actual conditional expectations in (12), we estimate βs, βu, and βe by OLS with

no-intercept. Denote the estimates by β̂s, β̂u, and β̂e. Note that βk, βx, and βd are not identified

in the first stage.

In the second stage, we first obtain the estimate of E[ωit|ωi,t−1, di,t−1, χit = 1] as follows

(c.f., Olley and Pakes, 1996). From (4) and (8), define the threshold value of uit that induces a

plant to exit at t by uit ≡ ωt(kit, di,t−1)− γdi,t−1− ρωi,t−1. Since a plant continues in operation

if uit ≥ uit, the survival probabilities are given by

Pr{χit = 1|uit, ωi,t−1, di,t−1} = 1− Fu(uit) ≡ Pit, (13)

where Fu(·) is the cumulative distribution of uit. By inverting (13), we may obtain uit as a

function of Pit and write this inverse function as uit = u∗(Pit). Then, the conditional expectation

of ωit given ωi,t−1, di,t−1, and χit = 1 can be expressed as

E[ωit|ωi,t−1, di,t−1, χit = 1] = ξt + γdi,t−1 + ρωi,t−1 + E[uit|uit ≥ u∗(Pit)]. (14)

We obtain the estimate of E[ωit|ωi,t−1, di,t−1, χit = 1] by the pooled OLS regression of ( ˆωit + ηit)(β∗) ≡
yit− β̂sl

s
it− β̂uluit− β̂eeit−β∗kkit−β∗xxit−β∗ddit on the past import status di,t−1, the estimate of the

previous period’s productivity shock ω̂i,t−1(β∗) ≡ φ̂t−1(xi,t−1, ki,t−1, di,t−1)−β∗kki,t−1−β∗xxi,t−1−
β∗ddi,t−1, and a third-order polynomial series of the survival probability (13) which approximates

the term E[uit|uit ≥ u∗(Pit)].11 In estimating (14), we also allow for year-specific constant terms,
10The results presented in this paper use a third order polynomial with a full set of interactions to approximate

unknown functions. We have also tried a fourth order polynomial for some cases and found very similar estimates

of the coefficients (βx, βk, βd).
11φ̂t(·) is the estimate of φt(·) obtained by the OLS regressions of yit − β̂sl

s
it − β̂uluit − β̂eeit on a third-order

polynomial series of (xit, kit, dit) as implied by equation (11). On the other hand, using (10), the survival
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ξt, to control for the year-specific productivity shocks that are common across firms, such as the

aggregate disembodied technical change and the shocks associated with business cycles.

Define the innovations in productivity conditional on last year’s productivity, last year’s

import status, and survival:

νit = ωit − E[ωit|ωi,t−1, di,t−1, χit = 1],

where χit = 1 if the ith plant continues in operation at t and χit = 0 if it exits. For each

candidate parameter vector β∗ = (β∗x, β∗k, β∗d), we may construct an estimate for the residual as:

( ˆνit + ηit)(β∗) = yit−β̂sl
s
it−β̂uluit−β̂eeit−β∗kkit−β∗xxit−β∗ddit−Ê[ωit|ωi,t−1, di,t−1, χit = 1]. (15)

To identify βx, βk, and βd, we use the following three moment conditions:

E[(νit + ηit)xit−1] = 0, (16)

E[(νit + ηit)kit] = 0, (17)

E[(νit + ηit)dit−1] = 0. (18)

The identification of βx comes from the moment condition (16) which is implied by the fact that

the last period’s material choice is uncorrelated with this period’s innovation in productivity.

The second moment condition (17) identifies βk and comes from the fact that the past investment

decisions are uncorrelated with this period’s innovation in productivity.12 The third moment

condition (18) identifies βd by using the fact that the past import decisions are uncorrelated

with the innovation in productivity this period. Note that, by using the past, rather than the

current, import variable as an instrument to identify βd, we allow for the possibility that a plant

makes an import decision this period after observing this period’s innovation in productivity.

In addition to these three moment conditions, we also include six over-identifying conditions

using the predetermined variables (ki,t−1, di,t−2, xi,t−2, l
s
i,t−1, l

u
i,t−1, ei,t−1) as additional instru-

ments. The parameters β∗ = (βx, βk, βd) are estimated by minimizing the GMM criterion

function

Q(β∗) =
9∑

h=1

[
N∑

i=1

Ti∑

t=1981

( ˆνit + ηit)(β∗)Zit,h]2, (19)

probability (13) is Pit = 1 − Fu(ωt(kit, di,t−1) − γdi,t−1 − ρω∗t−1(xi,t−1, ki,t−1, di,t−1)) and hence is a nonlinear

function of (kit, ki,t−1, di,t−1, xi,t−1). We estimate the survival probability by the probit with a third-order

polynomial series in (kit, ki,t−1, di,t−1, xi,t−1) as regressors.
12The moment conditions (16)-(17) in this paper correspond to the moment conditions (13)-(14) in Levinsohn

and Petrin (2003).
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where ( ˆνit + ηit)(β∗) is given by (15), Ti is the last year the ith firm is observed, Zit,h is the hth

element of the instrument vector Zit = (kit, ki,t−1, di,t−1, di,t−2, xi,t−1, xi,t−2, l
s
i,t−1, l

u
i,t−1, ei,t−1).

The standard errors are obtained by the bootstrap.13

We test the hypothesis that a contemporary use of imported materials increases plant pro-

ductivity by examining whether βd > 0. We also test the hypothesis of “learning by importing”

by examining whether γ > 0 or not.

4.2 Alternative Estimators

To address the simultaneity issue, we also consider the following two alternatives: the within-

groups estimator and the system GMM estimator (c.f., Blundell and Bond, 1998).

The within-groups estimator only uses the within-plant variation so that it is robust against

the simultaneity arising from the correlation between an unobserved plant-specific productivity

shock and inputs. It is not robust, however, against the simultaneity due to the correlation

between a transitory shock and inputs. Furthermore, the between-plant variation often plays an

important role in identifying the parameters; this is especially true for coefficients of capital and

imported intermediates where the within-plant variation is much less than the between-plant

variation due to the slow adjustment of capital and the persistence in the import status over

time. The within-estimator may lead to imprecise estimates especially for capital and imported

intermediates.

To deal with the issue of simultaneity in panel data, Blundell and Bond (1998, 2000) propose

the system GMM estimator by extending the first differenced GMM estimator (c.f., Arellano

and Bond, 1991). Consider the equation (7) with the following additional structure on ωit:

ωit = ξt + αi + vit,

vit = γdi,t−1 + ρvi,t−1 + ζit, (20)

where ξt is a year-specific effect, αi is a plant-specific effect, vit is AR(1) productivity shock

with |ρ| < 1, and ζit is MA(0). The hypothesis of “learning by importing” can be tested by

13Assuming that each set of plant-level observations xi ≡ {yit, kit, l
s
it, l

u
it, xit, eit, dit}Ti

t=1980 is independently and

identically distributed across plants, we draw a bootstrap sample until the size of plant-time observations reachesPN
i=1 Ti with replacement from the original sample (x1,x2, ....,xN). We generate 200 independent bootstrap

samples and estimate the parameters for each sample using the recentered moment conditions (c.f., Horowitz,

2001). The bootstrap standard errors are then computed based on the B sets of parameter estimates.
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examining whether γ > 0. Using a dynamic common factor representation, (7) with (20) can be

rewritten as:

yit = βkkit − ρβkki,t−1 + βsl
s
it − ρβsl

s
i,t−1 + βuluit − ρβului,t−1 + βeeit − ρβeei,t−1

+βxxit − ρβxxi,t−1 + βddit + (γ − ρβd)di,t−1 + ρyi,t−1 + ξ∗t + α∗i + µit (21)

where ξ∗t = ξt − ρξt−1, α∗i = (1− ρ)αi, and µit = ζit + ηit − ρηi,t−1.

Following Blundell and Bond (2000), we first estimate the unrestricted parameter vector of

(21) by the one-step GMM and then obtain the restricted parameter vector (βk, βs, βu, βe, βm, βd, γ, ρ)

using minimum distance (c.f., Chamberlain, 1982). The following two set of moment conditions

are used:

E[zi,t−s∆µit] = 0 for s = 2, 3, (22)

E[∆zi,t−s(α∗i + µit)] = 0 for s = 1, (23)

where zit = (yit, kit, l
s
it, l

u
it, xit, dit) and ∆zit = zit−zi,t−1. The first set of the moment conditions

(22) comes from the first differenced equations (to eliminate the plant-specific effect) with lagged

levels of the variables as instruments (c.f., Arellano and Bond, 1991). The first-differenced

GMM estimator based only on these moment conditions (22) may have poor finite sample

properties due to weak instruments. Blundell and Bond (1998) find that exploiting the additional

moment conditions (23), based on the level equations with lagged differences of the variable as

instruments, may lead to dramatic reductions in finite sample bias. Recently, however, some

researchers found that even the system GMM estimator could lead to imprecise and possibly

biased estimates due to weak instruments.14

5 Data

The data set is based on an annual census of Chilean manufacturing plants, which covers all

plants with more than 10 workers, by Chile’s Instituto Nacional de Estadistica (INE) for 1979-

1996.15 The data set includes gross revenue, the number of blue- and white-collar workers,
14For example, see Griliches and Mairesse (1998), Mulkay, Hall, and Mairesse (2000), and Levinsohn and Petrin

(2003).
15The unit of observation in our empirical analysis is “plant” rather than “firm.” This is due to limitations of

our data set. Firm-level analysis might be particularly important to address the issue of “learning-by-importing”;

the dynamic learning through importing might be more important at firm-level than at plant-level.
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various types of investment, imported materials, total materials, electricity and fuels. Each

variable is deflated by using the corresponding annual price deflator to real 1980 Chilean pe-

sos.16 We exclude plants for which any of the data for capital stocks, unskilled labor, skilled

labor, energy, and domestic intermediates are either not available or reported as zero values.

In particular, plants that do not report book values of their capital stocks in any year are

excluded since constructing capital stocks for these plants is impossible.17 After cleaning the

data, the unbalanced panel data set contains 3598 plants. Since a substantial number of plants

are dropped out of the sample due to the missing initial capital stock and this might lead to a

sample selection problem, we also report the results under the extended sample of 4508 plants in

which the capital stock in 1980, if it is missing, is imputed by a projected capital stock based on

other reported plant observables. Hereafter, the sample that excludes the plants missing book

values of their capital stocks is called the “Basic Sample” while the sample with imputed capital

stocks is called the “Extended Sample.” Since the main features of the descriptive statistics of

these two samples are similar, we focus on the statistics of the Basic Sample in this section; the

appendix provides the statistics of the Extended Sample.

Output is total revenue adjusted for inventory change. Real output variable (Y ) is con-

structed by deflating nominal output using an industry output price deflator. Real domestic

material (Xh) is constructed by subtracting the nominal value of imported materials from the

total materials and then deflated using an industry price deflator.18 Real imported materials is

constructed by deflating the nominal imported materials by the import price index (in Chilean

peso) reported in International Financial Statistics. The real value of total materials (X) is the

sum of the real domestic materials and the real imported materials. The number of blue- and

white-collar workers are used for skilled and unskilled labor input (Ls and Lu). The energy
16Previous empirical studies using (a subset of) this data set includes Lui (1993), Pavcnik (1999), Levinsohn

and Petrin (2003).
17The book values of capital are only reported, if any, in 1980 and 1981. Some plants did not report the book

values of capital in either 1980 or 1981. Since it is not possible to construct capital stock without these reports,

the plants missing their book values of capital were excluded from the sample. Notably, plants enter into the

market after 1982 are not included in the sample. We focus on the sample of plants that operated in both 1979

and 1980 so that we may use the variables that are two period lagged in our regression analysis.
18For both output price deflator and intermediate price deflator, we have used a 3-digit industry deflator for

1979-1986, which is contained in the original data set as described in Lui (1993), and a 2-digit industry deflator

for 1987-1996 obtained from Yearbook of National Accounts by the Central Bank of Chile. As far as we know,

the material price deflators at 3-digit levels are not available after 1987.
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input (E) is the sum of the real purchased value of electricity and that of fuels. The value of

imported materials is reported separately from the total value of materials.

The capital stock is constructed separately for buildings, machinery and equipment, and

vehicles from the 1980 book value of capital (the 1981 book value if the 1980 book value is

not available) using perpetual inventory method: Kt+1 = (1 − δ)Kt + ıt.19 The nominal net

investment variable is constructed, separately for buildings, machinery and equipment, and

vehicles, and then deflated using the construction deflator for buildings and the machinery

deflator for machinery and equipment, and vehicles to obtain the real net investment (ı).20

Buildings are likely to be rented rather than owned by plants, since zero values are found

frequently for buildings, especially for small plants. We add the capitalized rental value to

current year capital stock.21 The total capital stock (K) is the sum of the real capital stock for

building, machinery and equipment, and vehicles, and the capitalized rental value. Note that

the capital stock in year t does not include the investment in year t.

Table 1 reports descriptive statistics for variables in the year of 1980. A comparison between

“Importing Plants,” ‘Non-Importing Plants,” and “Switchers” in Table 1 reveals the substantial

differences between the three types of plants. Importing plants are substantially larger and have

higher labor productivity while ‘Non-Importing Plants” are smaller and least productive among

those three types of plants, although the direction of causality is not clear. On the other hand,

as shown in the last two rows of Table 1, “Survivors” which do not exit before 1996 are larger,

more productive, and tend to import more in 1980 than “Quitters” that exit within the sample

period of 1980-1996.

Out of 3598 plants, 273 plants (7.6%) continuously import foreign intermediates throughout

the sample period (i.e., “Importing Plants” in Table 1), while 2017 plants (56.1%) are “Non-
19Since the reported book values are evaluated at the end of year t, the book values of capital are deflated by

the (geometric) average deflator of machinery and equipment for years t and t+1. Depreciation rates are set to

5 % for building, 10 % for machinery and equipment, and 20% for vehicles.
20The data contains information on five types of investments: (i) purchases of new capital, (ii) purchases of

used capital, (iii) production of capital for own use, (iv) improvements in own capital by third parties, and (v)

sales of capital. The net investment is the sum of (i)-(iv) minus (v).
21The data on rental rate is not available. To obtain a crude measure of rental rate, assuming the aggregate

Cobb-Douglas production, we compute (rental rate)=(the share of capital)× GDP/(Capital Stock)-(depreciation

rate)≈ 0.15 on average for 1980-1996 using the data on Chilean GDP and Capital Stock constructed from the

Chilean national accounting data with (the share of capital)=0.3 and (depreciation rate)=0.05. The capitalized

rental value is computed as (rental value)/0.15.
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Table 1: Descriptive Statistics in 1980
Interme- Import Output/ No. of

Output Capital Labor Energy diates Ratios Workers Plants

All 95.58 45.20 54.45 3.35 49.36 0.08 1.16 3598

Plants (437.46) (253.38) (105.09) (26.13) (221.81) (0.18) (1.63) —

Importing 445.64 194.32 177.17 11.20 201.87 0.37 2.56 273

Plants (1021.01) (431.44) (256.26) (34.72) (407.35) (0.25) (3.73) —

Non-Importing 20.84 9.08 26.18 0.66 12.60 — 0.74 2017

Plants (38.29) (51.95) (29.51) (5.52) (25.28) — (0.72) —

Switchers 137.77 69.78 72.44 5.86 74.23 0.13 1.50 1308

(521.03) (355.70) (103.35) (39.38) (303.84) (0.22) (1.68) —

Survivors 170.97 76.44 77.74 6.28 84.93 0.11 1.50 1348

(79.34) (376.54) (139.50) (40.20) (338.10) (0.21) (1.96) —

Quitters 50.41 26.48 40.50 1.60 28.05 0.05 0.95 2250

(155.63) (129.72) (74.09) (10.77) (94.93) (0.16) (1.36) —

Notes: Standard errors are in parentheses. The statistics are based on the “Basic Sample” that excludes plants for which

the initial capital stock are not reported. “Importing Plants” are plants that continuously imported foreign intermediates

in the sample. “Non-Importing Plants” are plants that never imported foreign intermediates in the sample. “Switchers”

are plants that switched their import status in the sample. “Survivors” are plants that did not exit during the sample

period (1980-1996) while “Quitters” exit during the sample period. “Output,” “Capital,” “Energy,” and “Intermediates”

are measured in millions of 1980 pesos. “Labor” is the number of workers. “Import Ratios” are the ratios of imported

intermediate materials to total intermediate materials.
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Table 2: Transition Probability of Import Status and Exit
Year t status No Imports Imports

Year t + 1 status No Imports Imports Exit No Imports Imports Exit

1981-1985 ave. 0.844 0.054 0.102 0.170 0.788 0.042

1986-1990 ave. 0.885 0.055 0.061 0.173 0.805 0.023

1991-1995 ave. 0.874 0.067 0.058 0.119 0.860 0.021

1981-1995 ave. 0.868 0.059 0.074 0.154 0.818 0.028

Notes: The statistics are based on the “Basic Sample” that excludes plants for which the initial capital stock are not

reported.

Importing Plants” that never import intermediates from abroad. This suggests that plant import

status is persistent over time. There are, nevertheless, 1308 plants (36.4%) that switch between

importing and not importing over the period and, among them, 757 plants switch import status

more than once. This within-plant variation of import status is, thus, an important source of

identification of the import variable coefficient.

Table 2 presents transition rates across import status together with exit rates. The last row

indicates the average transition rates for 1981-1995. The persistence in import status is also

clear here; among the plants that did not import in year t, more than 85 percent of them did

not import in year t + 1, while, among the plants that did import in year t, about 82 percent of

them did import in year t + 1. Comparing plants across import status in year t, we notice that

importers are more likely to survive than non-importers.

6 Results

Table 3 presents the results from various estimators using the discrete choice import variable;

columns (1)-(5) report the results of the Basic Sample while columns (6)-(8) report those of

the Extended Sample.22 The most important finding is the significance and often large size

of the current discrete import variable coefficient across different estimators. The OLS point

estimate implies that a plant only using domestic intermediates can increase its productivity

by 3.8 percent if it starts importing intermediates. The OLS estimate is, however, likely to

be biased due to correlation between an unobserved plant productivity shock and inputs. The
22The results from the OLS and the Within estimators for the Extended Sample are similar to those for the

Basic Sample reported in columns (1)-(2) of Table 3.
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Table 3: Estimates of Production Function: Discrete Import Variable

The Data Set Basic Sample Extended Sample

Estimators OLS Within GMM OP/LP Proxy GMM OP/LP Proxy

(1) (2) (3) (4) (5) (6) (7) (8)

Skilled labor 0.083 0.057 0.034 0.137 0.038 0.127

(0.004) (0.004) (0.031) (0.006) (0.027) (0.008)

Unskilled labor 0.167 0.173 0.251 0.145 0.243 0.142

(0.005) (0.006) (0.032) (0.008) (0.028) (0.008)

Energy 0.081 0.067 0.092 0.043 0.002 0.057

(0.003) (0.003) (0.025) (0.005) (0.002) (0.006)

Capital 0.079 0.049 0.108 0.058 0.064 0.139 0.065 0.076

(0.003) (0.003) (0.019) (0.009) (0.010) (0.016) (0.011) (0.012)

Materials 0.628 0.568 0.612 0.549 0.509 0.655 0.575 0.525

(0.004) (0.005) (0.023) (0.025) (0.029) (0.020) (0.024) (0.037)

Disc. Import 0.038 0.023 0.180 0.214 0.220 0.161 0.139 0.129

(0.005) (0.005) (0.049) (0.035) (0.067) (0.045) (0.032) (0.039)

γ 0.044 0.007 0.009 0.041 — 0.008 0.024 —

(0.003) (0.005) (0.013) (0.011) (0.011) (0.009)

ρ 0.723 0.287 0.245 0.892 — 0.271 0.900 —

(0.004) (0.009) (0.022) (0.027) (0.016) (0.116)

Implied γ
1−ρ

0.159 0.010 0.012 0.379 — 0.011 0.235 —

P-value for over- 0.593 0.759 0.874 0.427

identification test

No. of Obs. 33200 45518

Notes: Standard errors are in parentheses. Columns (1)-(5) use the “Basic Sample” that excludes plants for which the

initial capital stock are not reported. Columns (6)-(8) use the “Extended Sample” in which a missing initial capital stock

is imputed by a projected initial capital stock based on other reported plant observables. The System GMM estimator in

columns (3) and (6) use a lag length of 2 and 3 for instruments in the first-differenced equations and a lag length of 1 in the

level equations. The OP/LP estimators in columns (5) and (8) specify the stochastic process of ωt using the third order

polynomials in (ωt−1, dt−1) and (ωt−1, nt−1), respectively.

within-estimator is robust against the simultaneity between a permanent plant-specific shock

and input decisions. Column (2) of Table 3 demonstrates that although estimate of βd is smaller

using the within-estimator relative to OLS, at 2.3 percent, it is still positive and significant.

While the within-estimator controls for correlation between inputs and a permanent shock,

it does not address the simultaneity between inputs and the persistent shock that varies within-

plant over time. To correct for such simultaneity in panel data, we further provide the results

from two alternative estimators: the system GMM estimator and the OP/LP Proxy estimator.

The system GMM estimates in columns (3) and (6) of Table 3 also indicate that imports have

a strong, positive effect on plant productivity. The model finds 18.0 and 16.1 percent increases

in productivity from a switch to imports for the Basic and the Extended Sample, respectively.

Finally, columns (4)-(5) and (7)-(8) of Table 3 provide the results of the OP/LP Proxy
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estimator which controls for both selection and correlation between inputs and an unobserved

productivity shock by using intermediate inputs as proxies for unobserved productivity shocks.23

The over-identification restrictions are not rejected for all four cases.24 Column (4) reports the

OP/LP estimates under the AR(1) specification for the ωit process using the Basic Sample. It

indicates a large productivity effect (21.4 percent) arising from the usage of imported interme-

diate goods. The estimate from the Extended Sample reported in column (7) is slightly smaller

but still indicates a large productivity effect of 13.9 percent. To examine the robustness of

the results with respect to the specification of the productivity process, we report the OP/LP

estimates under the flexible specification for ωt using a third-order polynomial in (ωt−1, dt−1)

with selection. The results are reported in columns (5) and (8). Once again, it indicates a large

productivity effect (22.0 and 12.9 percents for the Basic and the Extended Sample, respectively)

from the usage of imported intermediates. Overall, the results suggest that the use of imported

materials has a substantial positive static effect on productivity.

Another interesting finding is that, throughout all columns, the estimated values of γ are

positive and often significant. This suggests a positive dynamic effect of the use of imported

materials (i.e., “learning by importing”) although the evidence is not as strong as the case for

the static effect given the small and not significant estimates of γ for Within Groups estimator

and GMM estimator as reported in column (2), (3), and (6). The “long-run” impacts of the

use of imported materials on productivity, γ
1−ρ , implied by the OP/LP estimates in columns (4)

and (7) are 37.9 and 23.5 percent, respectively.

Figure 1 shows what would happen to the total factor productivity, defined as βddit + ωit,

for a plant that is not importing at the steady state (i.e., ωi0 = 0) before Year 0 and, for

some exogenous reason, starts importing intermediates at Year 0.25 The solid line indicates
23Since both the investment and the import policy functions (5)-(6) may differ across years, due to the macro-

economic cycles and the changes in trade policies, we allow for φ(·) to differ across the following six periods:

1979-1981, 1982-1983, 1984-1986, 1987-1989, 1990-1992, and 1993-1996.
24In addition to the over-identification test, we conducted two other specification tests suggested by Levinsohn

and Petrin (2003). First, to be consistent with the model, productivity shock should be monotonically increasing

in the materials, holding state variables (i.e., capital and import status) constant. By plotting the productivity

proxy ωit as a function of capital and intermediate inputs separately for importers and non-importers, we found

that this is indeed the case. Second, we use the energy variable in place of the materials as an input proxy and

found that the estimated impact of imported materials on productivity is even larger, ranging from 43.1-44.8

percent, under the energy proxy.
25Idiosyncratic shocks, uit, are set to zero for all periods. Or, alternatively, we may interpret the solid line as

the path of “average” productivity among plants that start importing at Year 0 and keep importing after Year 0.
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Figure 1: Productivity Dynamics and Import Status

the dynamic path of productivity implied by the point estimates reported in column (4) while

the dashed lines represent a 90 percent bootstrap confidence interval.26 At Year 0, a plant

starts importing foreign intermediates, leading to an immediate increase in productivity by

21.4 percent (static effect). After Year 0, a plant gradually achieves additional 37.9 percent

productivity increase (dynamic effect). Note, however, that a 90 percent bootstrap confidence

interval suggests that there exits a substantial uncertainty regarding the precise magnitude of

the dynamic effect of importing materials.

Table 4 presents estimates using the continuous measure of import usage, measured by the

ratio of total intermediates to domestic intermediates. The results from the continuous import

variable are largely similar to those from the discrete variable. Across various estimators, the

coefficients for the continuous import variable are often significant and of large size across dif-

ferent estimators, indicating the importance of foreign intermediates in explaining productivity

differences across plants and over time. The system GMM estimates in columns (3) and (6)

imply that a 100 percent decrease in the share of domestic intermediates in total intermediates

could increase productivity between 5.8 and 7.2 percent although the estimate from the Basic

Sample in column (3) is not significant. The OP/LP estimates reported in columns (4)-(5) and
26To construct a 90 percent bootstrap confidence interval, we repeatedly compute the dynamic path of produc-

tivity under different bootstrap estimates for (βd, γ, ρ) and take a 5th and a 95th percentile of βddit + ωit for each

year.
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Table 4: Estimates of Production Function: Continuous Import Variable

The Data Set Basic Sample Extended Sample

Estimators OLS Within GMM OP/LP Proxy GMM OP/LP Proxy

(1) (2) (3) (4) (5) (6) (7) (8)

Skilled labor 0.103 0.057 0.056 0.138 0.046 0.128

(0.004) (0.004) (0.031) (0.006) (0.026) (0.008)

Unskilled labor 0.163 0.172 0.278 0.148 0.253 0.145

(0.005) (0.006) (0.033) (0.008) (0.028) (0.009)

Energy 0.081 0.067 0.074 0.044 0.002 0.056

(0.003) (0.003) (0.025) (0.005) (0.002) (0.006)

Capital 0.077 0.049 0.121 0.066 0.074 0.145 0.074 0.089

(0.003) (0.003) (0.019) (0.009) (0.010) (0.016) (0.009) (0.016)

Materials 0.636 0.569 0.603 0.616 0.577 0.653 0.608 0.548

(0.004) (0.005) (0.024) (0.021) (0.027) (0.020) (0.023) (0.026)

Cont. Import 0.052 0.037 0.058 0.246 0.270 0.072 0.177 0.182

(0.006) (0.007) (0.042) (0.052) (0.061) (0.032) (0.043) (0.062)

γ 0.036 0.007 0.004 0.030 — 0.001 0.026 —

(0.004) (0.005) (0.016) (0.010) (0.014) (0.008)

ρ 0.723 0.287 0.241 0.822 — 0.271 0.871 —

(0.004) (0.009) (0.023) (0.031) (0.016) (0.027)

Implied γ
1−ρ

0.130 0.010 0.005 0.169 — 0.001 0.199 —

Implied θ 13.23 16.38 11.40 3.51 3.12 10.07 4.43 4.01

P-value for over- 0.824 0.759 0.834 0.995

identification test

No. of Obs. 33200 45518

Notes: Standard errors are in parentheses. Columns (1)-(5) use the “Basic Sample” that excludes plants for which the

initial capital stock are not reported. Columns (6)-(8) use the “Extended Sample” in which a missing initial capital stock

is imputed by a projected initial capital stock based on other reported plant observables. The System GMM estimator in

columns (3) and (6) use a lag length of 2 and 3 for instruments in the first-differenced equations and a lag length of 1 in

the level equations. The OP/LP estimators in column (5) and (8) specify the stochastic process of ωt using the third order

polynomials in (ωt−1, nt−1).

(7)-(8) again support a substantial impact of an increase in the share of imported intermedi-

ates on productivity, finding that a 100 percent decrease in the share of domestic intermediates

increases productivity by 17.7 to 27.0 percent.

The positive estimates of γ throughout all columns in Table 4 are suggestive of the positive

dynamic effect of an increase in the usage of imported intermediates although, as in the case of

the discrete import variable, the estimates from within estimator and GMM estimator are not

significant. The OP/LP estimates in columns (4) and (7) indicate that the long-run dynamic

effect captured by γ
1−ρ are 16.9 and 19.9 percent, respectively. From the estimated coefficients

of materials and continuous import variable, we can also compute an estimate of the elasticity

of substitution as θ̂ = 1+ β̂x

β̂n
. Using the OP/LP estimates in Table 4, we obtain point estimates
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Table 5: Estimates of Production Function for Food and Metal Industries

Discrete Import Variable Continuous Import Variable

Industry Food Metals Food Metals

ωit process AR(1) Series AR(1) Series AR(1) Series AR(1) Series

Skilled labor 0.073 0.139 0.072 0.138

(0.009) (0.017) (0.008) (0.017)

Unskilled labor 0.088 0.199 0.091 0.203

(0.015) (0.023) (0.011) (0.023)

Energy 0.070 0.051 0.072 0.050

(0.010) (0.011) (0.007) (0.010)

Capital 0.051 0.050 0.074 0.075 0.051 0.050 0.099 0.092

(0.009) (0.009) (0.032) (0.033) (0.009) (0.010) (0.036) (0.036)

Materials 0.664 0.658 0.400 0.378 0.753 0.722 0.434 0.408

(0.055) (0.060) (0.097) (0.099) (0.025) (0.040) (0.096) (0.104)

Discrete Import 0.257 0.191 0.243 0.227

(0.103) (0.111) (0.110) (0.124)

Continuous Import 0.370 0.422 0.258 0.234

(0.167) (0.209) (0.157) (0.181)

γ 0.064 — 0.060 — 0.068 — 0.037 —

(0.025) (0.030) (0.107) (0.056)

ρ 0.837 — 0.881 — 0.748 — 0.884 —

(0.067) (0.073) (0.107) (0.093)

Implied γ
1−ρ

0.393 — 0.504 — 0.270 — 0.319 —

Implied θ 3.035 2.711 2.682 2.748

P-value for over-

identification test 0.784 0.769 0.809 0.834 0.724 0.871 0.844 0.839

No. of Obs. 12273 3733 12273 3733

Notes: Standard errors are in parentheses. The estimates are based on the “Basic Sample” that excludes plants for which

the initial capital stock are not reported. The OP/LP estimators that specify ωit processes by “Series” use the third order

polynomials in (ωt−1, dt−1) for discrete import variable and (ωt−1, nt−1). for continuous import variable.

of θ of 3.12 to 4.43. These estimates are in line with those found by Feenstra, Markusen, and

Zeile (1992).

The production functions might be different across industries. We estimate the production

functions using the OP/LP estimators for two of the largest 3-digit level industries (ISIC codes):

Food (311) and Metals (381). Table 5 presents the results based on the Basic Sample. There

are significant differences in the coefficients on skilled/unskilled labor as well as capital across

these two industries. Probably reflecting a difference in the sample sizes, the standard errors for

Metal Industry are generally larger than those for Food Industry.

Using the discrete import variable, the estimated coefficients on the import variables under

the AR(1) specification for ωit process are significantly positive for both industries, indicating

a large positive static effect on productivity (25.7 and 24.3 percents for Food and Metals, re-
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spectively). When we specify ωit processes by “Series,” the estimates are slightly lower but still

large (19.1 and 22.7 percents for Food and Metals, respectively); however, they are marginally

significant at a 10 percent level. The estimated values of γ for the discrete import variable are

positive and significant for both industries, suggesting a positive dynamic effect of the usage of

imported materials; the long-run effect of the usage of imported materials on productivity is

estimated as 39.3 and 50.4 percents for Food and Metal industries, respectively.

As for the results from using the continuous import variable, all the estimated coefficients for

the continuous import variable are positive and of large size, ranging from 23.4 percent to 42.2

percent, but the estimates from Metal industry are not so significant; for Metal industry, the

estimate from AR(1) specification is barely significant at a 10 percent level while the estimate

from “Series” is not significant even at a 10 percent. Although the relatively large standard

errors for Metal industry might be due to its small sample size, the insignificance of the static

productivity effect adds some caveat on the positive impact of changing the amount of imported

materials on productivity.

The estimated values of γ for the continuous import variable are positive but not significant

for both Food and Metal industries. Thus, the evidence for the positive dynamic effect of an

increase in the usage of imported intermediates is, at best, weak. Compared to the result for

the discrete import variables, the relative insignificance of the dynamic effect of the usage of

imported materials in the regression using continuous import variables might indicate that, it

is not the intensive margin of how much a plant imports but the extensive margin of whether

a plant imports or not that determines the dynamic effect of importing materials. This could

be the case, for instance, if importing intermediates from foreign countries per se—regardless

of how much a plant imports—provides an opportunity to learn foreign technologies and thus

leads to a positive dynamic effect on productivity.

7 The Decision to Import, Invest, and Exit

Our finding that the use of imported intermediates increases plant-level productivity suggests

that understanding plant-level dynamic import decisions is particularly important to understand

the impact of trade policy on aggregate productivity. This section empirically investigates the

dynamic decisions to import intermediates, invest, and exit. In particular, we examine the issues
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of the impact of importing intermediates on the resource reallocation through investment and

exits, and the existence of the sunk start-up cost of importing intermediates. All the reported

estimates are based on the Basic Sample.27

Motivated by the decision rules (4)-(6) in the model, we consider the following reduced-form

empirical specification for plants’ decisions to invest, import and exit:

ki,t+1 − kit = αt + αzZ
k
it + α1di,t−1 + α2kit + α3ωi,t−1 + ε1,it, (24)

dit = 1(ψt + ψzZ
d
it + ψ1di,t−1 + ψ2kit + ψ3ωi,t−1 + ε2,it > 0) (25)

χit = 1(ϑt + ϑzZ
χ
it + ϑ1di,t−1 + ϑ2kit + ϑ3ωi,t−1 + ε3,it > 0). (26)

where αt, ψt, and ϑt are year-specific constants; (ε1,it, ε2,it, ε3,it)′ is jointly normally distributed

with mean zero and variance-covariance matrix Σ. The logarithm of capital stock at the begin-

ning of year t is denoted by kit and thus ki,t+1− kit in (24) represents the growth rate of capital

constructed as investment minus depreciation of capital in year t. The equation (25) specifies

a decision to import intermediates, where dit is equal to one if a plant imports in year t and

zero otherwise. The equation (26) is a selection equation, where the indicator χit is equal to

one if a plant operates in year t and zero if a plant has exited. We also include the following

additional explanatory variables: the average of the logarithm of plant capital stocks at 3-digit

industry level, denoted by Zk
it, in the capital accumulation equation (24), the last year’s exit

rate at 3-digit industry level, Zχ
it, in the selection equation (26) and the last year’s fraction of

importing plants at 3-digit industry level, Zd
it, in import equation (25). These industry-level

explanatory variables are intended to capture the industry-specific shocks that are relevant to

each of the three decisions.28 By simultaneously estimating the exit decision with investment

and import decisions, we deal with the important issue of endogenous sample selection.

The parameters in (24)-(26) are estimated by the Simulated Maximum Likelihood (SML)

using the GHK recursive simulator which has been found to perform well in Monte Carlo studies

for simulating multinomial probit probabilities [c.f., Hajivassiliou, MacFadden, and Ruud (1996);
27The results from the Extended Sample are similar to those from the Basic Sample and available upon request

from authors.
28These additional industry-level explanatory variables provide exclusion restrictions and are especially im-

portant for the identification of selection equation (26) separately from import equation (25). Without these

exclusion restrictions, its identification comes only from the non-linearity in probit specification since both import

and selection equations would have the same set of explanatory variables [c.f., Chapter 17.4 of Wooldridge (2002)].
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Geweke, Keane, and Runkle, (1997)].29 If there are other important sources of unobserved

heterogeneity that are not captured by the productivity ωt (e.g., unobserved heterogeneity in

the cost of importing), then the estimates may be biased especially for the coefficients for

lagged endogenous variables (i.e., import status and capital stocks). To examine this issue,

we also estimated the equations (24)-(26) using the random-effects specification, where εn,it

is decomposed into idiosyncratic terms and plant-specific terms.30 Note, however, that the

presence of unobserved heterogeneity other than productivity ω implied by the random-effects

specification violates the conditions for using the OP/LP estimator. We use 200 simulation

draws to estimate the model without random effects and 800 simulation draws to estimate the

model with random effects.31

Table 6 provides the estimates of equations (24)-(26). Standard errors are in parentheses and

numbers in blankets represent changes in the probability evaluated at the means of the right-side

variables. Panel A presents the estimates of three equations (24)-(26) without random effects

and panel B presents the result with random effects. While the two results are qualitatively

very similar, the estimates in panel B tend to be smaller than those in panel A.

Plant productivity is significantly and positively related to the capital accumulation, the

import probability, and the survival probability. Notably, the inherently more productive plants

tend to use imported intermediates; according to the estimate under random effects specification
29Let Λ be the unique lower triangular Cholesky decomposition: Σ = ΛΛ′. Then, (ε1,it, ε2,it, ε3,it)

′ ≡
(λ11η1,it, λ21η1,it + λ22η2,it, λ31η1,it + λ32η2,it + λ33η3,it)

′, where λm,n is the (m, n) element of Λ, and ηn,it is

independently distributed N(0, 1) for all n, i, t. For identification, we assume that E[εn,it] = 1 for n = 1, 2, 3. We

estimate the model by the Simulated Maximum Likelihood using the GHK simulator. The appendix provides the

expression for the likelihood function.
30Plant-specific terms are denoted by ui = (u1i, u2i, u3i); using the Cholesky decomposition, ui =

(γ11ξ1i, γ21ξ1i + γ22ξ2i, γ31ξ1i + γ32ξ2i + γ33ξ3i)
′, where ξni is independently distributed N(0, 1) for all n, i. For

identification, since there is no within-plant variation in the exiting equation, we assume that γ33 = 0. The initial

conditions problem is handled following the suggestion by Heckman (1981); specifically, we model the presam-

ple period’s equations with the following exogenous variables: (i) the last year’s plant productivity, (ii) the last

year’s fraction of importing plants at 3-digit industry level, and (iii) the last year’s 3-digit industry average of

the logarithm of capital stocks. This random effects specification is still restrictive in that it does not allow for

persistent transitory shocks (e.g., AR(1)); but the results from the linear probability model reported below in

Table 7 suggest that persistent transitory shocks may not be so important once we control for random effects.
31Note that the method of Simulated Maximum Likelihood leads to asymptotically biased estimates given a

finite number of simulation draws. We examine the robustness of our results with respect to the number of

simulation draws by estimating the model with different number of simulation draws. We found that 100 draws

and 200 draws lead to very similar results for the model without random effects and that 400 draws and 800

draws lead to very similar results for the model with random effects. The results are available upon request from

the authors.
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Table 6: The Decision to Import, Invest and Exit

(A) No Random Effects (B) Random Effects

∆Capital(t+1) Import(t) Stay/Exit(t) ∆Capital(t+1) Import(t) Stay/Exit(t)

Capital(t) -0.008 0.193 0.076 -0.010 0.302 0.094

(0.001) (0.007) (0.007) (0.001) (0.010) (0.010)

[0.016] [0.005] [0.009] [0.002]

Import(t-1) 0.017 2.030 0.300 0.014 1.347 0.397

(0.005) (0.023) (0.036) (0.004) (0.032) (0.063)

[0.581] [0.045] [0.249] [0.034]

Productivity(t-1) 0.090 0.436 0.455 0.086 0.581 0.978

(0.004) (0.031) (0.044) (0.004) (0.034) (0.081)

[0.035] [0.031] [0.018] [0.024]

Industry-Capital(t) 0.012 0.015

(0.002) (0.002)

Industry-Import(t-1) 1.538 2.761

(0.055) (0.131)

[0.124] [0.086]

Industry-Exit(t-1) -1.824 -2.563

(0.377) (0.501)

[-0.124] [-0.063]

No. of Observations 29740 29740

Notes: Standard errors are in parentheses. Numbers in blankets represent changes in the probability evaluated at the

means of the right-side variables. All equations include year dummies. “Productivity(t-1)” is computed as ω̂i,t−1 ≡
φ̂t−1(xi,t−1, ki,t−1, di,t−1) − β̂kki,t−1 − β̂xxi,t−1 − β̂ddi,t−1. The data for t = 1982, ..., 1996 is used since an industry

exit rate can be computed starting only from 1981. “Industry-Capital(t)” represents the average of the logarithm of plant

capital stocks at 3-digit industry level in the beginning of year t. “Industry-Import(t-1)” is a fraction of importing plants

at 3-digit industry level in year t− 1. “Industry-Exit(t-1)” is the exit rate at 3-digit industry level in year t− 1. The data

set excludes plants without information on their initial capital stocks.
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of panel B, a 100 percent increase in productivity would lead to a statistically significant 1.8

percent increase in the probability of importing intermediates. Together with the results of the

previous section, this indicates that the direction of causality between productivity and import

status goes both ways.

The coefficients of the import variable are significantly positive in the capital accumulation

equation (24) as well as the survival equation (26). One interpretation of this result is that,

through its effect on productivity, the use of imported intermediates increases the current and

future profits as well as marginal products of capital, which in turn reduces the exiting prob-

ability and increases investment. The positive coefficients of the past import variable in the

capital accumulation and the survival equations are indicative of resource reallocation across

plants. Non-importing plants tend to accumulate less capital and are more likely to exit than

importing plants, implying that resources tend to be reallocated from non-importing plants to-

ward importing plants. Since importing plants are more productive—not only because more

productive plants tend to import but also because importing intermediates per se increases

plant productivity—resource reallocation from non-importing plants to importing plants may

be a potentially important source of aggregate productivity gains.32

Another important finding in Table 6 is that the past use of imported intermediates has a

positive and significant effect on the probability of importing even after controlling for plant-

specific random effects. According to the estimate from no random effects specification of panel

A, having imported last year increases the probability of importing this year by 58.1 percent.

The estimated impact of imported intermediates declines to 24.9 percent after controlling for

random effects but it is still large and significant.33 This suggests that sunk start-up costs

of importing intermediates play an important role in explaining the persistence of importing

intermediates.

One major concern is, however, that its validity depends on the distributional assumptions

we make; in particular, a poor fit of the plant-specific distribution may lead to an upward-biased
32This mechanism is similar to that of Melitz (2003) who emphasizes the role of endogenous export decisions for

resource reallocation; the results in this paper suggests that importing intermediate may play a similar reallocative

role as exporting.
33This is suggestive of other important sources of unobserved heterogeneity that are not captured by the

productivity ωt (e.g., unobserved heterogeneity in the cost of importing). Since the presence of unobserved

heterogeneity other than productivity ω violates the conditions for using the OP/LP estimator, this provides an

important caveat about the empirical results based on the OP/LP estimator in the previous section.
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Table 7: The Decision to Import: Linear Probability Model

(1) OLS (2) Within (3) GMM (4) GMM-AR (5) GMM (6) GMM

Import(t-1) 0.6915 0.3924 0.2681 0.3383 0.2827 0.2829

(0.0050) (0.0082) (0.0113) (0.0356) (0.0109) (0.0108)

Capital(t) 0.0115 0.0079 0.0024 0.0085 -0.0157 -0.0199

(0.0006) (0.0007) (0.0027) (0.0028) (0.0071) (0.0064)

Productivity(t-1) 0.0098 0.0107 0.0073 0.0138 0.1215 0.1085

(0.0017) (0.0015) (0.0041) (0.0050) (0.0324) (0.0286)

(Capital(t))2 — — — — 0.0036 0.0039

(0.0007) (0.0006)

(Productivity(t-1))2 — — — — -0.0087 -0.0076

(0.0025) (0.0022)

Wage(t-1) — — — — — 0.0011

(0.0033)

Nonproduction/total — — — — — 0.0142

employment(t-1) (0.0260)

AR(1) coefficient — — — 0.0635 — —

(0.0479)

No. of Observations 33200

Notes: Dependent variable is discrete import variable. Standard errors are in parentheses. All equations include year

dummies. The OLS estimator in column (1) includes 4-digit industry dummies. The System GMM estimator in columns

(3) use a lag length of 2 and 3 for instruments in the first-differenced equations and a lag length of 1 in the level equations.

The data set excludes plants without information on their initial capital stocks. The parameter ρ represents the coefficient

of AR(1) error structure.
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coefficient on the lagged import status in import equation because, in such a case, plant-specific

effects would not be sufficiently controlled. To examine further the issue of sunk start-up costs

of importing, we also estimate the import equation by using the linear probability model. While

the linear probability model has disadvantage that the predicted probabilities may lie outside of 0

and 1, the linear probability model estimated by GMM is valid under much weaker distributional

assumption on plant-specific effects than the probit model. We also examine the sensitivity of

the estimated coefficient on the past import status with respect to inclusions of other potentially

important plant-level variables.

Columns (1)-(4) in Table 7 present the estimates of the linear probability model of import

decisions from the OLS, the Within-Group, the System GMM estimators, and the System GMM

estimators with AR(1) error structure, respectively. Across all four estimators, the coefficient

on the past import status is positive and significant. Specifically, the System GMM estimator

in column (3), which deals with the issues of both the presence of plant-specific effect and

the endogeneity of past import status, indicates that having imported last year increases the

probability of importing this year by 26.8 percent, providing further evidence for the existence of

sunk costs of importing. Allowing for AR(1) error shocks in column (4), we have a larger estimate

of 33.8 percent while the estimate of AR(1) coefficient is not significantly different from zero. To

further examine the robustness of the results with respect to misspecification, we estimated the

linear probability model with the quadratic terms for capital and productivity in column (5) and

with additional explanatory variables of past wage and the ratio of nonproduction employment

to total employment in column (6); even with additional controls, the coefficients on the past

import status in columns (5)-(6) are significant and of the similar magnitude to that of the

system GMM estimator in column (3).

8 Conclusion

The results in this paper demonstrate significant plant-level evidence that imported intermedi-

ates improve a plant’s productivity. We found that by switching from being a non-importer to

an importer of foreign intermediates a plant can immediately improve productivity by 2.3 to

22.0 percent. We also found some evidence for a positive dynamic effect of the use of imported

materials. Intermediate imports, therefore, allow plants to adopt technology from abroad and
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substantially benefit from foreign research and development. This result alone is important for

both government policy and plant production strategy.

The paper also provides one of the first detailed empirical analyses in the literature on import

decision and its interaction with investment and exiting decisions at plant-level. Estimating

plant’s dynamic decisions to import, invest, and exit, we found that inherently productive plants

are more likely to import intermediates and, in turn, importing intermediates—probably through

its positive productivity effect—increases plant’s investment and decreases the probability of

exiting. The result indicates that intermediate import may play an important role for aggregate

productivity growth not only because it has a direct effect on plant productivity but also because

it induces resource reallocation from low productivity plants to high productivity plants. We

also found the evidence for a significant sunk start-up cost of importing intermediates.

The empirical findings of this paper shed new light on the issue of how trade policy affects

aggregate productivity and suggest directions for future research. Recent developments in trade

theory, focusing on heterogeneous plants, suggest that understanding the plant-level export re-

sponse to trade policy is a crucial factor in understanding its impact on aggregate productivity

(e.g., Melitz, 2003; Bernard, Eaton, Jensen and Kortum, 2003). Our results imply that under-

standing the plant-level import decisions may be particularly important in understanding the

impact of trade policy on aggregate productivity and welfare. The exposure to trade may induce

the more productive plants to start importing intermediates and subsequently lead to resource

reallocation from productive importers to less productive non-importers.
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9 Appendix

In this appendix, we derive the likelihood function to estimate the model for plants’ decisions

to invest, import and exit, (24)-(26), which are rewritten as:

ki,t+1 − kit = Xk
itα + ε1,it,

dit = 1(Xd
itψ + ε2,it > 0),

χit = 1(Xχ
itϑ + ε3,it > 0),

where

Xk
itα = αt + αzZ

k
it + α1di,t−1 + α2kit + α3ωi,t−1

Xd
itψ = ψt + ψzZ

d
it + ψ1di,t−1 + ψ2kit + ψ3ωi,t−1

Xχ
itϑ = ϑt + ϑzZ

χ
it + ϑ1di,t−1 + ϑ2kit + ϑ3ωi,t−1.
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See the main text for the variable definitions.

First, we derive the likelihood function for the model without random effects. We assume

that εit = (ε1,it, ε2,it, ε3,it)′ is jointly normally distributed with mean zero and variance-covariance

matrix Σ. Let Λ be the unique lower triangular Cholesky decomposition: Σ = ΛΛ′. Then,

εit ≡ (λ11η1,it, λ21η1,it + λ22η2,it, λ31η1,it + λ32η2,it + λ33η3,it)′, where λm,n is the (m, n) element

of Λ, and ηn,it is independently distributed N(0, 1) for all n, i, t. For identification, we assume

that E[εn,it] = 1 for n = 1, 2, 3. Denote the parameter vector to be estimated by β. Let

η̂1,it(β) =
(ki,t+1 − kit)−Xk

itα

λ11
.

Then, the likelihood contribution from the observation (i, t) is given by

Lit(β) =





P (χit = 0) for χit = 0, and

(1/λ11)φ(η̂1,it(β))P (dit, χit = 1|η̂1,it(β)) for χit = 1

where

P (χit = 0) = 1− Φ(Xχ
itϑ),

and

P (dit, χit = 1|η̂1,it) = (27)∫ ∫
1(Xd

itψ + λ21η̂1,it + λ22η
′
2 > 0)1(Xχ

itϑ + λ31η̂1,it + λ32η
′
2 + λ33η

′
3 > 0)φ(η′2)φ(η′3)dη′2dη′3.

The parameter vector β is estimated by maximizing the log likelihood function

max
β

N∑

i=1

Ti1∑

t=Ti0

lnLit(β).

For the model with random effects, εit = (ε1,it, ε2,it, ε3,it)′ is decomposed into idiosyncratic

terms and plant-specific terms. Plant-specific terms are denoted by ui = (u1i, u2i, u3i)′ so that

εn,it = uni + ηn,it for n = 1, 2, 3. Using the Cholesky decomposition, ui = (γ11ξ1i, γ21ξ1i +

γ22ξ2i, γ31ξ1i + γ32ξ2i + γ33ξ3i)′, where ξni is independently distributed N(0, 1) for all n, i. Since

there is no within-plant variation in the exiting equation, for identification, we assume that

γ33 = 0; this means that we can drop ξ3i from our consideration. Denote ξi = (ξ1i, ξ2i)′. For

identification, we assume E[εn,it] = 1 for n = 1, 2, 3.

Let

η̂1,it(β; ξ) =
(ki,t+1 − kit)−Xk

itα− γ11ξ1

λ11
.
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Then, the likelihood contribution from the observation (i, t), conditioned on the value of ξ, is

given by

Lit(β; ξ) =





P (χit = 0|ξ) for χit = 0, and

(1/λ11)φ(η̂1,it(β; ξ))P (dit, χit = 1|η̂1,it(β; ξ), ξ) for χit = 1

where

P (χit = 0|ξ) = 1− Φ(Xχ
itϑ + γ31ξ1 + γ32ξ2),

and

P (dit, χit = 1|η̂1,it, ξ) =
∫ ∫

1(Xd
itψ + λ21η̂1,it + λ22η

′
2 + γ21ξ1 + γ22ξ2 > 0) (28)

1(Xχ
itϑ + λ31η̂1,it + λ32η

′
2 + λ33η

′
3 + γ31ξ1 + γ32ξ2 > 0)φ(η′2)φ(η′3)dη′2dη′3.

To deal with the initial conditions problem, we follow the suggestion by Heckman (1981);

specifically, we model the initial year’s equations for investment and discrete import decisions

with the following variables:34 (i) the last year’s plant productivity, (ii) the last year’s fraction

of importing plants at 3-digit industry level, and (iii) the last year’s 3-digit industry average of

the logarithm of capital stocks. Denote the vector of those three variables by Zit. The likelihood

contribution from the initial year’s observation for plant i, conditioned on a plant-specific effect

ξ, is computed as:

Lp
it(β; ξ) = (1/λp

11)φ(η̂p
1,it(β; ξ))P p(dit, χit = 1|η̂p

1,it(β; ξ), ξ)

where η̂p
1,it(β; ξ) = (ki,t+1−kit)−Zitα

p−ρp
1γ11ξ1

λp
11

and

P p(dit, χit = 1|η̂p
1,it, ξ) =

∫
1(Zitψ

p + λp
21η̂

p
1,it + λp

22η
′
2 + ρp

2(γ21ξ1 + γ22ξ2) > 0)φ(η′2)dη′2.

Note that the parameter vector in the initial year’s equations (αp, ψp, λp
11, λ

p
21, λ

p
22) is different

from (α, ψ, λ11, λ21, λ22). We introduce the parameters ρp
1 and ρp

2 as suggested by Heckman

(1981).

Then, the plant i’s likelihood contribution is derived by integrating out the plant-specific

effect as:

Li(β) =
∫ ∫

Lp
i,Ti0

(β; ξ′)
Ti1∏

t=Ti0+1

Lit(β; ξ′)φ(ξ′1)φ(ξ′2)dξ′1dξ′2. (29)

34We do not observe the exit decision at the initial year.
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The parameter vector β is estimated by maximizing the log likelihood function

max
β

N∑

i=1

ln Li(β).

To evaluate the integrals of the right hand side of (28)-(29), we use the GHK simulator. Note

that the method of Simulated Maximum Likelihood leads to asymptotically biased estimates

given a finite number of simulation draws. Estimating the model with serially correlated errors

accurately may require a large number of simulation draws as some Monte Carlo studies suggest

[c.f., Geweke, Keane, and Runkle (1997) and Lee (1997)]. We examine the robustness of our

results with respect to the number of simulation draws by estimating the model with different

number of simulation draws. As shown in Table (8)-(9), we found that 100 draws and 200 draws

lead to very similar results for the model without random effects and that 400 draws and 800

draws lead to very similar results for the model with random effects.
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Table 8: Estimates of Import/Exit/Investment Decision (No Random Effects, Basic
Sample)

Simulation Draws R=20 R=100 R=200

Dependent Variable: ∆k(t + 1)

dt−1 0.0170 0.0170 0.0170

(0.0048) (0.0048) (0.0048)

kt -0.0084 -0.0084 -0.0084

(0.0013) (0.0013) (0.0013)

ωt−1 0.0903 0.0903 0.0903

(0.0041) (0.0042) (0.0042)

Industry-Capital(t) 0.0121 0.0121 0.0121

(0.0017) (0.0017) (0.0017)

Dependent Variable: d(t)

dt−1 2.0995 2.0997 2.0997

(0.0192) (0.0221) (0.0233)

[0.5807] [0.5807] [0.5807]

kt 0.1929 0.1930 0.1930

(0.0058) (0.0064) (0.0067)

[0.0156] [0.0156] [0.0156]

ωt−1 0.4344 0.4364] 0.4361

(0.0290) (0.0300) (0.0305)

[0.0350] [0.0352] [0.0352]

Industry-Import(t-1) 1.5399 1.5382 1.5381

(0.0548) (0.0548) (0.0548)

[0.1242] [0.1240] [0.1240]

Dependent Variable: χ(t)

dt−1 0.2999 0.3001 0.3001

(0.0363) (0.0364) (0.0364)

[0.0448] [0.0448] [0.0448]

kt 0.0763 0.0763 0.0763

(0.0065) (0.0065) (0.0065)

[0.0052] [0.0052] [0.0052]

ωt−1 0.4527 0.4547 0.4550

(0.0441) (0.0440) (0.0440)

[0.0306] [0.0308] [0.0308]

Industry-Exit(t-1) -1.8355 -1.8247 -1.8235

(0.3769) (0.3768) (0.3768)

[-0.1242] [-0.1236] [-0.1236]

Variance-Covariance Matrix

λ11 0.3114 0.3114 0.3114

(0.0005) (0.0005) (0.0005)

λ21 0.0679 0.0679 0.0679

(0.0122) (0.0122) (0.0122)

λ31 -0.0140 -0.0141 -0.0141

(0.1110) (0.1110) (0.1110)

λ32 -0.0004 -0.0016 -0.0017

(0.1932) (0.3077) (0.3471)

Log-Likelihood -40509.1581 -40509.1457 -40509.1447

No. of Observations 29740

37



Table 9: Estimates of Import/Exit/Investment Decision (No Random Effects, Ex-
tended Sample)

Simulation Draws R=20 R=100 R=200

Dependent Variable: ∆k(t + 1)

dt−1 0.0126 0.0126 0.0126

(0.0041) (0.0041) (0.0041)

kt -0.0060 -0.0060 -0.0060

(0.0011) (0.0012) (0.0012)

ωt−1 0.0773 0.0773 0.0773

(0.0034) (0.0034) (0.0034)

Industry-Capital(t) 0.0203 0.0203 0.0203

(0.0013) (0.0013) (0.0013)

Dependent Variable: d(t)

dt−1 2.1150 2.1150 2.1150

(0.0182) (0.0209) (0.0217)

[0.5743] [0.5744] [0.5744]

kt 0.1959 0.1958 0.1958

(0.0053) (0.0056) (0.0057)

[0.0123] [0.0123] [0.0123]

ωt−1 0.4262 0.4258 0.4258

(0.0252) (0.0269) (0.0274)

[0.0268] [0.0268] [0.0268]

Industry-Import(t-1) 1.4654 1.4647 1.4647

(0.0518) (0.0518) (0.0518)

[0.0920] [0.0920] [0.0920]

Dependent Variable: χ(t)

dt−1 0.3234 0.3233 0.3233

(0.0336) (0.0337) (0.0337)

[0.0596] [0.0596] [0.0596]

kt 0.0752 0.0752 0.0752

(0.0063) (0.0063) (0.0063)

[0.0079] [0.0079] [0.0079]

ωt−1 0.3993 0.3998 0.3998

(0.0379) (0.0380) (0.0380)

[0.0418] [0.0418] [0.0418]

Industry-Exit(t-1) -1.8691 -1.8605 -1.8606

(0.3227) (0.3227) (0.3227)

[-0.1956] [-0.1947] [-0.1947]

Variance-Covariance Matrix

λ11 0.2907 0.2907 0.2907

(0.0005) (0.0005) (0.0005)

λ21 0.0691 0.0691 0.0691

(0.0111) (0.0111) (0.0111)

λ31 -0.0225 -0.0225 -0.0225

(0.0959) (0.0959) (0.0959)

λ32 -0.0005 -0.0007 -0.0008

(0.1623) (0.2517) (0.2769)

Log-Likelihood -44904.2160 -44904.2148 -44904.2144

No. of Observations 29740
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Table 10: Estimates of Import/Exit/Investment Decision (Random Effects, Basic
Sample)

R=200 R=400 R=800

Dependent Variable: ∆k(t + 1)

dt−1 0.015 0.015 0.014

(0.004) (0.004) (0.004)

kt -0.010 -0.010 -0.010

(0.001) (0.001) (0.001)

ωt−1 0.085 0.086 0.086

(0.004) (0.004) (0.004)

Industry-Capital(t) 0.015 0.015 0.015

(0.002) (0.002) (0.002)

Dependent Variable: d(t)

dt−1 1.357 1.347 1.347

(0.033) (0.032) (0.032)

[0.260] [0.249] [0.249]

kt 0.288 0.302 0.302

(0.010) (0.010) (0.010)

[0.010] [0.009] [0.009]

ωt−1 0.593 0.582 0.581

(0.032) (0.033) (0.034)

[0.020] [0.018] [0.018]

Industry-Import(t-1) 2.599 2.761 2.761

(0.130) (0.131) (0.131)

[0.088] [0.086] [0.086]

Dependent Variable: χ(t)

dt−1 0.439 0.397 0.397

(0.059) (0.062) (0.063)

[0.045] [0.034] [0.034]

kt 0.082 0.094 0.094

(0.009) (0.010) (0.010)

[0.003] [0.002] [0.002]

ωt−1 0.724 0.978 0.978

(0.075) (0.080) (0.081)

[0.026] [0.024] [0.024]

Industry-Exit(t-1) -1.980 -2.563 -2.563

(0.464) (0.498) (0.501)

[-0.072] [-0.063] [-0.063]

Variance-Covariance Matrix

λ11 0.305 0.305 0.305

(0.001) (0.001) (0.001)

λ21 0.067 0.063 0.063

(0.014) (0.015) (0.015)

λ31 -0.019 -0.023 -0.022

(0.093) (0.084) (0.086)

λ32 0.000 0.000 0.000

(0.266) (0.262) (0.281)

γ11 0.019 0.019 0.019

(0.003) (0.003) (0.003)

γ21 0.902 0.917 0.917

(0.033) (0.034) (0.034)

γ22 0.000 0.001 0.000

(0.084) (0.105) (0.217)

γ31 0.006 0.061 0.062

(0.058) (0.088) (0.110)

γ32 0.58 0.758 0.758

(0.065) (0.073) (0.073)

Log-Likelihood -42740.01 -42710.75 -42708.37

No. of Observations 29740
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Table 11: Descriptive Statistics in 1980 (Extended Sample)
Interme- Import Output/ No. of

Output Capital Labor Energy diates Ratios Workers Plants

All 98.33 40.76 54.33 0.64 50.65 0.07 1.18 4502

Plants (468.41) (233.12) (127.34) (7.65) (235.82) (0.18) (1.93)

Importing 442.28 180.44 168.44 2.91 203.11 0.37 2.58 308

Plants 1003.26) (430.15) (231.34) (14.46) (404.55) (0.26) (3.69)

Non-Importing 22.03 10.91 25.93 0.08 13.02 0.00 0.75 2626

Plants (57.58) (74.60) (29.39) (0.57) (32.36) (0.00) (0.84)

Switchers 158.55 63.32 79.48 1.13 83.72 0.13 1.62 1568

(625.17) (323.55) (173.49) (11.18) (343.34) (0.22) (2.43)

Survivors 201.20 77.06 84.34 1.46 99.60 0.11 1.65 1460

(784.12) (377.72) (192.22) (12.87) (388.51) (0.22) (2.64)

Quitters 48.95 23.34 39.93 0.25 27.16 0.05 0.95 3042

(149.14) (105.10) (75.05) (2.59) (90.49) (0.15) (1.41)

Notes: Standard errors are in parentheses. The statistics are based on the extended sample, where a missing initial capital

stock is imputed by a projected initial capital stock based on other reported plant observables. “Importing Plants” are plants

that continuously imported foreign intermediates in the sample. “Non-Importing Plants” are plants that never imported

foreign intermediates in the sample. “Switchers” are plants that switched their import status in the sample. “Survivors” are

plants that did not exit during the sample period (1980-1996) while “Quitters” exit during the sample period. “Output,”

“Capital,” “Energy,” and “Intermediates” are measured in millions of 1980 pesos. “Labor” is the number of workers.

“Import Ratios” are the ratios of imported intermediate materials to total intermediate materials.

Table 12: Transition Probability of Import Status and Exit (Extended Sample)
Year t status No Imports Imports

Year t + 1 status No Imports Imports Exit No Imports Imports Exit

1981-1985 ave. 0.832 0.052 0.116 0.169 0.785 0.046

1986-1990 ave. 0.877 0.052 0.071 0.176 0.801 0.023

1991-1995 ave. 0.866 0.064 0.070 0.126 0.852 0.023

1981-1995 ave. 0.858 0.056 0.086 0.157 0.813 0.031

Notes: The statistics are based on the extended sample, where a missing initial capital stock is imputed by a projected

initial capital stock based on other reported plant observables.
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Table 13: The Decision to Import: Linear Probability Model (Extended Sample)

(1) OLS (2) Within (3) GMM (4) GMM-AR (5) GMM (6) GMM

Import(t-1) 0.7017 0.3993 0.2725 0.3568 0.2841 0.2846

(0.0046) (0.0077) (0.0097) (0.0296) (0.0093) (0.0092)

Capital(t) 0.0102 0.0076 0.0037 0.0061 -0.0197 -0.0243

(0.0005) (0.0006) (0.0022) (0.0024) (0.0052) (0.0045)

Productivity(t-1) 0.0104 0.0109 0.0071 0.0147 0.0962 0.0775

(0.0016) (0.0013) (0.0038) (0.0039) (0.0239) (0.0209)

(Capital(t))2 — — — — 0.0037 0.0041

(0.0005) (0.0004)

(Productivity(t-1))2 — — — — -0.0070 -0.0057

(0.0018) (0.0016)

Wage(t-1) — — — — — -0.0042

(0.0026)

Nonproduction/total — — — — — 0.0219

employment(t-1) (0.0207)

AR(1) coefficient — — — 0.0523 — —

(0.0411)

No. of Observations 45518

Notes: The regressions are based on the extended sample, where a missing initial capital stock is imputed by a projected

initial capital stock based on other reported plant observables. Standard errors are in parentheses. All equations include

year dummies. The OLS estimator in column (1) includes 4-digit industry dummies. The System GMM estimator in

columns (3) use a lag length of 2 and 3 for instruments in the first-differenced equations and a lag length of 1 in the level

equations.
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