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Abstract

Mapping properties of the Fourier transform between weighted Lebesgue and Lorentz
spaces are studied. These are generalizations to Hausdorff-Young and Pitt’s inequalities.
The boundedness of the Fourier transform on R™ as a map between Lorentz spaces leads
to weighted Lebesgue inequalities for the Fourier transform on R".

A major part of the work is on Fourier coefficients. Several different sufficient condi-
tions and necessary conditions for the boundedness of Fourier transform on T, viewed as
a map between Lorentz A and I" spaces are established. For a large range of Lorentz in-
dices, necessary and sufficient conditions for boundedness are given. A number of known
inequalities for generalized quasi concave functions are generalized and improved as part
of the preparation for the proofs of the Fourier series results.

The Lorentz space results are used to obtain conditions that guarantee the continuity
of the Fourier coefficient map between weighted LP spaces. Applications to Llog L and
Lorentz-Zygmund spaces are also given.

Keywords: weighted inequalities, Fourier transform, Fourier series, Lorentz spaces,
weighted Lebesgue spaces, quasi concave functions, L log L, Lorentz-Zygmund space.
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Glossary of notations

(X, 1) 5
L.X)or L, 5
L 5
Jo 5
LP(p) 5
LP(w) 6
T 6
m 6
LTt 6
fl 6
1l 6
ASB 6
A~ B 6
[if 6
I 6
fe 7
f** 8
f=<yg 8
B, 11
RB, 12
F 12
f 12
Ty 12
A 14
Tu 16
u® 16
AP(w) 19
I'?(w) 20
OP(w) 20

Sl
—_ 3
o g
o9

h

[N )
N —

L™?(log L)* 22

Qg 24
Py 25
P 25
kP 25
w,(t) 26
K7 26

A general measure space equipped with a o-finite measure pu.
The collection of p-measurable functions f : X — C.
The collection of non-negative pu-measurable functions on X.

Denotes the pointwise convergence of the increasing sequence of functions f,,.

The function space LP over a measure space (X, ).

The weighted LP space on R™ or T with weight w.

The unit circle.

The Lebesgue measure on R™ or T.

The collection of non-negative Lebesgue measurable functions on (0, 00)
Indicates the function f € L™ is decreasing.

The weighted LP norm on (0, co) with weight w.

Means A < ¢B for some constants ¢ > 0.

Means c;A < B < ¢ A for some constants ¢; and cs.

The distribution function of f € L,,.

The decreasing rearrangement of f.

The increasing rearrangement of f, that is f® = ((1/f)*)~".

The maximal function of f.

Denotes f** < g**.

A specific class of weight function on (0, 00).

A specific class of weight function on (0, 00).

The Fourier transform on R”, T or Z.

Fourier transform of a function f on R™ or T.

The translation operator.

The collection of averaging operators on L™.

The integral of u defined as Tu(x) = [ u(t) dt.

The level function of v with respect to Lebesgue measure.

The Lorentz A space with weight w.

The Lorentz I' space with weight w.

The Lorentz © space with weight w.

The Lorentz space L™P.

The Zygmund space.

The Lorentz-Zygmund space.

The cone of functions f with t*f(t) increasing and t=? f(¢) decreasing.
The subclass of Lt containing functions f such that f(xz) = 2" on (0, 1).
The subclass of LT containing functions that are constant on (0, 1).
The function in L* defined as k%%(¢) = min(2~%?, 25t=%).

The function in L™ defined as w,(t) = min(z2,¢72).

A specific positive integral operator with the kernel k%7,



Introduction

Mapping properties of the Fourier transform are well-known in simple cases. The Fourier
transform maps integrable functions on R™ into the space of bounded functions. Plancherel’s
theorem asserts that F : L? — L? is an isometry and hence a bounded map. Thus, the
Fourier transform is of strong type (1,00) and (2,2). An application of the Riesz-Thorin
interpolation theorem yields the Hausdorff-Young inequality, that is, F : L? — L* is
bounded when 1 <p < 2and p' =p/(p—1).

The Hausdorff-Young inequality, ||f|l,y < ||f]l,. is sharp for the Fourier series, that
is, the best constant is 1. Its Fourier transform version is due to Titchmarsh [T].
However, the sharp version for the Fourier transform was unknown until 1961, when
Babenko in [Ba] proved ||f]l,y < A,/ fll, for even numbers p, with the best constant
A, = (pV?)/(p')™*". The extension to 2 < p’ < oo was obtained by Beckner in [Be].

The first weighted Fourier inequality is probably the one formulated by Hardy and
Littlewood in [HL](1927). They showed that for 1 < p < 2, there exists C' > 0 such that

(/01 |f () PP~ dx) " <C ( i |f(n)|p> l/p, Vf e e, (1)

n=—oo

and for p > 2, there exists C' > 0 such that

(i rf<n>\p> l/pgc( [ 1 i) Y owere o

n=—oo

Hereafter, the constant C' in weighted norm inequalities such as (1) and (2) is a positive
number that is independent of f but may depend on the exponents and weights involved.
Moreover, this constant varies from one inequality to another.

Pitt generalized this theorem in [Pi](1937). He proved that when 1 < p < ¢ < o0,
0<a<l1l/p,andb=1—a—1/p—1/q <0, the following inequalities hold for f € L'(T).

( / @)t dx) "ec ( 5 |f<n>|p|n|m> 7 3)

n=—oo

( i If(nﬂqlnlbq) N <C (/01 |f () [Pam dx) l/p. (4)

n=—0oo



Observe that when ¢ = p and a = 0, Inequality (3) reduces to (1). Similarly, when ¢ = p
and a = (p—2)/p, Inequality (4) reduces to (2). Moreover, the Hausdorff-Young inequal-
ity, with a different constant, is recovered from (4) when 1 < p <2, g =p',anda = b = 0.

The above inequalities deal with power weights only. The problem of obtaining
Fourier inequalities in Lebesgue spaces with general weights was posed by Muckenhoupt
in [Mu](1979). Specifically, the problem was to characterize those weights u, w for which
F : LP(w) — L%(u) is bounded. This turns into the weighted Fourier inequality

1/p

(/ F ()17 uly) dv) v <C ( 5 |f(2) P w(z) dg;) , (5)

Benedetto and Heinig in [BH1| (1982) used a rearrangement estimate from Calderon
that characterizes the quasi-linear operators, T', that are of weak type (1,00) and (2,2).
For such an operator we have

1/t

fr(z)do + 742 /OO V2 f (2) dx) :

1/t

(Tf)(t) < e (

0

where f* denotes the decreasing rearrangement of f. Using this estimate, they obtained
the following sufficient condition for (5): For 1 < p < ¢ < 0o, and even weight functions
u,w on R, where u is decreasing and w is increasing on (0, 00), the inequality

) F )1 uly) dy " <o | ()P w(x) d " (6)
( )

o0 —0o0

1/2z 1/q z/2 . /v
sup (/ u(t) dt) (/ w(t) P dt> < 00.
>0 0 0

They also proved the converse to this result when 1 < p,q < oo.

holds if

Benedetto, Heinig and Johnson in [BHJ2](1987) generalized this result to arbitrary
weights on R. They obtained the following sufficient condition for (6) when 1 < p < ¢ <

| sup ( /O v u*(t) dt) ( /0 ' w® (t) dt) " < 0. (7)

Here w® is the increasing rearrangement of w.

1/q

Benedetto and Heinig in [BH2](2003), provided new approaches to obtain Fourier
inequalities. One approach is based on the following rearrangement estimate from Jodeit
and Torchinsky [JT]:

/Oz(f)*(t)2 dt < D/Oz (/Ol/t f*>2 dt, >0, felL'+L2 (8)



The above inequality holds for any sublinear operator of type (1,00) and (2,2). Using
this estimate together with the Hardy-Littlewood-Polya rearrangement inequality, Ben-
detto and Heinig proved the sufficient condition (7) for weights on R™.

They also introduced the Lorentz space method to obtain Fourier inequalities in
weighted Lebesgue spaces. The key is to use the Hardy-Littlewood-Polya rearrangement
inequality to reduce (5) to

( /0 () dt) e ( /0 T et () dt) ) ()

Comparing this inequality to the definition of Lorentz A norm,

I llasgun = ( | rarue dt) "

shows that (9) is a Fourier inequality in Lorentz spaces, that is || f||saque) < C|f||apwe)-

This motivates the problem of finding relations between weights u, w that are sufficient
or necessary for || f]|aa) < C||f||lap@w). In other words, we are interested in characterizing
the boundedness of the Fourier transform viewed as F : AP(w) — A9(u). Benedetto and
Heing obtained sufficient conditions for the case 1 < p < ¢ and ¢ > 2, and for the case
2 < g < p. They applied their results to weighted L” spaces and provided sufficient
conditions for (5).

Sinnamon took a different approach and worked on inequalities of type || /]| ra(u) <
C||f|lrr(w)- The Lorentz I' space generalizes the Lorentz A space in that whenever AP(w)
is a Banach function space, it coincides with I'’(w). However, for certain weights AP(w)
is no longer a Banach function space while I'’(w) is.

In [Si4] (2003), Sinnamon used (8) to obtain sufficient conditions for || f|| A <
C|lf|lrrw) in the case 0 < p < ¢ and ¢ > 2, and the case 2 < ¢ < p. He also constructed

test functions that provide a necessary condition for || f|| sy < C||fllre@w). That led to
a characterization of weights u,w for which the Fourier transform F : T?(w) — A%(u)
is bounded when p < 2. The relation between u and w is stated in terms of the level
function of the weight w.

In his subsequent work [Si5](2006), Sinnamon introduced the Lorentz space ©P(w),
which he used to formulate a necessary and sufficient condition for boundedness of
F :TP(w) — A%u) in the case 0 < p <2 <gq.

One of our objectives in this thesis is to unify and furthermore extend the work of
Benedetto, Heinig and Sinnamon. In the case p < ¢, we use Sinnamon’s work to present
new proofs for results of Benedetto and Heinig. We also provide new sufficient and nec-
essary conditions for the boundedness of the Fourier transform between various Lorentz



spaces.

Research in Fourier inequalities has mostly focused on the Fourier transform on R",
while very little is known about the boundedness of Fourier coefficients viewed as a map
between weighted spaces. A major part of our work in this thesis is to provide Fourier
series inequalities in weighted Lorentz spaces and weighted Lebesgue spaces.

Organization of the thesis

Chapter 1 contains most of the mathematical prerequisites. We briefly discuss some
standard topics including Banach function spaces, the decreasing rearrangement, the
Fourier transform and some useful inequalities. We discuss the definition and proper-
ties of the level function, which proves to be useful in formulating our necessary and
sufficient conditions for Fourier inequalities. We also provide some details on different
types of Lorentz spaces with general weights, as well as the well-known Lorentz-Zygmund
spaces.

In Chapter 2, we introduce the cone of quasi concave functions as one of the main
tools in our work. We reproduce and generalize some known inequalities concerning gen-
eralized quasi concave functions. Some particular cases of our results are used in Chapter
4 to prove our sufficient conditions for Fourier series inequalities.

Norm inequalities for the Fourier transform on R™ are studied in Chapter 3. Based on
Sinnamon’s work, we obtain several conditions that are sufficient or necessary for conti-
nuity of the Fourier transform as a map between Lorentz spaces. A number of examples
are provided to illustrate and compare these results. We also improve, reproduce and
provide new proofs for results of Benedetto and Heinig on Fourier inequalities in Lorentz
spaces and weighted Lebesgue spaces.

Fourier series in Lorentz spaces are covered in Chapter 4. We adapt Sinnamon’s
approach and use our method from Chapter 3 to provide Lorentz norm inequalities for
Fourier series. First we start with sufficient conditions for continuity of the Fourier co-
efficient map, viewed as a map between Lorentz spaces. Then we give the details of
construction for the test functions that lead to our necessary conditions. Combining the
sufficient conditions and the necessary conditions, we provide several characterizations
of the boundedness of the Fourier coefficient map between Lorentz spaces.

In Chapter 5, we apply our results on Fourier series in Lorentz spaces to provide
weighted LP norm inequalities for the Fourier series. We also apply our results to L log L
and Lorentz-Zygmund spaces as important instances of Lorentz I' and A spaces. In
particular, we provide a converse to certain results obtained by Bennett and Rudnick.



Chapter 1

Preliminaries

1.1 Basic concepts

1.1.1 The L? spaces

Let (X, 1) be a o-finite measure space. By L,(X) or simply L,, we mean the collection of
all y-measurable complex-valued functions on X. We write L:[ to denote the subcollection
of L, that consists of non-negative functions. If {f,} is a sequence of functions in L,
the notation f,, ' f means {f,} is an increasing sequence and converges to f pointwise
p-a.e. Assume 0 < p < oco. The Lebesgue space LP(u) contains all functions in L, for

which Y
Lo = ( [ du(x))

is finite. For p = oo the above equation is replaced with
[f1[ ooy = esssup | f()].
zeX

As usual we consider two functions to be equal if they are equal almost everywhere with
respect to measure p. A linear operator defined on a vector space containing LP(u) is
said to be of type (p,q) if T maps LP(u) into L%, that is if T : LP(u) — L%(v) is bounded.

If 1 <p < oo, we have the well-known Hélder’s inequality,

1 1

/ Fllaldi < 1 lillglvgy: =+ = =1,
X p p

and Minkowski’s inequality,
1f 4+ 9llog < Wf o + 9l Lo

We also require the Minkowski’s integral inequality,

</(/f(x7y) dV(y)>pdu(:c))l/p§/(/f(x,y)f’du(x)y/pdy(y),



for 1 < p < oo, where f > 0 is a g X v-measurable function on (X x Y, u x v). For
0 < p < 1 the Minkowski’s inequalities hold in the reverse direction, That is,

1+ gllzry 2 1 F ey + Ngllze,

(/(/”%”“WU%M@YME/(/ﬂawwmmf”w@»

There are certain measure spaces that we frequently encounter in our Fourier inequal-
ities: R™ with Lebesgue measure, the unit circle T with normalized Lebesgue measure
(i.,e. m(T) = 1), the integers Z with counting measure, and the half line [0, 00) with
Lebesgue measure.

By a weight function on either of these spaces, we mean a non-negative, locally
integrable function that is nonzero on a set of positive measure. If w(z) is a weight on
R™, T or Z, the weighted Lebesgue space LP(w) is defined by

and

\UM%@Z([JN@Vw®ﬁm@0Ui

where (X, p1) is either of the spaces R™, T or Z with the standard measure.

We introduce more specific notation for non-negative measurable functions on [0, 00).
The collection of all these functions is denoted by L. We sometimes write f | to
state f € LT is decreasing. By “decreasing” we mean “non increasing”, thus a constant
function is decreasing in this sense. If w € LT is a weight on [0, 00), we write || f||,.. for
the weighted L norm of f € L™, that is

o 1/p
£ = ([ sorotyar) ., rerr
0
For the unweighted case we drop “w” and simply write || f||,.

We will use some standard notations for inequalities. If A and B are mathematical
expressions (usually depending on parameters or classes of functions), A 5 B means
there exists a constant ¢ > 0 such that A < ¢B. We say A and B are equivalent and
write A ~ B if there exist positive constants cq, ¢ such that c;A < B < A

1.1.2 The decreasing rearrangement

For f € L, the function
1) = € X ¢ |f(@)] > A}

is called the distribution function of f. Notice that py is a non-negative, decreasing
function on [0,00). The decreasing rearrangement of f is defined as the generalized
inverse of 1y and is denoted by f*. That is,

F1() = inf{a : ppla) < 1},

with the convention inf ) = co. The elementary properties of ps and f* are gathered in
the following theorem.



Proposition 1.1. Let f, f,,g € L,, 0 #a € C and 0 < p < o0.
(i

wr and f* are non-negative, decreasing, right continuous functions on the half line.

) H

(i) f*=my, and py = my, where m is Lebesgue measure on the real line.
(ii1) pag(N) = 1y(2) and (af)* = [alf".

(i) |fI < lgl, p-a.e. implies pp < pg and f* < g*.

(v) [ful 7 |f] implies py, 7 py and fr 7 f*.

(vi) (fr)" = (f) for f € L+,
(vii) f*(ur(N) < X and pe(f*(t)) <t, fort, A >0.
Proof. See Propositions 2.1.3 and 2.1.6 in [BSh]. H

The L? norm is invariant under rearrangements. More precisely:

Proposition 1.2. Let f € L, and 0 < p < co. Then

Jitran=p [ 3= [T rera

esssup |f| = inf{\ : ps(\) =0} = £7(0).

zeX

Proof. See Proposition 2.1.8 in [BSh]. O

and for p = oo,

This implies || f||zr = || f*]|, for 0 < p < 0.

Occasionally we will use the increasing rearrangement of a function.

Deﬁnltlon 1.3. Let f € L,. The increasing rearrangement of f is defined by f® =

((a/n)

Proposition 1.4. The Hardy-Littlewood-Polya inequality
For any functions f,g € L, we have:

/X Faldp < / CFOg @) di,  and (11)

/!fg|du>/ fr(t (1.2)

Proof. See Theorem 4.2.2 in [BSh| for the proof of the first inequality. The second
inequality is proved in [H]. O



1.1.3 The maximal function

Let f € L,. The moving average

1t
_g\/0f>

is called the maximal function of f. Notice that f** is not the same as (f*)*. The latter
is just equal to f*. The notation f < g in the literature often means f** < ¢g** and we
will use these two notations interchangeably.

The primary properties of the maximal function are described in the following.
Proposition 1.5. Let f, f,,g € L, and 0 # a € C.
¥ is a non-negative, decreasing, continuous function on the half line.
tf** is increasing on the half line.
*(t) >0 for allt € (0,00) unless f =0 p-a.e.
R A
af)™ = lalf*.
£ < lgl pace. implies f* < g*
Ful A1) implies f= 7 £
(f+g)™<f=+g™
Proof. See Proposition 2.3.2 and Theorem 2.3.4 in [BSh]. ]

Observe that the last property does not hold for f*, that is (f + ¢g)* £ f*+ ¢* in
general. Take f = x(,1) and g = x(1,2) as an example.

Proposition 1.6. Hardy’s lemma. Two functions f,g € L™ satisfy

/Of(t) tS/Og(t) t, x>0,

/ (1) dt</oog(t)go(t)dt

for all decreasing functions ¢ € LT.

if and only iof

Proof. See Proposition 2.3.6 in [BSh] for a proof. O



1.1.4 Banach function spaces

The Fourier inequalities in this thesis are stated in terms of various norms on functions.
Before describing those norms and corresponding function spaces we present some general
definitions.

Definition 1.7. A function p : L, — [0,00] is called a Banach function norm if for
f,9,fn € L, and a € CU {00},

(i) p(f) =0 if and only if f =0 p-a.e.

p(

(i) plaf) = lalp(f)-
p(f +9) < p(f) + p(9).
p(

p(f

(iii

(iv) p(f) < p(g) whenever |f| < |g| p-a.e. (Lattice property)

)

)

)

)
(v) p(fn) 7 p(f) whenever |f,| 7 |f| p-a.e. (Fatou property)

The Banach function space L, is the collection of all the functions f € L, with

p(f) < oo. The Fatou property guarantees that L, is a complete normed space. We
use ||f]|x to denote the norm corresponding to the Banach function space X. Banach
function norms are often studied without assuming the Fatou property. We include it in

our definition for convenience in stating certain results.

Definition 1.8. Two functions f € L,(X) and g € L,(Y) are called equimeasurable if
they have the same distribution function, that is puy = v.

A Banach function norm p on L, is said to be rearrangement invariant if equimea-
surable functions have the same norm. That is p(f) = p(g) whenever pur = p,.
In this case we say (X, u, p) is a rearrangement invariant function space.

The first example of a rearrangement invariant space is LP(u) where 1 < p < oo.
However, the weighted Lebesgue space LP(w) on R™ is not a rearrangement invariant
space with respect to Lebesgue measure, provided w is not a.e. constant.

1.1.5 The associate space (K6the dual)

Assume 1 < p < oo and ¢ is a function in L¥ (). The map

f)Z/ngdu

defines a continuous, linear functional on LP(u) by Hélder’s inequality. Conversely, any
element of the dual space (LP(u))” is of the above form. The operator norm of ¢, :
LP(u) — C is equal to ||g|| (), that is,

[y Ihgld
X‘ gl ap
9l = sup S
|| HLP (1) heLr(u HhHLP(u

The Koéthe dual generalizes this observation.



Definition 1.9. For any function norm p its associate function norm p' is defined as

fgl dp
= sup /Ifgldu—supf’ |

, feL,
p(g)<1 geL, p(g) !

The second equality is easy to verify. One can prove that p’ itself is a Banach func-
tion norm. The space L, is called the associate space or the Koéthe dual of L,. If the
underlying norm is clear, we simply write X’ to denote the Kothe dual of X. By “dual”
of a space, we always mean the Kothe dual.

Example 1.10.
1. The Kéthe dual of LP(u) is LP (i) for 1 < p < 0.

2. Let w be a weight function on R™. The dual of weighted Lebesgue space LP(w) is
LP (w7,

The definition of associate space implies a general Holder’s inequality:

/X |fgldu < p(f)p'(9), f€LpgeLy.

The following theorem states that the second dual of a Banach function norm coincides
with the norm itself. This provides a useful tool to prove results in Banach function
spaces.

Theorem 1.11. If p is a Banach function norm, then L,» = L, and p"(f) = p(f) for
all f € L,.

Proof. See Theorem 1.2.7 in [BSh]| for a proof. O
The dual space is sometimes used together with the dual or adjoint of an operator.

Definition 1.12. Let (X, ) and (Y, ) be measure spaces. A formal adjoint of a linear
operator A : L} — L is a linear operator B : Lt — L;} such that

/YAf( /f )Bg(x) dv(x)

for all f € L, and g € L,. In case B = A, we call A a formally self adjoint operator.

1.1.6 The Hardy inequality

The Hardy inequality concerns the boundedness of the averaging operator

IR +
_y/of(t)dt, fert

between function spaces. There exist different versions of Hardy’s inequality. The sim-
plest case is the following:

10



Theorem 1.13. Assume 1 <p < oo and f € L. Then || Hfl, <P\ fllp, that is,

(/OOO G/Otf)pdt)l/p <y (/Ooof(t)pdt)l/p, 1<p< oo,

with the usual adjustment for p = oo.
Proof. See Corollary 6.21 in [F]. O
Corollary 1.14. Assume 1 < p < oo. Then for all f € LT,

(] G/otf)pdt) "< (/:f@)pdt)l/p, >0

Proof. This follows from Theorem 1.13 by replacing f with fx[o.4). [

1

The Hardy inequality in the weighted L” setting is more complicated. We have the
following characterization of the weights u and w for which ||H f]|4.. < C||f]p.w holds.

Theorem 1.15. Assume 1 < p < g < oo and let u and w be weight functions on (0,00).

There exists C > 0 such that
/q o) 1/p
<C (/ f(t)Pw(t) dt>
0

([ [0)
oy ([ 40" ([ worv) <

holds for all f € L™ if and only if
Proof. See Theorem 1 in [Br]. O

1

The weighted Hardy inequality for decreasing functions arises in the study of Lorentz
spaces, which are defined in terms of f* and f**. As a first motivation for this, observe
that H(f*) = f**. The case w = u and ¢ = p is characterized by the so-called B, weights.

Definition 1.16. Assume p > 0 and let w be a weight function on (0,00). We say
w € B, if there exists b, > 0 so that

/xoo%dt < bpé /Oxw(t) dt (1.3)

for all z > 0.

Remark 1.17. If p > 1 and w is decreasing, then w € B,,. That is because

w(t <1 P 1 1 /7
/ wit) dt < w(x)/ Sy —— rw(x) < ——— [ w(t)dt.
T P T P p—= 1 p—= Lap 0

This statement may fail when p = 1. As a counterexample, let w(t) = 1 for ¢ € (0, c0).
Then for p = 1 the left-hand side of (1.3) is infinite for all x > 0, whereas the right-hand
side is constant. Therefore, w ¢ B;.

11



Example 1.18. Let p > 0 and —1 < a < p — 1. Then the power weight w(t) = t*
satisfies the B, condition. That is because

> w(t -1 I 1
/ wt) dt = ————2* Pt and —/ w(t)dt = ——goPtL
. P a—p+1 z? Jo a+1

The B, weights are closely tied to the weighted Hardy inequality as stated in the next
theorem.

Theorem 1.19. Assume 0 < p < oo and w € L. Then w € B, if and only if there

exists C' > 0 such that the weighted Hardy inequality holds for all decreasing functions
f e L*. That is

Aw<%AvYﬁ@ﬁh§CAmf@ﬂdwﬂ,ngi. (1.4)

Proof. See Theorem 1.7 in [AM] for the case p > 1. The case 0 < p < 1 is proved in
Theorem 3 in [St]. O

The following reverse B, condition is sometimes useful in our Fourier inequalities.

Definition 1.20. Assume p > 0. A weight function w € L™ is said to be of class RB, if
there exists b, > 0 so that

/ WO s e [ ar

w T P f,
for all z > 0.
Remark 1.21.

1. Let v and w be weight functions satisfying v(t) = t*~2w(1/t). Then w € B, if and
only if v € RB,,.

2. If w is increasing, then w € RB, for p > 1. The computations are very similar to

those in Remark 1.17.

1.1.7 Fourier transform on R"

The Fourier transform F on L'(R") is defined as

FONw) = Jw) = [ fla)e™™" do. (15)

For future reference, we give some properties of the Fourier transform in the following
theorem. Here 7,f denotes the translation of the function f by vy, that is, 7,f(z) =

flx—y).

Theorem 1.22. Let f,g € L'(R") and let f,4 be their Fourier transforms. Assume
y,7 € R™. Then

12



(i) 1 lloe < I£111-
(i ||f||2 = |flla, if f € L*R") N L?(R"™) (Plancherel’s theorem).

)
)

(i) [F(ry f(@)](w) = €727 f(w).
) (e f(o)](w) = 7 f ().

(v) | J@gl@)de= | fWay)dy, for [ e LR)NIR").

R

(v

Notice that the integral formula (1.5) is valid for integrable functions. However since
F is an isometry on L'(R") N L*(R™) by property (ii) above, and L'(R™) N L?(R") is
dense in L*(R™), there is a unique continuous extension of F to L?(R™) which is in fact
an isometry. This defines the Fourier transform on L?*(R"™) even though the equation
(1.5) is no longer valid.

Therefore, the Fourier transform is bounded as F : L'(R") — L*®(R") and F :
L*(R™) — L*(R™) which means it is of type (1,00) and (2,2). Notice that the operator
norm is equal to 1 in both cases.

This property of the Fourier transform plays an essential role in studying its map-
ping properties. In fact, many of the sufficient conditions for boundedness of the Fourier
transform, presented in this dissertation and other places, remain valid for any operator
of type (1,00) and (2,2).

The Fourier transform can be furthermore extended to L'(R") + L*(R"). If f €
LY(R™) + L*(R") then f = f; + f, for some f; € L'(R") and f, € L?*(R"). We define
f = fi + f>. To show that it is well-defined, assume f = g; + ¢ for some g; € LY(R™)
and gy € L?(R"). We have f; + fo = g1 + g» which means f; — g = g» — fo. Taking the
Fourier transform of both sides, we get fl — g1 =gs — fg. Hence fl + fg = g1 + go.

1.1.8 Fourier transform on T

Recall T denotes the unit circle equipped with normalized Lebesgue measure, that is,
m(T) = 1. The Fourier transform on L!(T) is defined as

F()n) = f(n) /f “aine g,

The transformed function f (n) is a function on Z. We will stick to this viewpoint rather
than considering f as a sequence. In the occasional cases where we view f as a sequence
we will use the notation f, instead of f(n). Then the Fourier series of f may be written

as
)
— £ 2minx
= E fne .

n=—oo

13



We sometimes use the term the Fourier coefficient map to refer to the Fourier transform
on T in order to distinguish it from the Fourier transform on R™. Notice that the same
notation F is used both for Fourier transform on R™ and the Fourier coefficient map.
The meaning is clear from the context.

The next theorem states some properties of Fourier coefficient map that will be used
in our work. Recall that 7, f(z) = f(z — y).

Theorem 1.23. Assume f,g € L'(T) with Fourier coefficients f(n) and §(n). Let
y €R/Z and k € Z. Then

(@) I flloe < I1f1h-
(i) 11fll2 = 11 /1l2-
(iti) [F(r,f(@))(n) = > f(n).
(iv) [F(e* f(2)))(n) = 7.f (n).

Notice that the finiteness of the measure on T implies L>(T) c L*(T) c L(T). So
the Fourier coefficient map is automatically defined on L?(T). The same is true for the
extension to LY(T) + L?(T) since L'(T) + L*(T) = L*(T). Observe that the Fourier
coefficient map is of type (1,00) and (2,2).

1.2 The level function

The level function was introduced by Halperin in [Ha] and was studied and generalized
by Sinnamon and Mastylo in [Sil], [Si2] and [MS]. It has applications to the formulation
of Fourier inequalities. To provide the definition and properties of the level function, we
introduce a certain type of averaging operator and define the least concave majorant of
a function.

1.2.1 A class of averaging operators

Let {(a;,b;) : j € J} be a finite or countable collection of disjoint open intervals of finite
length in [0, 00). The averaging operator associated to this collection is defined by

2 [P F)dt x e (a5,by),

f(x), r ¢ Ujes(ag,bj),

where f € L. On each interval (a;,b;) the averaging operator A replaces the function
with its average on that interval. For points that are outside any interval the value of
function remains intact.

The collection of all averaging operators on L™ is denoted by A. For future reference,
we state the properties of averaging operators in the next proposition.

14



Proposition 1.24. Let A € A be associated to {(a;,b;) : j € J} and assume f,g, f, €
L*.

(i) If f is decreasing, so is Af.

(ii) A is formally self adjoint, that is
| anwswd= [ 1o U@
0 0

(i) If fu 7 f, then Afy S AF.
(i) If 1 <p < oo then (Af)()P < A(fP)(t) fort > 0.

(v) (Af)™ < f.

Proof. Parts (i) and (ii) follow easily from the definition. Part (iii) is implied by the
monotone convergence theorem. To prove Part (iv), we invoke Hélder’s inequality to

obtain:
b; b, 1/p
/ f< (b —a)'” (/ fp) , JEJ
aj a;

J

which implies (Af)(t)? < A(f?)(¢t) for t € (a;,b;). Since (Af)(t)? = f(t)? = (Af)(t)? for
t & Ujes(aj,b5), the proof of (iv) is complete. For a proof of Part (v), see Theorem 2.3.7
in [BSL]. O

1.2.2 The least concave majorant
Let ¢ € LT and set

C,={GeL":9p<G,G isconcave} and @(z)= Glgcf G(x).

Then ¢ € LT, ¢ < ¢ and ¢ is concave. The concavity of ¢ follows from:
p(tr + (1 —t)y) = Jnf Gtz + (1 —1)y)
> 1 —
> dnf tG(z) + (1= t)G(y)

- o
>t inf G(z) + (1 —1) dnf G(y)

= tp(x) + (1 = 1)@(y)-

Observe that if F' is another non-negative concave function on [0, 00) with ¢ < F, then
@ < F. The function ¢ is called the least concave majorant of .

Definition 1.25. The least concave majorant of a function ¢ € LT, is the smallest
non-negative concave function which dominates .

The discussion above shows that the least concave majorant is uniquely defined.
However it may be infinite everywhere. As an example, consider ¢(t) = * for ¢t > 0 and
observe that ¢ = oo.

15



1.2.3 The level function

For a function f € L™ we adopt the notation If(x) = f; f(t)dt. Notice that for
decreasing functions f and g, the relations I f < Ig and f** < ¢g** are equivalent.

Definition 1.26. Assume f € L% such that If(z) < oo for 0 < z < oo. The level
function of f, denoted by f°, is a decreasing function in L™ such that I f < If° and for
any decreasing function g € L™ satisfying I f < Ig we have [ f° < Ig.

The two concepts, level function and least concave majorant are closely tied together.
In fact If° is the least concave majorant of I f. This suggest the way to construct the
level function. Given f € L™ that is integrable near zero, first we compute the function
I f, then we compute the least concave majorant of I f which we call F' and finally we take
the derivative of F' to obtain the level function, that is f© = F’. Concavity of F' implies
that F'is absolutely continuous and therefore it is differentiable almost everywhere. So
f° is defined almost everywhere on the half line. For a definition of f° that remains valid
for all f € LT, see Definition 2.3 and Proposition 5.1 of [Si2].

Example 1.27.

1. If u is decreasing and integrable near zero, then u° = u a.e. That is because [u is
a concave function and hence its least concave majorant is Iu again.

2. Fix z > 0 and consider the following functions:
o ui(t) =ae'x.), a=z(e"—1)"1,
o uy(t) =t(22 —t*)"Y2y(0). and
o us(t) =ct'xpz,r>0,c=2""(r+1).
Their integrals Ju;(z) = [; u; are computed as

T — <
Tuy(2) :{ ae®* —1), 0<z <z,

Z, T >z,

z— (22 =)V 0<a <z,
z, x>z, and

Tus(z) = {

2T <<z
Tuy(w) = { z 7 x>z 7
, )

Examining the graphs, we see the functions Ju; have the same least concave majo-
rant given by

Finally uj is the derivative of F' which exists at all points z € (0,00) except for
x = z. Therefore, the level function is uj(t) = x() for j = 1,2,3.
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The connection of the level function to averaging operators is stated in the next
proposition.

Proposition 1.28. Let f € Lt be bounded and assume it has a compact support. There
exists an averaging operator A such that Af = f°.

Proof. See Proposition 2.1 in [Si2]. O

The next proposition gives an important property of the level function. It asserts
that the level function is well-behaved for an increasing sequence of functions.

Proposition 1.29. Let f, f, € Lt and assume f, S f. Then f2 7 f°.
Proof. See Proposition 5.1 in [Si2]. O

The two propositions above, together with properties of averaging operators, provide
the following functional description of the level function.

Theorem 1.30. Let h,u € LT with h decreasing. Then

sup/ (Ah)u = sup / ou :/ hu®. (1.6)
AeAJo 0<plp=<h Jo 0

Proof. We repeat the proof from Lemma 2.2 in [Si4]. First assume u is bounded and
compactly supported. For each A € A, observe that Ah is decreasing and Ah < h by
Proposition 1.24. Hence,

sup/ (Ah)u < sup / ou. (1.7)
AeAJo 0<plp=<h Jo

On the other hand assume ¢ is a decreasing function in L™ with ¢ < h. This means
I < Ih because both ¢ and h are decreasing. Recall Tu < Tu® by definition. Now two
applications of Proposition 1.6 yields

/ cpug/ hug/ hu’. (1.8)
0 0 0

It follows from (1.7) and (1.8) that

sup/ (Ah)u < sup / U S/ hu®. (1.9)
AeA Jo 0<plp=<h Jo 0

Now by Proposition 1.28 there exists A; € A such that Aju = u°. We have

/Ow(Alh)u:/owh(Alu):/Ooohu".

Therefore, the supremum in (1.9) is attained at A; and equality holds.
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Now if w € LT is arbitrary, there exists an increasing sequence of bounded and
compactly supported functions {u,} in Lt which converges to u pointwise. By the
monotone convergence theorem and Proposition 1.29 we have:

sup/ (Ah)u = sup Sup/ (Ah)u,
AeA Jo AeA n Jo

:supsup/ (Ah)u,
n AeAJo

:sup/ hu,
nJo
:/ hu®.

0

We can use duality to generalize the first part of Theorem 1.30 to arbitrary Banach
function norms.

]

Corollary 1.31. Let h € LT be decreasing and p be a Banach function norm on L™ .
Then

sup  p(yp) = sup p(Ah).
0<pl, p=<h AEA

Proof. The proof is taken from Corollary 2.3 in [Si4]. By Theorem 1.11 for each p € L™
we have

ple)=p (p) = sup /sow
u)<1

ueL+, p'(

Now
sup{p(w):0§w¢,<p<h}=sup{/ wu:0§w¢,¢<h,p'(U)§1}
0

— sup {/OOO(Ah)u CA€Ap(u) < 1}
= sup {p(Ah) : A€ A}.
O

Although the second equality in (1.6) does not generalize to arbitrary function norms,
we have a coarse estimate for the weighted Lebesgue norm, which will be used in our
Fourier inequalities.

Corollary 1.32. Let 1 < s < oo and h,u € L™ with h decreasing. Then

sSup H‘p”&u = sup HAhHS,u < ||h||8,u°-
0<pl,p<h A€A

18



Proof. This is proved in Corollary 2.4 in [Si4], but we give a different proof here. The
equality is a special case of Corollary 1.31, since ||.||5, is a Banach function norm. To
prove the inequality, observe that Proposition 1.24 implies

Sup/ (Ah)sugsup/ A(h%)u.
0 0

AcA AcA
Note that h is decreasing, and so is h®. Thus, applying Theorem 1.30 to ~A® and u results

in: - -
sup / AR u = / hu®.
AeA Jo 0

00 1/s ) 1/s
sup (/ (Ah)5u> < </ hsuo) :
AeA 0 0

We finish this section by providing an equivalent expression for Iu°, as a double
supremum involving [u.

Proposition 1.33. Let f € L*. Then for all x > 0

1 X . xX 1 Yy 1 x .
— u® < sup Au < 2sup — u<2— u’.
T Jo AeA Jo y>z Y Jo T Jo

Proof. See Lemma 2.5 in [Si4] for a proof. O

Finally

[]

This proposition in particular implies
FER T
— u’® A sup — U.
T Jo y>z Y Jo

1.3 Lorentz spaces

1.3.1 Lorentz A space

Let (X, ) be a o-finite measure space and w € L™ be a weight function. The Lorentz A
space is defined by

1/p

vty = 1 s = ( | v dt) . and

AP(w) = {f € Ly : [|fllar) < o0}

The space AP(w) was first introduced by G. Lorentz in [L]. For p > 1, it is a Banach
function space whenever w is decreasing. In particular the triangle inequality holds even
though (f 4+ ¢)* £ f*+ ¢* in general. For p > 1, if w is not decreasing the functional
| f]|Ar(w) is not a norm. However it is equivalent to a Banach function norm if w satisfies
the B, condition. See Theorem 1.34.

According to Proposition 1.2, the unweighted Lorentz A space reduces to the usual L?
space. In other words, if w = 1 then AP(w) = LP(u).
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1.3.2 Lorentz I' space
The space I'’(w) was studied in [Sa]. For p > 0 and weight w € LT, it is defined by

o) 1/p
ooy = 17 e = ( | e dt)  and

IP(w) ={f € Ly« [[fllrr(w) < o0}
Since f* < f** we have || f||ar(w) < || flre(w) which means I'P(w) < AP(w). Unlike A?(w),
for p > 1, the Lorentz I" norm is a Banach function norm and we do not need w to be
decreasing. The next theorem shows that the I' space is a generalization of A space. It
is an immediate corollary of the Hardy inequality for decreasing functions (1.4).

Theorem 1.34. Assume 0 < p < oo and w € B,. Then || f||arw) = || ]l w)-

Proof. Since w satisfies the B, condition and f* is decreasing, Theorem 1.19 implies

/OOO (% /:f*)pw(t) dt < c/ooo £ w(t) dt

for all f € L,. This means ||f|lrrw) < CYP| fllar(w)- The proof is complete since
1l ap ) < [1fllew ) O

1.3.3 Lorentz O space

The © space is an intermediate space between AP(w) and I'?(w). It was introduced and
used by Sinnamon in [Si5] to formulate Fourier inequalities. The norm is defined by

0o 1/p
oy = sup  [hllpw = sup (/ h*(t)pwa)dt) and
0

hEL+,h**§f** B < frx
OF(w) = {f € Ly - [[fllorw) < o0}

When p > 1 the expression ||.||er(w) is a function norm. See Theorem 3 in [Si5] for the
proof.

The © norm lies between the A norm and I' norm. It is readily seen that
[fllar ) < [[fller@) < [Lfllree)- (1.10)
This implies the embeddings,
[P(w) — OP(w) — AP(w).

Sometimes an alternative form for || f|ler() is more useful. According to Corollary
1.31 we have

Ifller@w) = sup  [[hllpw = sup [A(f*)[lp,w, (1.11)
0<hl,h=<f AeA

where h € L. In particular, if f € Lt is decreasing,

[fllerw) = sup |[Allpw = sup | Af]]pw- (1.12)
0<hl,h<f AcA

Notice that when w € B,, Inequalities (1.10) and Theorem 1.34 imply that AP(w) =
I'P(w) = OP(w).
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1.3.4 Lorentz space L"?

Assume 1 < p < 0o and 0 < r < oo. The Lorentz space L™(T) consists of functions

f € Ly (T) such that
1 d 1/p
vy = ([ s r ) (113

is finite. Hereafter, we will drop the “T” and agree that L™ = L"P(T). The Lorentz
space L™P is an extension of L” spaces since LPP = LP.
Observe that L™ is a Lorentz-A space with a power weight.

Fllzre = N fllarqy,  w(t) =" x0). (1.14)

The Lorentz norm ||.||ar(w) is a function norm whenever w is decreasing. Thus (1.13)
defines a function norm when r > p > 1. By Example 1.18, w(t) = t?/"~! is a B, weight
if » > 1. Thus Theorem 1.34 asserts, for p > 1 and r > 1, that the functional (1.13) is
equivalent to a Banach function norm.

For functions on Z, with counting measure, we adopt the notation P, where

00 1/p
| fllere = (Z[nl/rf;:]P %) , and (1.15)

n=1

0P ={f:Z—C:|fller < o0}

Here, fr is the decreasing rearrangement of f, viewed as a two-sided sequence. In our
treatment of the decreasing rearrangement, we consider f(n) = f, as a function on the
atomic measure space Z. Hence f*(t) is a decreasing, right continuous step function on
[0, 00) which is constant on each interval [n,n + 1), where n is a non-negative integer.
Notice that the value of f*(t) is determined by its value on non-negative integers. Now
the only difference between f*(n) and f is a shift, that is f;., = f*(n).

Now (1.15) turns into:

o0 1 1/p o 1/p
Hmez(Z[<n+1>1”f*<n>1p ) =(/ f*(t)pw(t)dt) = v,

n—+1

n=0

where the weight w(t) is
wt)=@n+1)P" n<t<n+1, 0<nez (1.16)

There exist well-known embeddings between Lorentz spaces of type L™P. The follow-
ing theorem states that L™ is increasing in p when r is fixed.

Theorem 1.35. Assume 0 <r < oo and 0 < p < q < oo. Then
(i) L™P — L™,
(ii) P — ™1,

Proof. See Proposition 4.4.2 in [BSh] for the proof. O
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1.3.5 Zygmund space Llog L
The Zygmund space Llog L consists of functions f € L,,(T) such that

/7r (@) log* | £(«)] de < oo,

where logt = max(log,0). Lemma 4.6.2 in [BSh] shows that f € Llog L if and only if
the functional

1 lorogs = / £ (1) log(1/t) dt = / £ () dt

is finite. The equality follows from Tonelli’s theorem. This shows that Llog L is a Lorentz
I' space. We have

[fllLogz = [ fllrtw), W = X0.1)-

In particular Llog L is a rearrangement invariant Banach function space. Theorem 4.6.5
in [BSh] shows that Llog L is closer to L'(T) than any other L?(T) space in the sense
that

L® < [P < LlogL — L', p>1

1.3.6 Lorentz-Zygmund space

The spaces L™ and Llog L can be generalized to Lorentz-Zygmund space. Assume
0<p<oo,0<r<ooand —oco <a<oo. For fe L, (T) set:

1 d 1/p
[ f1lLro(og 1y = (/0 [t/ (1 — log ¢)* f* (£)]P Tt) .

The Lorentz-Zygmund space L"™?(log)* is a Lorentz A space since

I fllreogrye = | fllarew) where w(t) = #/"71(1 —log )" y(o,1). (1.17)

Note that for & = 0 we have L"™?(log L) = L™ and for p = r = a = 1 one can show
that LY (log L)! = Llog L. In the case of counting measure on Z, the Lorentz-Zygmund
norm is defined by

o0

1/p
T a fx 1
£ 1ler20g )2 = (Z[”” (1+logn)*f3]" 5) .

n=1

Similar to Lorentz space P we have

s 1/p
1/ llerr10g 0 = (Z[(n + )Y (1 +log(n + 1) f*(n)]? ! )

~ n-+1
00 1/p
- ( £ (0P(t) dt) ,
0
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where the weight w(t) is defined as
w(t) = (n+ 1P (1 +1log(n+1))** when n<t<n+1, 0<neZ (1.18)

This means ¢*%(log ¢)® = A4(w).

The space L"P(log L)® is decreasing with respect to r. This is stated in the following
theorem.

Theorem 1.36. Assume 0 <r < s < o0, 0 < p,qg < o0 and —oco < a, < 0o. Then
L%%(log L)? < L"P(log L)~.

Proof. See Theorem 9.1 in [BR]. O

The behavior of L"?(log L)® when p changes is more subtle and depends on the value
of av as well.

Theorem 1.37. Assume 0 < r < o0 , 0 < p,g < 00 and —o00 < a, < oo. Then
L (log L)* — L™ (log L)? in the following cases.

(i) p<qanda>p.
(it) p>qanda+1/p>F+1/q.
Proof. See Theorem 9.3 in [BR]. O
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Chapter 2

Generalized quasi concave functions

In this chapter we provide inequalities concerning cones of functions with certain mono-
tonicity properties. We will use these results in formulating our sufficient conditions for
Fourier series inequalities. However the statements of the results are given in a very
general sense. Those are Theorems 2.9 and 2.10, in which we will extend, reproduce and
improve results of Maligranda in [Mal] and [Ma2], and Sinnamon in [Si3] and [Si5].

2.1 Functions with two monotonicity conditions

A function f € L* is called quasi concave if it is increasing and 1 f(t) is decreasing. This
means the slope of the line passing through the origin and the point (¢, f(¢)) is decreasing.

It is easy to verify that a non-negative concave function on [0,00), is also quasi
concave. On the other hand, any quasi concave function is equivalent to a concave
function in the following sense.

Proposition 2.1. Let ¢ be a quasi concave function and let @ be its least concave ma-
jorant. Then %@ <p<Lp.

Proof. We take the proof from Theorem 2.5.10 in [BSh]. The definition of the least
concave majorant implies ¢ < ¢. To prove the other inequality let x > 0. Since ¢ is a
quasi concave function, we have p(t) < p(z) when 0 < ¢t < z, and p(t)/t < p(x)/x when
t > x. Therefore,

olt) < pla) + Lola) = (1 ; ;) olz), >0,

Thus, ¢(t) is dominated by the concave function ¥ (t) = (1+t/z)p(x). This implies that
@ < 1 since ¢ is the least concave majorant of . It follows that ¢(t) < (1 + t/x)p(z)
for z,t > 0. Let x =t to obtain ¢(t) < 2p(t) and the proof is complete. O

A nonmepty subset of a vector space is called a cone if it is closed under vector ad-
dition and multiplication by non-negative scalars. The class of quasi concave functions
is therefore a cone in L*. This is a special case of the cone Q, 5. For o + 5 > 0, the
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cone Q, 5 contains all functions f € L* such that ¢*f(t) is increasing and t=? f(t) is
decreasing. In the case @ = 0 and 3 = 1, the definition implies that €2y ; is exactly the
class of quasi concave functions. Another interesting case is @« = 2 and f = 0 which
arises naturally in our Fourier inequalities.

The quasi concave functions are not just an instance of €2, 3. Most of the time, a
statement concerning functions in (2, g, is proved by reducing the problem to quasi con-
cave functions. This is possible since there are simple transformations to move between
different cones of type €, 5. For instance, if f(t) € Qa.4, then t°f(t) € Q4—c g+, and for
A > 0 both f(t") and f(t)* belong to Qaaas. Notice that all these transformations are
invertible. In particular we can transform functions in €, 3 to quasi concave functions

and back.

Sinnamon used the cone €, in [Si4] to formulate his sufficient condition for bound-
edness of Fourier transform between Lorentz spaces. See Theorem 3.2 in Chapter 3.
However, for the case of Fourier series we will frequently encounter functions that have
an additional property, namely being constant on the interval (0,1). This happens due
to the finiteness of the measure on T. To deal with this, we introduce a subclass P of L.

Let §,7 > 0. We say f € P if there exists ¢ > 0 so that f(z) = ca" for 0 <z < ¢&.
Notice that in the trivial case & = 0, we have Pj = L*. The case that we will use in
our Fourier inequalities is 7 = 0 and ¢ = 1. In this case we write P instead of PP. Thus
f € P means f is constant on the interval (0, 1).

Now we introduce a l-parameter family of functions in Pf N €2, 3, which plays an
essential role in the study of quasi concave functions. Fix £ > 0 and recall that a+ 5 > 0.
Define

k&P (t) = min(z72t%, 2Pt7%),  2,t > 0.

Observe that, as a function of ¢,
tk2P(t) = 2 min(t*P, 22P)
is increasing and
tPE>P(t) = 2P min(z 7P, t77F)
is decreasing. This means k¥ € Q, 5. Furthermore, if z > £ then for ¢ € (0, &) we have
k&P () = 27 tP min(1, 220t F) = 74P,

Hence k2P € Pf whenever z > £. We conclude that k¥ € Pf N Qg p for all z > &.

The importance of functions k% becomes clear in Theorems 2.9 and 2.10. Those the-
orems show that the collection {k%? : z > ¢} is a sufficiently large subcone of Pf N Qap
in a certain sense.
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For our Fourier inequalities we use the special case k*? which we denote by w,. That
is,
w,(t) = min(z72,t7?).

In particular, w, € {2y for all z > 0. For Fourier inequalities on T we work with
z > ¢ = 1. This means w,(t) is constant on the interval (0,1) whenever z > 1. So
w, € PNQyp for z > 1.

2.2 Inequalities for quasi concave functions

In [Ma2], Maligranda proved the following.

Proposition 2.2. Suppose 1 < p < q< oo and u,v € L. Then

kP
up Wlas o 105
fE€Qa s ||f||p7v z>0 ||kz7 ||p,v

(2.1)
More precisely, if the left and right sides of the above estimate are equal to C and D
respectively, then D < C' < 2D.

Also, as part of the proof of Theorem 6 in [Si5], Sinnamon showed this.

Proposition 2.3. Let 0 < p<1< g < oo andu,v € L™ and assume A is an averaging

A } q,u sz q,u

setno 1fllpw >0 llwzllpo

~

More precisely, if the left and right sides of the above estimate are equal to C and D
respectively, then D < C' < 2D.

In Theorem 2.9 which is our main result in this chapter we will unify and generalize
the above theorems. The consequences are Corollaries 2.11 and 2.12 that are useful in
our inequalities for Fourier series. In addition, as a by-product, we improve the constant
in Proposition 2.2 and extend the range of exponents p, g. This is stated in Theorem 2.10.

A powerful tool to prove our results is the following positive integral operator on L.
For a+ >0 and £ > 0 set

K?"Bh(z) = /g min (27, 29t h(t) dt,
where h € L. The kernel of this operator is the function k%# introduced in the previous

section. Observe that zaKg‘”Bh(z) is an increasing function of z and Z_BK?’Bh(z) is
decreasing. Thus Kg”gh € Q4 5. Moreover, if € > 0 then for z € (0,&) we have

K{Ph(z) = 2° /5 min(z=* 7 7P )P h(t) dt = 2° /{ t=h(t) dt.
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It follows that K ? Phe Pf M Qq,3. We will show in Proposition 2.6 that any function of
class Pf N Q43 can be estimated from below and above by functions of form K g‘ Ph.

We start with the geometrically obvious fact that if a function is linear on some
interval, so is its least concave majorant.

Lemma 2.4. Assume g € LT satisfies g(x) = cx on (0,a) for some positive a and c. Let
g be the least concave majorant of g. Then g(x) = Ax on (0,a) where A = g(a)/a.

Proof. Since § is non-negative and concave, we have Az < g(z) on (0,a] and Az > g(x)
on [a,00). The function A(x) = min(Az, g(z)) is a concave function in LT since it is
the minimum of two concave functions in L*. We have h(z) = g(x) > g(z) on [a,00).
Moreover,

a r—a— T r—a— €T

which means h(z) > g(z) on (0,a). So h is a concave majorant of g. Since h < g we
have h = g. In particular g(x) = Az on (0, a). O

The next lemma extends Lemma 2.3 in [Si3] which concerns the case { = 0. The
proof here is adapted from [Si3] with a major adjustment in order to deal with the extra
condition g(z) = Az on (0,£).

Lemma 2.5. Assume £ > 0 and g € LT is an increasing concave function satisfying
g(x) = Az for x € (0,£). Then there exists a sequence of functions f, € Lt such that
Kg’lfn mcreases to g pointwise.

Proof. The concavity of g implies that its right derivative D, g is a right continuous
decreasing function defined on (0,00). The derivative of § exists almost everywhere
on (0,00) and by absolute continuity we have g(z) = [ §'(t) dt + g(0+) which means
g(x) = [y D+g(t)dt + g(0+).

Note that Dyg € L% since g is increasing. Moreover D, g(z) = A on (0,§). Let
b=lim, .o Dyg(x) > 0 and set ¥(z) = g(x) —bx. Observe that D, ¢(x) = Dy g(z)—bis
a non-negative, decreasing, right continuous function on (0, co) and lim, ., D¢ (z) = 0.
Moreover, D ¢(x) = X —b on (0,€).

IF€>0let a =&\ —b— Dyi(€)) = (&) — £D, (&) and define n(z) = Dyih() —
(a/)X (0,6 (x). We have

Dyp(§), 0<x<g,

D+¢([E), x> 57

where we used n(z) = Dyyp(x) —a/§ =X —b—a/§ =D () for 0 <z < €.

If £ =0set a=1(04+) = g(0+) and n(x) = Dytp(x). In either case, the properties of
D ¢ (x) imply that 7 is a non-negative, decreasing, right continuous function on (0, o)
with xh_)rgo n(xz) =0.

n(z) =
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Now set ¢(z) = [y n(t)dt and k(z) = a min(1,z/€). If £ > 0 we have

p(x) = /0 D, g(t)dt — /0 bdt — %/0 X dt = §(z) — bz — k(z),

and if £ =0 we get

o(z) = /0 D.g(t) dt—/oxbdt

Thus §(z) = bx + k(x) + ¢(x). Set hy(t) = bX(nn+1)(t) and observe that

g(x) — g(0+) — bx = §(z) — bx — k(x).

Kg’lhn(x):/ bmin(z, )X (nnt1)(t) dit
3

is the moving average of the increasing function bmin(x,t) for each x. Therefore,
K 50 ’1hn($) is an increasing sequence and it is easily seen that it converges to bx.

Then consider the sequence of functions k,(t) = (a/t)nx(e1/m)(t). We have

0o §+%
Kg’lkn(:c) = / % min(z, t) X g e+1/n) (1) dt = a/ nmin(1l,z/t) dt.
3 3

For each x > 0, this is a shrinking average of the decreasing function a min(1, z/t) over
the interval (§,& 4 1/n). Thus Kg’lk‘n(:r) increases to amin(1, z/§) = k(x).

It remains to find the corresponding sequence for ¢(t). First we write min(z,t) =

fmin(x,t

0 ) dy and use Tonelli’s theorem to get

Kg’lf(x):/;omin(x,t)f(t) dt:/or /Oo f(t) dtdy.

max(y,§)

Now set

oty = 1O =l t Dt/n) = @n(y):/ oult) dt.

tlog((n+1)/n) max(y,£)

For y > ¢ we have

z

Q,(y) = lm [ @,(t)dt

Z—00
Y

_ log((ni— 37 lim (/yz ﬂdt B /yz wdt)




Notice that lim,_, fz o #dt = 0, since lim;_,, n(t) = 0. Hence,

n+1

B 1 Yn(t)
Ouly) = lim )/n)/y e

1 / T
= — n(t)— | -
fy%ly at \ J, t

Notice that for a fixed y, the above expression is a shrinking average of the decreas-

t
ing function 7(t) with respect to the measure — over the interval (y,y(n + 1)/n). So

®,,(y) forms an increasing sequence converging to n(y+) which is equal to n(y) by right
continuity of 7. In particular, ®,(§) increases to 7(§).

If ¢ = 0 the above argument is complete. If & > 0 we finish the argument by observing
for 0 < y < £ we have

D, (y) = @.(&) S n(&) = Dyp(§) = n(y).

So we proved ®,,(y) increases to n(y) for every y > 0. Hence for z > 0, the monotone
convergence theorem gives

K () :/Ox%(y)dy//oxn(y) =

The proof is complete if we set: f, = h, + k, + ©n. O

Now we use this lemma to show that an arbitrary function of class Pf N Qg p is

equivalent to a pointwise limit of functions of form K g Ph. This is achieved by reducing
the problem to the quasi concave case. It is a generalization of Lemma 5 in [Si5].

Proposition 2.6. Assume [ € Pf N Q5. Then there exists f e L* and a sequence of
functions {h,} in L such that %f < f<fand Kg”ghn S

Proof. If € > 0 assume f(t) = ct® for 0 < t < £. Since f € Q.4 the function g(t) =
te/(+8) f($1/(a+8)) ig increasing and t~'¢(t) is decreasing. So g is a quasi concave function.
Moreover, in case & > 0 we have g(t) = ct for t € (0,£%7). Let ¢ be the least concave

majorant of g. Lemma 2.4 asserts that g(t) = At on (0,£%") and by Lemma 2.5 there
exists a sequence of functions {g,} such that

K?;iﬁ gn(2) :/ min(z,t) g,(t) dt :/ min(z, £%%) (a + B)t*1 g, (t9P) dt
¢ ¢

a+p

increases to g(z) for each z > 0.
Set f(2) = z7(2**#) and h,(t) = (o + B) 27F~1 g, (t*TF). We have
K& hy(z / min(z~?, 2%t h, (t)dt

= z_o‘/ min(t*2, 20 = b, (t)dt

—Oé

€a+ﬁ gn( O‘+ﬁ) N
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Hence the sequence Kg’ﬁhn(z) increases to z§(z°F) = f(2).

Finally, Proposition 2.1 implies that $g(t) < g(¢) < g(¢) for t > 0. Thus, for s > 0 we
have 1572g(s* ™) < s72g(s*™F) < s7g(s* ™) which implies f( ) < f(s) < f(s). O

The following lemma is a modified version of Lemma 4 in [Si5] with a new proof. In
the new version the operator A is not necessarily an integral operator, but it has a formal
adjoint, thus making it possible to apply the lemma to averaging operators later on.

Lemma 2.7. Let 0 < p < 1 < ¢ < o0. Suppose (Y, u), (X,v) and (T, \) are o-finite
measure spaces, k(x,t) is a non-negative VX/\ measurable function and A : L) — L has

a formal adjoint. Define K and k; by Kh(z) = [, k( t)dA(t) and ky(x) = k(x,t).
e K| Ak
La(p) I La(p)
sup ——— < esssup ———————.
w20 [KRlww — ter ki)
Proof. Set
| Akt || a )

C = esssup
ter kel e

and let B be a formal adjoint of A. For g € L, and h € L we have

ﬁAmmu>w /Kth)wU

_ /X /T k(. D)h(t) dA(t) Bg(x) dv(z).

A change of the order of integration according to Tonelli’s theorem yields

/X /T k(. O)h() dN(E) Bg(x) du(x) — /T /X k() Bg(x) du(2)h(t) dA(E)
= [ [ kg dutsney axe)

/YA/ft(y)g(y) dp(y) < | AkellLagollgll Loy < Cllkellre) gl Lo )

By Holder’s inequality we get

for almost every ¢t € T'. It follows that

/Y AKh(y)g / / Aky(y)g(y) du(y)h(t) dA(t)

SCLWﬂmNWWMWMmM

= COllgll g /T ( /X k(x,t)pdy(x)>l/ph(t)dA(t).
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Now Minkowski’s inequality for 0 < p < 1 asserts

/T(/X k(x,t)de(x))l/ph(t) dA(t) < (L(/Tk(l”at)h(t) d)\(t)>pdy(m))1/p’

and therefore,

| ARHG ) aut) <l ([ ([ oo M))pdym)w
= Clglp o |l

The above inequality holds for all g € L} and h € L}. Hence the duality of L?(u) and
L9 () implies

AKh d
A oy = sup Jy AKh(y)g(y) dpu(y)

gELS HgHLq/ (™)

< C'||Kh||Lp(l,),

which completes the proof. O]
Recall that

k&P (t) = min(z~*¢", 2#t7*) and K?"Bh(z) = /g min (27, 25t h(t) dt.

Corollary 2.8. Let 0 < p <1 < ¢ < oo and u,v € LT and assume A is an averaging
operator. Then

AK"h AkoB
o A M 10420
h=>0 ||K§7 hllp =>¢ ||k lpw

Proof. In Lemma 2.7 set X =Y =T = (0,00) and define the measures u, v and A as
dp =u(t)dt, dv=wv(t)dt, d\= X[dl.

Note that the interval (0,&) has A-measure zero. We have

Keon(z) = [ et anto— |

13 T

KB (0)h(E) X eyt = /T KB () h(E) ().

Now Lemma 2.7 implies

IABE hlys o VAR g AR
T A =
In the last equality we used A(0,¢) = 0. O

Now we have all the machinery to prove the main result of this chapter. It shows
that to compute the operator norm of A € A, the set {k27 : z > £} is a sufficiently large
subset of the cone Pf M Q4,5 Sinnamon proved and used a special case of this theorem
in [Si5] to provide some Fourier inequalities. See Theorem 3.3 in next chapter.
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Theorem 2.9. Let 0 < p < 1 < g < o0 and u,v € L. Assume A is an averaging
operator. Then
1A g

AkoB
sup ~ su || azﬂ ||q7u
fEPnga,ﬁ ||f||p7U z>¢ ||kz7

p?v

More precisely, if the left and right sides of the above estimate are equal to C' and D
respectively, then D < C' < 2D.

Proof. Suppose f € Pf N Q,p and denote K = K? B , k. = k%P for simplicity. Choose
f and h,, such that %f < f< f and Kh, 7 f according to Proposition 2.6. Note that
Khy, 1 [ implies AKh, 2 Af. So ||[Khy|| /|| f|| and |AKhy, | 2 [[Af]. Thus,

Afllon Afllow AK Iy |low AK Ny |low AKh||,.
1AL, §2H fq, 9 a | : g, <2 sup | llq, < 2su | Hq,'
£ llp I fllp nezt || fllpw nezt (1K hnlpo n>0 | KR||p.

Taking the supremum over all f € Pf N Q4 5 and incorporating Corollary 2.8 yields,

A AKh Ak
1A sy AR Rl AR
serlrn,, Iflpe = hz0 [KAlpe = ase [IKallpo
Finally,
o WAl A g AR
28 Telbe = emin, Moo = % Tl
since k. lies in the class Pf N Qs when z > &. O

A consequence of Theorem 2.9 is the following generalization of Proposition 2.2.
The proposition is stated and proved by Maligranda in [Ma2] for 1 < p < ¢ < oo.
A restatement of the theorem in his subsequent paper, Theorem 3 in [Mal], assumes
0 < p < g < oo which is most likely a typographical error. In fact a careful examina-
tion of Maligranda’s proof shows that it fails when p < 1. Our proof not only extends
the range of p but also improves the constant. Namely, D < C < 24D instead of
D <C<2D.

Theorem 2.10. Suppose 0 < p < q < oo and u,v € L. Then

u ka7ﬁ u
Hf q,u su H z |q, (22)

fePg’BﬂQa,B Hf”p,v z2>¢ Hk?ﬂHp,v.

More precisely, if the left and right sides of the above estimate are equal to C' and D
respectively, then D < C' < 214D,
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Proof. The estimate D < C is trivial since k%% € P: N Q, 4 for all z > £ To prove the
other inequality observe that

q

[/ 1lg.c Jo F@)7u(t)dt 1/,

C?= sup ——— | = sup = sup .
peplrgg 5 1 oo rerfneas (f° ft)Pu(t) dt) " fepPra, 5 1/ b/

It is easy to see that g(t) = f(¢)? lies in the cone Pgﬂ NQga,qp if and only if f € PEB NQq 8.
Therefore,

1,u

Cl—  sup g
0eP2 062, 45 1910/

Now we invoke Theorem 2.9 with A as the identity operator, p, ¢, @ and § replaced with
p/q, 1, ga and ¢ respectively. The theorem yields

b B
o= HQHIu < le(iaqqﬁ Hlu '
9€PI M0 45 HgHP/W =>e ||kZ Hp/qm
From
k498 () = min(z 79499 299179%) = min(z ", 2P17)1 = (lffj’ﬁ(t))q
we obtain
S o q
(B Jo (B&P)tu(t)dt 152 gy
S K2l 26 (oo T \ IR )
2>¢ z p/q,v 2>¢ (f(] (k?: )p 'U(t) dt) 2>€ z p,v
This implies
a,f3 4
C? < 2sup (%) =2D1,
2> \ k=" |l
and the proof is complete. O]

We end this section with Corollaries 2.11 and 2.12 which will be used for our results
in inequalities for Fourier series. These correspond to Propositions 2.2 and 2.3 that were
used by Sinnamon for Fourier transform inequalities. These corollaries are just special
cases of Theorems 2.9 and 2.10. Recall the notations w,(t) = min(z72,t72) and P = P}

Corollary 2.11. Let 0 < p <1 < g < 00, u,v € LT, and assume A is an averaging
operator. Then
[AS g
sup

Al
~ sup
feEPNQ20 ||f

pv z>1 ||Wz

p?v

More precisely, if the left and right sides of the above estimate are equal to C' and D
respectively, then D < C' < 2D.

Proof. In Theorem 2.9 set £ =1, a = 2, 3 = 0 and notice that w, = k0. O
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Corollary 2.12. Let 0 < p < ¢ < oo and u,v € L. Then

||f||q,u — ||W2||q,u

serrng oo =>1 llwzllpo

More precisely, if the left and right sides of the above estimate are equal to C' and D
respectively, then D < C' < 214D,

Proof. In Theorem 2.10 set £ = 1, a« = 2, 8 = 0 and notice that w, = k0. O
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Chapter 3

Fourier transform inequalities

As mentioned in the introduction, one challenging problem in Fourier inequalities is
to characterize those weights u,w, for which the weighted Lebesgue norm inequality
| fllcaw) < C|lf]lrw) holds. One approach taken by Benedetto and Heinig in [BH2] is to

find Fourier inequalities of type || f| raw) < C| fllar@w) and then use the Hardy-Littlewood-
Polya inequality to get the weighted Lebesgue inequality ||f]| raw) < Ol flzrw)-

In [BH2], Benedetto and Heinig gave a necessary and sufficient condition for | || Aa(w) <
C|Ifllar(w) When p < ¢, u is decreasing and w € B,. Using this result, they provided a
sufficient condition for weighted L inequalities. They also have another sufficient con-
dition for | f]| ra@w) < C| fllrw), for which they gave a direct and rather lengthy proof.
One of our main results in this chapter is the missing Lorentz space inequality which
easily gives this weighted L? sufficient condition. See Theorems 3.18 and 3.32.

Sinnamon worked on the Lorentz I' space and obtained Fourier inequalities of type
[Hl raw) < C| fllre(w) in [Si4]. In the case ¢ = 2 the necessary and sufficient conditions co-
incide and provide a characterization of weights u, w which satisfy || ]| r2w) < C| fllre(w)-
Subsequently, in [Si5], he obtained a characterization in terms of averaging operators
and the Lorentz © space in the case 0 < p < 2. Our focus in this dissertation is on the
case p < ¢q. We will show in this chapter that the results in [BH2] can be deduced from
Sinnamon’s work.

We start this chapter with a review of Sinnamon’s results in [Si4] and [Si5]. In Section
3.2 we give various sufficient and necessary conditions for Fourier inequalities in Lorentz
spaces. We also provide examples on usage of these theorems. In Section 3.3 we present
the weighted LP inequalities given in [BH2|. In particular we give a very short proof of
Theorem 3.32 based on a corresponding Lorentz space inequality.

Throughout this chapter F denotes the Fourier transform on R™ and f = F(f).
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3.1 Previous work on Fourier inequalities

The sufficient conditions for Fourier inequalities in Lorentz or Lebesgue spaces are based
on the following rearrangement estimate due to Jodeit and Torchinsky [JT]. In fact it
characterizes all linear operators of type (1,00) and (2,2).

Proposition 3.1. Let (X,pu) and (Y,v) be o-finite measure spaces and assume T :
LY (u) + L*(n) — L,(Y) is a linear operator. Then T is of type (1,00) and (2,2) if
and only if there exists a constant D such that

/OZ(Tf)*(t)2 dth/0Z</01/tf*>2 dt, z>0,

for all f € L'(u) + L*(u).

Proof. See Theorem 4.6 in [JT] for the proof.
[

If the operator norms of maps T : L'(u) — L®(v) and T : L*(u) — L?*(v) are at
most 1, then D < 4. In particular D < 4 for the Fourier transform.

In [Si4], Sinnamon used this inequality to obtain sufficient conditions for

([ e dt)l/ e ( [ /Om oo dt) i

If w(t) = tP2v(1/t), we get the equivalent inequality,

( |t dt) Y ( [ e dt) "

which is a Fourier inequality in Lorentz spaces, that is: || f|| raw) < C| fllre(w)-

Recall that Qs is a subcone of L™ containing decreasing functions f(t) such that
t* f(t) is increasing. Also A is the collection of averaging operators on L*. The following
is a sufficient condition for || f{|aa(u) < Cfl1p(.,-
Theorem 3.2. Suppose 0 < p < 00, 2 < q < oo and u,v,w € LT with v(t) = tP2w(1/t).
If

Ah||g/2.u

w1482

heQs 0, AcA || Pllp/2.0

then there exists C > 0 such that

(o) "o </ooo ([ f*>pv(t)dt> ’

or equivalently

9

11l oy < ClLfllew)
for all f € LY(R"™) + L*(R™).
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Proof. See Theorem 3.1 and Corollary 3.2 in [Si4]. O

When 0 < p < 2, there is a simpler expression in terms of the © space. Recall that
w.(t) = min(z72,¢72).

Theorem 3.3. Let 0 < p <2< q < oo and u,v,w € L' with v(t) = t!~2w(1/t). If
[w [z u)
2>0 HWZHP/Q,U

then there exists C > 0 such that

bl

£ llas) < CUL NIy )
for all f € LYR™) + L*(R").
Proof. See Theorem 6 in [Si5]. O
Using the level function, one obtains a stronger but simpler sufficient condition.

Theorem 3.4. Suppose that 0 < p < g < 00 and 2 < q , u,v,w € LT with v(t) =
tP2w(1/t). If

Sup HCUZHM < OO,
z>0 szHp/Z,v

then there exists C' > 0 such that
£ sy < Cl NIy w)
for all f € LY(R™) + L*(R"™).
Proof. See Theorem 3.4 in [Si4] for a proof. O

To obtain a necessary condition, Sinnamon constructed the appropriate test functions
in [Si4] and proved the following result.

Theorem 3.5. Let n be a positive integer, z > 0 and A € A. For each € > 0 there exists
a function f : R™ — C such that

<X and  (Aw)'? <cu(f*+e),
where ¢, 18 a constant number depending only on n.
Proof. See Theorem 4.6 and Corollary 4.7 in [Si4] for a proof. O]
The following necessary condition is a consequence of Theorem 3.5.

Theorem 3.6. Suppose 0 < p < 00, 0 < ¢ < 00, 0 < C, u,v,w € LT with v(t) =
tP=2w(1/t), satisfy A
[fl[asewy < Clfl[erw)
for all f € LY(R"™) + L*(R"). Then
w1l
A€EA, z>0 ||WZ||p/2,v
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Proof. See Corollary 4.8 in [Si4]. O

This leads to following necessary and sufficient condition when 0 < p < 2 < ¢. This
is Theorem 8 in [Si5].

Theorem 3.7. Let 0 < p <2 < g < oo and u,v,w € LT with v(t) = t*"2w(1/t). Then
there exists C' > 0 such that the inequality
1 f a2y < ClF NIy )
holds for all f € LY(R™) + L*(R") if and only if
w2 lloarzqu)
sup ——————
2>0 HWZHP/Q,U

Proof. This follows from Theorems 3.3 and 3.6. [

When g = 2 this gives the following characterization in terms of the level function of
u(t).
Theorem 3.8. Suppose 0 < p <2 and u,v,w € LT with v(t) = t?"2w(1/t). Then there
exists C' > 0 such that the inequality
1flla2e) < Cllf llorw)
holds for all f € L*(R™) + L*(R") if and only if

Supw < 0.

z2>0 ||w2||p/2,v

Proof. See Theorem 5.1 in [Si4]. O

3.2 More sufficient and necessary conditions

The goal of this section is to provide somewhat simpler sufficient and necessary conditions
for inequalities of type || fllas(w) < Cllf|lrew) and || fllasq) < Cllfl|ap@)- We will also give
several examples to illustrate those results. As a byproduct we will deduce Theorem 2
in [BH2] from Sinnamon’s work. (See Theorem 3.13)

We start with an immediate corollary of the necessary condition in Theorem 3.6.
Corollary 3.9. Suppose 0 < p < 00, 0 < ¢ < 00, C' > 0, u,v,w € LT with v(t) =
tP=2w(1/t), satisfy A

1/ [asy < Cllfllrew)
for all f € LY(R") + L*(R"). Then

[ .

z>0 ||WZ||P/2,v
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Proof. In Theorem 3.6 observe that the identity operator lies in \A. O]
For a decreasing weight u we obtain the following characterization.

Proposition 3.10. Let 0 < p < q < 00, ¢ > 2 and assume u and w are weight functions
n (0,00) with v(t) = t*"2w(1/t). Suppose u is decreasing. Then there exists C > 0 so
that the inequality

1/ a9y < Cllf )
holds for all f € L'(R™) + L*(R") if and only if
|z llq/2,

sup ————— < 00
z>0 szHp/Q,v

Proof. The necessary side is proved in Corollary 3.9. For the sufficient part, observe that
u® = u since u is decreasing. Hence Theorem 3.4 completes the proof. ]

[[zla/2.u

w2 llp/2.0
Before proceeding we do some calculations. Set

The fraction appears frequently both in sufficient and necessary conditions.

Fq,U(z) = (sznq/lu

1/2 1/2 _
)7 Gpw(2) = ([[w:llp/2w) and v(t) =t 2w(1/t).
Notice that the conditions in Corollary 3.9 and Theorems 3.4 and 3.8 may be reformu-

Fou
lated as sup %—(2)
>0 Gpuw(2)

Observe that

< oo with the appropriate weights and indices.

(/ min(z7, %) (t)dt) B
_ (z‘q/o ()dt+/:o %dty/q, (3.1)

which trivially leads to the following estimates:

Fu(z) > 2! ( /O () dt) M (3.2)

Fyu(z) > ( / h %dt) " (3.3)

If u is decreasing and ¢ > 1, then u € B, by Remark 1.17. So

Fouz) < (= [ ue) ilz—q Tt dt " %1 Y Tt dt "
0 q 0 q 0
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Therefore, for decreasing v and ¢ > 1 we have

Fyu(z) m 2! < /0 () dt) " (3.4)

Gpo(2)? = (z—p /0 ot dt + / N %dt)%,

which, using v(t) = tP"2w(1/t), turns into

For G, ., we have

00 w(t) 1/z 2/p

Gpuw(2)? = ( z_p/ —dt+/ w(t) dt) , (3.5)
1/z tP 0
and we obtain the following immediate estimates:
- > w(t) 1/p
G(2) > 271 (/1 - dt) . and (3.6)
1/z 1/p
Gpw(z) > / w(t) dt . (3.7)
0

For weights in B, or RB,, we can get better estimates. If w € B, then
1/p

1/z 1/z 1/p 1/z
Gpw(2) < (bp/ w(t) dt+/ w(t) dt) =(1+bp)1/p</ w(t) dt) ,
0 0 0
which implies
1/z 1/p
G ul(2) ~ ( / w(t) dt) | (3.8)
0
If w € RB, then

o0 00 1/p 0o 1/p
Gpuw(z) < | 277 w dt +b,27" M dt — (1+b;)1/pz_1 w(t) di ’
1 tp 1 tp 1/2 tp

z z

Gy ulz) ~ 271 ( /1 i) dt) " (3.9)

which implies

Theorem 3.11. Let 0 < p < g < 00 and 2 < q. Assume u and w are weight functions

n (0,00). If
sup (/OW W (t) dt) </Orw(t) dt>_l/p < oo,

then there exists C > 0 such that
[flas) < Clfl[rew)

1/q

for all f € LY(R"™) + L*(R™).
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Proof. Using the equivalence (3.4), with u° replacing u, and the inequality (3.7) we get

FQU"('Z) < -1 </Z )l/q /1/Z
sup ——= S sup 2 u(t) dt w(t) dt
z>1(? Gp,w(z) ~ Z>%) 0 ( ) 0 ( )

1/x 1/q T —1/p
=sup w (/ u’(t) dt) (/ w(t) dt) < 00.
>0 0 0

So the condition in Theorem 3.4 is satisfied. O

-1/p

Example 3.12. We provide an example to illustrate Theorem 3.11. Let w(t) = t*!
where p/2 < a < p. Assume 0 < p < ¢ < p/(p—a) and ¢ > 2. Fix z > 0 and observe
that u = x(o,») is decreasing and therefore u® = u. Let u;, us, u3 be the functions defined
in Example 1.27, that is,

o ui(t) =ae'x(., a=z(e*—1)71,
o uy(t) =t(22 — t2)71?x(0.), and
o us(t) =ct'x0z,r>0,c=2"(r+1).
We showed uj = uy = uz = u® = x(o,.). Observe that

0<z<1/z

/ol/m = wd [ wte)de = 1/

o >1/z

Now we have

1/z 1/q x —1/p
sup (/ u’(t) dt) (/ w(t) dt) = sup x(2)Y(1/a)z®)"VP,
0<x<1/z 0 0 0<z<1/z

which is finite since a < p. On the other hand,

sup (/0'1/x u®(t) dt> v </Ox w(t) dt)_l/p = sup x(xfl)l/Q((l/a)xayl/p

z>1/z z>1/z

is finite since ¢ < p/(p — a).

So the condition in Theorem 3.11 is satisfied. Hence F : I'’(w) — A9(u) is bounded.
Since w € B, as we showed in Example 1.18, we have |.||rp(w) = [.||ar(w). Therefore,
F : AP(w) — A9(u) is bounded. This statement is true for any weight function whose
level function is equal to u(t). In particular F : A?(w) — A?(u;) is bounded for j = 1,2, 3.

As a corollary of Theorems 3.11 and 3.5 we prove the following result on Fourier
inequalities in Lorentz A space from Benedetto and Heinig. That is, Theorem 2 in [BH2].

Theorem 3.13. Let u and w be weight functions on (0, 00).
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(i) Let 1 <p <q<o0,q>2, and assume u is decreasing and w € B,. If

sup Wu(t)dt " " w(t)dt 71/p<oo, (3.10)
e f (f wom)

then there exists C > 0 such that for all f € L*(R™) 4+ L*(R") the inequality

£ 1wy < CllFllarqw)
holds.

(ii) Conwversely, assume p,q > 1 and u and w are arbitrary weight functions. If

I fllaacy < Cllf larqwy for all f € LNR™) 4+ LA(R™), then (3.10) holds.

Proof. To prove (i), observe that u® = w since u is decreasing. Moreover ||.|[rr(w) ~
|-lar(w) since w € B,. So the assertion is implied by Theorem 3.11.

To prove (ii), fix z > 0 and let ¢, be the constant in Theorem 3.5. Set € = (2¢,2)~
and let A be the identity operator. There exists f : R" — C such that

F <xpuim and (W)Y <en(fF+e).

o = ([ roreea)” < ( [t dt> v

On the other hand for 0 < ¢ < z we have

1

For this f,

F ) > ¢ min(z" ) —e > leta

which implies

R oo l/q z 1/‘1
Hﬂhmo=<£ f%ww@dQ z%%%l(K;wwﬁ) |

Finally
z 1/q 1/z —1/p R
zl(/’www) (/‘zwww> < 260 (I la00) (1 lara) ™" < 26aC.
0 0
Since z > 0 is arbitrary, the proof is complete by taking z = z71. O]

Example 3.14. A natural example to consider is the case of power weights. We take
this example from [BH2]. Assume 1 < p < ¢ < oo and ¢ > 2. Set u(t) = t*~! and
w(t) =t*"! where 0 <b<1and 0 < a < p.

Obviously u is decreasing and by Example (1.18) we have w € B,,. The supremum

1/x 1/a x —1/p $_b 1/q 7@ —-1/p
sup / u(t) dt (/ w(t) dt> =sup x (—) (—) ~ sup z'Y/a-a/p
>0 0 0 x>0 b a x>0

is finite exactly when 1 — (b/q) + (a/p) = 0. So Theorem 3.13 implies that F : A?(w) —
A%(u) is bounded if and only if b/q + a/p = 1.
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Example 3.15. This is a modification of Example 3.12. Assume 1 < p < ¢ < oo and
q > 2. Let u(t) = x(0,.) and w(t) = t*~! where 0 < a < p. Note that u is decreasing and
w € B,. Similar computations as in Example 3.12 assert that

1/x /4 T —1/p
sup (/ u(t) dt) (/ w(t) dt) = sup  x(2)Y9((1/a)z®) P
0<z<1/z 0 0 O0<z<1/z

is finite since a < p, and

1/
sup / u(t) dt
z>1/z 0

is finite exactly when ¢ < p/(p —a). Now Theorem 3.13 implies that F : A?(w) — A?(u)
is bounded when ¢ < p/(p — a) and is unbounded when ¢ > p/(p — a).

1/q

(/Oxw(t) dt)l/p: sup (@) (1 /a)a") P

>1/z

Taking a similar approach as we did in Theorem 3.11, we obtain our second sufficient
condition.

Theorem 3.16. Let 0 < p < q < o0 and 2 < q. Assume u and w are weight functions

n (0,00). If y
q

1/z 00 t -1/p
sup (/ u’(t) dt) (/ m dt) < 00,
x>0 0 T tP
then there exists C > 0 such that
H]E”Aq(u) < Ol fllrrw)
for all f € LY(R™) + L*(R").

Proof. Using the equivalence (3.4), with u° replacing u, and the inequality (3.6) we get

F o z l/q [e’e] t 71/p
sup 2" (2) Ssup z7° (/ u®(t) dt) z (/ wit) dt)
z>0 Gp,w(z) z>0 0 1/z tP
1/z 1/q 00 ¢ -1/p
= sup / u’(t) dt (/ wit) dt) < 00,
>0 0 x tp
and the assertion is proved by Theorem 3.4 [

Example 3.17. Here is an example where F : AP(w) — A%(u) is unbounded, but the
restriction of F to the smaller space I'’(w) is bounded.

Assume p/2 <a <p,1 <p<qg<p/(p—a)and ¢ > 2. Fix z > 0 and set u(t) = x(o,»)
and w(t) =t 'X(1/2,00)- It is obvious that u°® = u(t) and w ¢ B,. We have

1/q _ _
1/z 00 ¢ 1/p p—a 1/p
sup / u®(t) dt (/ wit) dt) = /4 < il ) ,
o<az<1/z \Jo . P p—a
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which is constant, and

1z Y Y
sup / u’(t) dt </ e dt) = sup (p— a)Y/Py=Vig=la=p)/p,
x>1/z 0 z x>1/z

which is finite since ¢ < p/(p — a). Therefore, Theorem 3.16 implies that F : I'’(w) —
A%(u) is continuous.

Now we show F : AP(w) — A%(u) is unbounded. Notice that w ¢ B, means the
Lorentz spaces AP(w) and I'*(w) do not coincide. Moreover, [;"w = 0 whenever z < 1/z.

Hence,
1/z x -1/p
sup / u(t) dt (/ w(t) dt) = 0.
>0 0 0

Therefore, the necessary condition in Theorem 3.13 does not hold. This means F :
AP(w) — A(u) is unbounded. We can also check this directly. Choose f(t) = x(0,1/2)-

Then || f]|arw) = 0 whereas || f]| xaqu) # 0.

1/q

The next theorem is a sufficient condition for boundedness of F between Lorentz
A spaces. It is not only of interest in its own right but also leads to a new proof of
Theorem 1(i) in [BH2], which provides a sufficient condition for Fourier inequalities in
weighted LP spaces. See Theorem 3.32 for our proof of the theorem.

Theorem 3.18. Let 1 < p < g < oo and 2 < q. Assume u and w are weight functions

n (0,00). If /
sup (/OW u°(t) dt) (/Omw(t)l—p’ dt)l/p < 00, (3.11)

then there exists C > 0 such that
[ fllaaquy < Cllflar(w)

1/q

for all f € LY(R™) + L*(R"™).

Proof. Since w(t) is a weight function and therefore locally integrable, it is finite a.e.
Thus, w(t)!"? > 0 a.e., which means [ w(t)!? dt > 0 for all # > 0. Hence, (3.11)

implies that fol/x u(t)dt < oo for z > 0. Since the concave function s — [5 u®(t)dt is

absolutely continuous, it is differentiable almost everywhere. So we may set

1/t
o(t) =t 2uC(1/t) = —tq% (/0 u®(t) dt) :

_/:gdt:/ol/xw(t)dt—/Ol/au"(t)dt.

The second term on the right hand side vanishes as a — oo, so

/:o % dt = /Ol/x u®(t) dt.
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which means

1/x 1/q (3] —1/q
sup (/ u’(s) ds) (/ ﬂalt) =1<o0.
z>0 0 T t4

So the condition in Theorem 3.16 with w(t) and p replaced with o(t) and ¢ is satisfied.
It follows there exists C'; > so that

1 £l 0y < Cullfllrace)
for all f € L*(R™) + L*(R").

On the other hand, the hypothesis of the theorem and the relation between ¢ and u°

implies:
o t l/q X , 1/]7/
sup (/ olt) dt) (/ w(t) P dt)
>0 T 4 0
1/z 1/q x 1/p'
= sup (/ u’(t) dt) (/ w(t) = dt) < 0.
>0 0 0

Now by the weighted Hardy inequality (Theorem 1.15) there exists Cy > 0 such that

</°oo G /ot g)qa(t) dt) ) =G ( /Ooog(t)pw(t) dt> :

for all g € LT. Replacing g with f* in the above inequality we get

[fllra@) < Call fllarw)
for all f € L'(R™) + L*(R").
Finally we have || f||laa) < C1llfllre) < C1Col| fllarw) for all f € LY(R™) + LA(R™).
The proof is complete by taking C' = CC5. O

Remark 3.19. We compare Theorem 3.13 with 3.18. In the above theorem, we do
not need u to be decreasing or w to be B,. However the supremum condition (3.11)
is stronger than (3.10). In fact if (3.11) holds then F : AP(w) — A%(u) is bounded by
Theorem 3.18. Then the necessary part of Theorem 3.13 implies (3.10).

We may investigate this directly. We have

1/x 1/x
/ u(t) dt < / u’(t) dt.
0 0

On the other hand, Holder’s inequality shows

T = /0m dt < </Oz w(t) dt) " (/Om w(t) = dt) W.
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It follows that

. (/Ol/xu(t) dt) (/Oxw(t) dt)_l/p < </01/x () dt)

So the left-hand side is finite whenever the right-hand side is.

1/q 1/q

( /0 ’ w(t) 7 dt) l/p/ .

Example 3.20. Here is an application of Theorem 3.18 where Theorems 3.11, 3.13 and
3.16 are inconclusive. Assume 1 < p < ¢ < oo and 2 < ¢. Let u be an arbitrary weight
function in L'(0, co0) and w(t) = €"x(0,00)-

Note that by Proposition 1.33 we have u° € L! since u € L. Therefore,

( [ dt) " ([ etrar) " = ot <o

/

z ) 1/p x ) 1/p !
(/ w(t)' P dt) = (/ et 1) dt)
0 0

0o ) 1/p
< </ e ' =1) dt) = M, < 0.
0
It follows that

1/z 1/q T , 1/p
sup </ u®(t) dt) (/ w(t)? dt) < MM < oo.
>0 0 0

Thus Theorem 3.18 asserts that F : AP(w) — A%(u) is bounded.
Now observe that w ¢ B, because

-1
/6—dt oo but —/ :6 , x>0.

So Theorem 3.13 is inapplicable even for a decreasing u. We may use Theorem 3.11
to prove F : I'"(w) — A%(u) is bounded. But this does not imply the boundedness of
F : AP(w) — A(u).

Moreover,

/

The next theorem provides a necessary condition comparable to that in Theorem 3.13.
We will use it in the following section, to provide a necessary condition for continuity of
Fourier transform between weighted Lebesgue spaces. (See Theorem 3.35.)

Proposition 3.21. Let 0 < p,q < oo and assume u and w are weight functions on
(0,00). Suppose w € B,. If there exists C > 0 so that

1 sy < Clfllew
for all f € L'(R"™) + L*(R™), then

ili%) (xq /OW u(t) dt + /1: % dt) B </0z w(t) dt) o < o0. (3.12)
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F,u(z

Proof. Corollary 3.9 implies sup,, m < 0o0. Now Equations (3.1) and (3.8) assert
that
o [ < u(t) )\ 1/ e
Fou(z) = (z q/o u(t) dt+/z t_th) and G, ~ (/0 w(t) dt)
Set x = 1/z, and the proof is complete. ]
Remark 3.22.

1. Within the range 1 < p < o0, 0 < ¢ < oo, the condition (3.12) is a necessary
condition for || f|laew) < C|| fllarw), since w € By, implies || f{|rrw) = || f|ar(w)-

2. In comparison with the necessary condition in Theorem 3.13, the above theorem
assumes the a priori condition w € B,. However the supremum in (3.12) is greater
than the supremum in (3.10).

Proposition 3.23. Let 0 < p,q < oo and assume u and w are weight functions on
(0,00). Suppose w € RB,,. If there exists C > 0 so that

1 sy < Cllfllery
for all f € LY(R") + L*(R™), then

1/z oo 1/a 0o -1/p
sup xq/ u(t) dt +/ ult) dt (/ wdt) < 0.
x>0 0 1/x 11 T P

Fo. )
Proof. Corollary 3.9 implies sup,- Gq’—(<z)) < 00. Now equations (3.1) and (3.9) assert
pwlZ
that
z 00 t 1/q o0 t 1/p
F,u(z) = zq/ u(t) dt—l—/ wdt and Gy, =~ 2! / Mdt :
’ 0 z td 7 1/z tp
Set x = 1/z, and the proof is complete. O

The following characterization may be considered as an analogy to Theorem 3.13
where w € RB,.

Theorem 3.24. Let 0 < p < g < o0 and q > 2. Assume u and w are weight functions
on (0,00) with u decreasing and w € RB,. Then there exists C > 0 so that the inequality

11l oy < ClLf o)
holds for all f € L*(R™) + L*(R") if and only if

1/x 1/q 00 —1/p
sup </ u(t) dt) (/ wit) dt) < 00.
>0 0 T tP
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Proof. By Proposition 3.10 the inequality ||f||Aq(u) < C||f|lre(w) holds if and only if
sup Fou(2)
2>0 Gp,w(z>

z 1/q 00 1/p
t
Fou(z) =~ 27! (/ u(t) dt) and Gy, ~ 2z (/ %dt) .
0 1/z

The proof is complete by taking =z =1/z. O

< 00. Now inequalities (3.4) and (3.9) assert that

For the case ¢ = 2 we are able to characterize the boundedness of F : I'?(w) — A?(u)
in terms of the level function. To do this, we invoke Theorem 3.8 in two separate cases
in which w is a B, or RB,, weight.

Theorem 3.25. Let 0 < p < 2 and assume u and w are weight functions on (0,00).
Suppose w € By,. Then there exists C > 0 so that the inequality

[ fllazy < Cllfllre(w)

holds for all f € L*(R™) + L*(R") if and only if

1/x 1/2 T —1/p
sup x / u’(t) dt (/ w(t) dt> < 00.
>0 0 0

Proof. By Theorem 3.8 the inequality |f|azw)y < C|fllrew) holds if and only if
sup Fgﬂlo (Z)

z>0 Gp,w(z)
plicable. We can also use the estimate (3.8) since w € B,,. It follows that

P 1/q 1/z L/p
Fypo(z) = 271 (/ u’(t) dt) and G, = / w(t)dt .
0 0

Taking = 1/z completes the proof. O]

< oo. Since the level function is decreasing, the estimate (3.4) is ap-

Theorem 3.26. Let 0 < p < 2 and assume u and w are weight functions on (0,00).
Suppose w € RB,. Then there exists C > 0 so that the inequality

[f a2y < Cllfllor )

holds for all f € L*(R™) + L?(R") if and only if

1/2 -
1/z 0o ¢ 1/p
ap ([ “wwa) ([T Ha)" <
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Proof. By Theorem 3.8 the inequality ||f||A2(u) < C|fllrr(w) holds if and only if
F2,u°(z)

Gpw(z)
plicable. We can also use the estimate (3.9) since w € RB,. It follows that

z 1/q o) 1/p
Fyo(2) ~ 271 (/ u’(t) dt) and Gy, ~ 2" (/ wt(pt) dt> .
0 1/z

Set = 1/z, and the proof is complete. n

SUp,<g < 00. Since the level function is decreasing, the estimate (3.4) is ap-

Example 3.27. Here is an application of Theorem 3.25 where Theorem 3.13 is incon-
clusive. Let 1 < p < 2. Set u(t) = 427%t*x (0, and w(t) = X(0,1/-) where z > 0. In
Example 1.27 we showed that u°(t) = X(o,-). Moreover, w is decreasing so w € B,.
Observe that

1/x 1/2 T —-1/p
sup </ u’(t) dt) </ w(t) dt) = sup z(z” VP~ sup 22 = 0.
0 0

z>1/z z>1/z z>1/z

So the condition in Theorem 3.25 is violated which means F : AP(w) — A%*(u) is un-
bounded.
However, this can not be deduced from the necessary condition in Theorem 3.13.

That is because
1/z x —1/p
sup / u(t) dt (/ w(t) dt>
0<z<1/z 0 0

= sup z(zY?)(@zP)= sup aVP
0<z<1/z O<z<1/z

1/2

< 00,

and

1/x
sup / u(t) dt
z>1/z 0

So the condition in Theorem 3.13 is satisfied.

1/2 T —1/p
(/ w(t) dt) = sup z(z 322 = sup 27! < 0.
0

z>1/z z>1/z

3.3 Fourier inequalities on Lebesgue spaces

With the aid of Lorentz spaces, one may obtain Fourier inequalities in L” spaces. The
technique is to replace the weight functions on R™ with their decreasing or increasing
rearrangements as illustrated in the following lemma.

Lemma 3.28. Let 0 < p,q < oo and suppose u and w are weight functions on R™.
Assume || f||aa@sy < C|| fllarwey where C > 0 and f is a measurable function on R™.

Then || fll raqy < CIf Nl o (w)-
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Proof. Using the Hardy-Littlewood-Polya inequality (Proposition 1.4) and noting that

(171" = ()7 we have
o= ([ eoram ) < ([ oo
1/p

<c ( | raree dt) <c ( [ t@Pue) da:) "
= Ol

R

]

R Now we combine Lemma 3.28 with Theorem 3.13 to obtain a sufficient condition for
| fll 2oy < Cllf|lLr(w)- This is what Benedetto and Heinig did in Theorem 4(i) of [BH2].

Theorem 3.29. Let 1 < p < g < o0, q > 2 and assume u and w are weight functions
on R™ with w® € B,. If

1/x 1/q T —1/p
sup x (/ u*(t) dt) </ w®(t) dt) < 0,
x>0 0 0

then there exists C > 0 such that

([ sorua) " <o ([ sarow )

1/p

or, equivalently, )
[/l 2aqwy < Cllf v
for all f € LY(R™) + L*(R"™).
Proof. Since w® € B, and u* is decreasing the conditions of Theorem 3.13, with u and

w replaced with u* and w®, are satisfied. Thus, there exists C' > 0 such that | f|| Aa(ur) <
C|| fllar(we) for all f e L'(R™) 4+ L*(R™). The proof is complete by Lemma 3.28. O

It’s possible to obtain results for a different range of indices p and ¢ using duality
properties of the Fourier transform. The idea is stated in the following lemma.

Lemma 3.30. Let p and o be Banach function norms on R™ such that L'(R™) N L, is
dense in L,. Assume there exists C' > 0 such that p(g) < Co(g) for all g € L*(R™) N L,.

Then o' (f) < Cp'(f) for all f € L*(R™) N L.

Proof. For f,g € L*(R") we have [, 1fg| = Jan | fg]. Since L'(R™) N L, is dense in L,,
for each f € L'(R™) N L, we have

follol o o deldol o Sl

d(f)= sup < A
( ) geL'(R™)NL, U(g) geL(R?)NL, P(Q) geL(R")NL, P(Q)
Jgn 11
< C sup =& =Co'(f).
heL, P(h) p(f)
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Now we have the next theorem which deals with the case ¢ < 2. The theorem was
stated in part (iii) of Theorem 4 of [BH2].

Theorem 3.31. Let 1 < p < g < 2 and assume u and w are weight functions on R™

with (u*)'=7 € By. If
1 1/:)3 , P4 , l/p,
s L [Two) (o) <o
x>0 T 0 0
1l ey < ClIf Nl rw)

-1/q

then there exists C' > 0 such that

for all f € LY(R™) + L*(R").

Proof. We repeat the proof of Theorem 4(iii) in [BH2] which uses a duality argument
and deduces the result from the case 1 < p < ¢ < o0, ¢ > 2. Let P = ¢, Q =y,
U(t) = w(t)*? and W (t) = u(t)'~7. Since 1 < p < ¢ < 2 we have 2 < ¢ < p' which
means 2 < P < (). Observe that

WO = (W) = (@) = (@) € By = Bp, and
U = () = (1)) = () = )

1/z 1/Q x -1/P
sup (/ U*(t) dt) (/ We(t) dt)
x>0 0 0
1 T ) 1/p 1/z , —1/¢
=sup — (/ w®(t) P dt> / w (1) dt < 0.
x>0 T 0 0

Therefore, Theorem 3.29 guarantees the existence of C' > 0 so that ||f||LQ(U) < Ol fllerw)

Now

which is the same as HfHLp/(wl_p/) < Ol fllge ur-ay- 1t follows from Lemma 3.30 that
Hf||Lq(u) < O||fllzr(w)- Here we used the facts that LP(w) and L” (w'~P") are duals of
each other, and L' N L7 (u'~7) is dense in L9 (u'~7). H

Theorems 3.29 and 3.31 are based on the sufficient condition for || f| rawy < O fllarw)
stated in Theorem 3.13. In the next theorem we use our other sufficient condition from
Theorem 3.18 to obtain results in Lebesgue spaces. This result is proved in [BH2],
Theorem 1(i), but our proof is considerably shorter.

Theorem 3.32. Let 1 < p < q < 0o and assume u and w are weight functions on R™.

If
1/x !
iti}g ( /0 u*(t) dt>

x ) 1/p
(/ w® ()7 dt) < 00,
0
then there exists C' > 0 such that

[fllzaqy < ClIfllLrw)

1/q

for all f € LY(R"™) + L*(R™).
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Proof. First consider the case ¢ > 2. We invoke Theorem 3.18, replacing v and w with
u* and w® respectively. Thus there exists C' > 0 such that ||f||Aq(u*) < C|| fllap(we) for
all f € L'(R") + L*(R"). Tt follows from Lemma 3.28 that ||f||Lq(u) < O\ f |l v w)-

Now assume ¢ < 2. As in the proof of Theorem 3.31, we use the the case ¢ > 2 and
the duality argument. Let P = ¢/, Q = p', U(t) = w(t)'™? and W (t) = u(t)'~7. Since
1 <p<qg<2wehave 2 < ¢ <p which means 2 < P < (). Observe that

U = (w(t)77)" = (L/wp )" = (L/w) ) = (w*)' 7,

and

/

W = (1)) = (@) = ()

which implies

Now

1y /aQ y /P
sup / U*(t) dt (/ Wet)=r dt)
y>0 0 0

1/y ) 4 Yy 1/q
= sup / w® ()P dt (/ u*(t) dt)
y>0 0 0
1/x 1/q T 1/p
= sup (/ u*(t) dt) (/ w® ()7 dt)
z>0 0 0

which is finite by the hypothesis. Therefore, by the first part of proof, we have || f|| o) <
C|| fllLpwy which is the same as ||f||Lp/(w1,p,) < Ol f|lpo ui-«y- 1t follows from Lemma 3.30
that [| fll o) < Cllfllzr(w)- .

Example 3.33. We use Example 3.20 to illustrate Theorem 3.32 on R. Assume 1 < p <
g < o0, ¢ > 2. Let w(t) = e'x(0,00) and suppose u € L'(R). Then w® = e'x(o,0). The
same calculations as in Example 3.11 shows that

1/x T , 1/p'
sup / u*(t) dt (/ w®(t) P dt) < MM, < oo.
>0 0 0

Hence, Theorem 3.32 implies that F : LP(w) — L%(u) is continuous. Note that w® ¢ B,
so Theorem 3.29 is inconclusive.

1/q

Similar to the way we proved the sufficient conditions, we can prove necessary condi-
tions for || f|| Loy < C||f|| @) using necessary conditions in Lorentz spaces and Hardy-
Littlewood-Polya inequality. However, the necessary conditions are much different from
the sufficient conditions.
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Lemma 3.34. Assume 0 < p,q < 00 and u,w are weight functions on R™. Let f be a
measurable function on R™. If || fl|rew) < C| fllzew) for some C > 0, then || f||aawe) <
Cllf llare-

Proof. Using the Hardy-Littlewood-Polya inequality (Proposition 1.4) and noting that
(LfP)" = (f*)" we have

il = (/ooo frte dt) " = </IR< |F ()2 ul(v) dv) :
- ( o ) dm) ) =¢ (/OOO fr ()P w(t) dt) )

= C|| fllar(w)-
]

Theorem 3.35. Suppose 1 < p < o0, 1 < q < 0o and let u and w be weight functions
on R™. Assume there exists C' > 0 such that

1z < CllFllzrc)
for all f € L'(R™) + L*(R™). Then

ap (LW 4 v " (1) dt 71/p<oo. (3.13)
>0 (/1m 14 ) (/o )

Proof. The hypothesis of the theorem together with Lemma 3.34 implies || f|| rawey <
C|| fllap(w+ for all f e L'(R™) + L*(R™). Since w* is decreasing it is a B, weight and we
have || f|lar (=) = || fllre(wr). We invoke Proposition 3.21 with u and w replaced with u®
and w* respectively, to obtain

1/1‘ o fe'e) u®(t) 1/q x . —1/p
sup | 9 u®(t) dt + ——=dt w*(t)dt < 00.
>0 0 1/t 0

This completes the proof since

0 . ® 1/z o, ®
/ WD) gy < g / u®(t) dt + / ) g, (3.14)
1 0 1

T 11 /x 14

Remark 3.36.

1. Note that the two sides of Inequality (3.14) are in fact equivalent. That is because
u® is increasing and therefore satisfies the RB, condition by Remark 1.21. Hence,

xq/ol/xu®(t)dt+/loou®(t) dtg(q—1)/1m@dt+/lm“®(” dt

T ta ta

© . ®
1 ta
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which implies

1/z 0o, ® o, ®
xq/ u®(t) dt+/ ui () dtz/ v g
0 1 1

Lt T

. We will get a weaker result if we use the necessary condition from Theorem 3.13.

That is,
1/x x -1/p
sup / u®(t) dt (/ w*(t) dt) < 00 (3.15)
>0 0 0

is also a necessary condition for || ||z < C|lfllzr@w), but (3.13) always implies
(3.15).

1/q
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Chapter 4

Fourier series in Lorentz spaces

Many of the results in Fourier inequalities deal with the Fourier transform on R™ rather
than with Fourier series. In particular, there is not much known about boundedness of
the Fourier coefficient map between weighted Lebesgue spaces and Lorentz spaces. The
aim of this chapter is to provide results, analogous to those in Chapter 3, for the Fourier
coefficient map. This analogy is far from being trivial, despite the fact that the Fourier
transform on R™ and the Fourier coefficient map on T share many common properties.
That is because of the finite measure on T and the atomic measure on Z.

The finiteness of the measure on T imposes an extra condition on the class {2y that
was used in Theorem 3.2. The condition requires the functions in 23 to be constant on
interval (0,1) as stated in Theorem 4.2. To pass from this theorem to the next results
we need the results on quasi concave functions. In fact this was the main motivation for
the material of Chapter 2.

The atomic measure on Z makes the estimates for the rearrangement of f coarser.
This makes Lemma 4.13 fail for values of 2z close to 1. To overcome this issue we first
prove Theorem 4.17 for z > 3 and then extend it to z > 1. As a consequence, the
constant ¢ in Theorem 4.18 is quite large.

We start this chapter with sufficient conditions and provide results analogous to the
sufficient conditions in Chapter 3. However, we work with the more general inequality
I fllraty < C|lfllre@). In Section 4.2 we introduce the collection of test functions that
lead to our necessary conditions in Section 4.3. Finally, we combine our results to obtain
necessary and sufficient conditions for boundedness of the Fourier coefficient map between
Lorentz spaces.

4.1 Sufficient conditions
We start with a slightly different version of Proposition 3.1, which provides a rearrange-

ment estimate for operators of type (1,00) and (2,2). Using this estimate, we will give
sufficient conditions for the inequality || f||raw) < C||f|lrr(w). Although the statement of
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the theorems in this section deal with the Fourier coefficient map, they remain true for
any operator of type (1,00) and (2, 2).

Proposition 4.1. Assume (X, ) and (Y,v) are o-finite measure spaces and Let T :
L' (p) + L*() — L,(Y) be a sublinear operator. Then T is of type (1,00) and (2,2) if
and only if there exists a constant D such that

/OZ(Tf)**(t)2 dth/OZ( :

for all z >0 and f € L*(p) + L*(u).

1/t

f*(s) ds)2 dt (4.1)

Proof. By Proposition 3.1, T is of type (1, 00) and (2,2) if and only if there exists D; > 0
such that

/OZ(Tf)*(t)Q it < D, /O ( Ol/t F(s)ds)” di (4.2)

for all 2 > 0 and f € L'(u) + L*(p).
First, observe that (4.1) implies (4.2) with Dy = D, since (T'f)* < (T f)**. Conversely,
assume (4.2) holds. Observe that for f € L, the Hardy inequality (Corollary 1.14) implies

[aprera= [ (5] Ty ds) e <2 JACGROR

Hence (4.1) holds with D = 4D;. O

The constant D in (4.2) is not greater than than 4 when both operator norms (1, co)
and (2, 2) are at most 1. This in particular means D < 16 for the Fourier transform. Using
the above proposition we get the following sufficient condition for || f[raq) < C|lfllrs(w)
with arbitrary exponents p, q. It serves as a platform to obtain our main results.

Theorem 4.2. Suppose 0 < p,q < oo and u,v,w € LT with v(t) = tP~2w(1/t). If

sup sup Illo/2. < 0 (4.3)
hePNQ2,0 0<pl,0<h ||h||p/2,v

then there exists C > 0 such that
£ Iraay < CIIf ooy
for all f € LY(T).

Proof. Let Cy be the value of the supremum in the hypothesis. Fix f € L'(T) and let
hy and ¢ be defined by

1/t 2 )
hf=< / f*(S)dS> and oy = =<(f) (1)

It’s readily seen that hy is decreasing and t*h;(t) = f**(1/t) is an increasing function.
So hf € . In addition, f* vanishes outside the interval (0,1) since m(T) = 1. So
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hy(t) is constant on (0,1) which means hy € P N $y. Notice that ¢, is also decreasing
and Proposition 4.1 implies that ¢y < hy. Thus

losyne oo g Belums _

1P sllp/20 ~ hePraoo<elio<h [[P]|p/2.0

e’} 2/‘1 [e%¢) 2/27
([T estrtya) "< ([ ntrrana)
0 0
or equivalently

( /0 ) £ () u(t) dt> 2 < 16C, ( /0 > ( /Ol/t (s) d8>pv(t) dt)

Taking the square root of both sides, using v(t) = tP~2w(1/t), and making the change of
variable ¢ — 1/t we obtain

(/0"0 £ () Tu(t) dt> 1/ < 4,/C; (/OOO (Pl dt) l/p’

which is the desired assertion with C' = 44/C}. O

This implies

2/p

It is possible to state the condition (4.3) in term of the © space norm.
Corollary 4.3. Suppose 0 < p,q < oo and u,v,w € LT with v(t) = tP"2w(1/t). If

h
sup _|| |’9_4/2(u) < 00,
hePNMQ2 o ||h||17/2ﬂf

then there exists C' > 0 such that
1fllva) < Cll S lleww)
for all f € L'(T).
Proof. This follows from (1.11) where we defined the © space. [

If we restrict ourselves to ¢ > 2 we can write the condition (4.3) in terms of averaging
operators.

Theorem 4.4. Suppose 0 < p < 00, q > 2 and u,v,w € LT with v(t) = tP2w(1/t). If

Ah
o sup | 4Ala

0, (4.4)
hePNQa2 0 ACA ||h||p/2,v

then there exists C' > 0 such that

1 £ Iracy < CllF llow ey
for all f € LY(T).
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Proof. Since each h € P Ny is decreasing and ¢ > 2, Corollary 1.32 asserts that

sup H(P“q/?,u = sup HAh“q/?,u’
0<pl,p=<h AcA

and the result follows from Theorem 4.2. O

Now the results of Chapter 2 enable us to simplify the condition (4.4) as stated in
next theorem. Recall that w,(t) = (272,t72).

Theorem 4.5. Let 0 < p <2 < ¢ < oo and u,v,w € LT with v(t) = ! 2w(1/t). If

A z u
sup w < 00 (4.5)

2>1,AcA ||wZHp/27U

then there exists C' > 0 such that

1f sy < ClLAlr ) (4.6)
for all f € L(T).
Proof. Using Corollary 2.11 and taking the supremum over all A € A we get
1A g2

[ Aw: [|g/2,u
sup Ssup @ —W—r—— = _
AcA fePNQa o Hpr/Q,v z>1,Ac A ||wZHp/27U

So the existence of such C' is guaranteed by Theorem 4.4. m
Corollary 4.6. Let 0 < p <2 < g < oo and u,v,w € LT with v(t) = tP2w(1/t). If
||Wz||@q/2(u)

z>1 szHp/Zv

then there exists C > 0 such that

£ Iraay < CIIf ooy
for all f € LY(T).

Proof. Since w, is decreasing and ¢ > 2, we can use (1.12) to re-write the © space norm.
Then the assertion follows from Theorem 4.5 O

In the following theorem, we incorporate the level function of u to obtain a weaker
result. However the condition is much easier to verify because the supremum is taken
over a one parameter family of functions, namely z > 1. Thus standard calculus argu-
ments may be used to verify it. Moreover we will obtain important sufficient conditions
(Theorems 4.9 and 4.10) in the same way we did for the Fourier transform.
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Theorem 4.7. Suppose 0 < p < q < oo, 2<q and u,v,w € LT with v(t) = P 2w(1/t).
If
Wy u®
oy Nl
z>1 ||Wz||p/2,v

then there exists C' > 0 such that

[ flIra) < Cllfllrew)
for all f € L'(T).
Proof. Corollaries 1.32 and 2.12 imply

Ah h . .
sup sup Aoz o Wl oz
hePNQ2,0 A€A ||h||p/2,v hePNQsa 0 Hth/Q,v 2>1 ||wsz/2’v
So the condition in Theorem 4.4 is satisfied and the proof is complete. O

For our next results in this section we require some inequalities from Chapter 3. Recall

that
1/2 1/2 _
Fq,u(z) = (sznq/lu) / ) an(z) = (sznp/?,v) / and v(t) =t" 2w(1/t)-

In the theorem below, we replace the integral of the level function with an equivalent
expression that is sometimes more convenient.

Theorem 4.8. Suppose 0 <p < qg<oo,2<q andu,w € L. If,

Y 1/q 3] ¢ 1/z ~1/p
sup (sup E/ u(t) dt) / wt) dt + zp/ w(t) dt < 0
z>1 \y>z Y Jo 1/z 12 0

then there exists C > 0 such that
| flIraey < Cllfller(w)

for all f € L(T).
Proof. Observe, by estimate (3.4), that we have

F,

Wp@)zzl<ézma)ﬁ>ua

which by Proposition 1.33, turns into

Fyuo(z) =271 su z ’ v
wue (2) = p u(t) dt .
0

y>z Y

On the other hand, Equation (3.5) asserts

Qw@y:(zw[:%?dpﬁﬁwwama

99
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Therefore,

—1/p
F, o v Ve (¢ 1/z
sup —= (2) A~ supz (supz/ u(t) dt) Z_p/ wdt—l—/ w(t) dt
z>1 Gpw(z) z>1 yv>z Y Jo 1/z tr 0
—1/p

Yy 1/q % (t 1/z
— sup (supf/ u(t) dt) / wlt) gy 4 zp/ wtydt|
2>1 \y>z Y Jo 1/z 2 0

llwzlg/2,u0

@z lp/2.0
complete by Theorem 4.7. O

which is finite by the hypothesis. This means sup,.; ————— is finite and the proof is

Now we use Theorem 4.7 to obtain two more sufficient conditions. These conditions
are stronger but easier to use compared to Theorem 4.7.

Theorem 4.9. Let 0 <p < q< o0 and 2 < q. Assume u and w are weight functions on

(0,00). If
1/x 1/q T —1/p
Oiggl x (/0 u®(t) dt) (/0 w(t) dt> < 00,

then there exists C > 0 such that

1fllraqy < Cllfllen)
for all f € LY(T).

Proof. The proof is the same as in Theorem 3.11. Since u° is decreasing, (3.4) yields

z 1/q
1/2 — o
(szﬂq/mo) = Fo(2) = 27! (/0 u®(t) dt) )

Moreover, Inequality (3.7) implies

1/z
(szHp/?,v)l/Q = Gpﬂu(z) > (/0 w(t) dt)

The above estimates together with z = 1/z shows that

-1/p

-1
F, .0 Z) w

y ( ) z 1/q 1/z
su o < sup z~ u°(t) dt w(t) dt
Z>Ii) Gp;w(z) - Z>Ii) (/0 ( ) ) /0 ( )
1/z 1/q T -1/p
= sup x (/ u°(t) dt) (/ w(t) dt) ,
0<z<1 0 0

lzlg/2,u0

[z lp/2.0
complete by Theorem 4.7. O

which is finite by hypothesis. Therefore, sup,., =——— is finite and the proof is
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Theorem 4.10. Let 0 < p < g < 00 and 2 < q. Assume u and w are weight functions

n (0,00). If y

1/z 00 ¢ —1/p
sup (/ u’(t) dt) (/ w(t) dt) < 00,
O<z<1 0 . P

then there exists C > 0 such that
1 f Iraey < CllF llow ey
for all f € LY(T).

Proof. The proof is the same as in Theorem 3.16. Since u° is decreasing, (3.4) yields

z 1/q
1/2 — o
(sz||q/27u) /2 _ Fou(z) =z 1 (/0 u®(t) dt) )

Moreover, (3.6) implies

©awl(t 1/p
(leosllpr20) " = Gu(2) 2 =7 (/ 5 dt) |

z

The above estimates, together with z = 1/, show that

F o z 1/(1 o *1/})
sup —~ (2) <sup 2z (/ u’(t) dt) 2 (/ w(t) dt>
z>1 Gp,u;(z) z>1 0 1/z P

1/z 1/q 00 —1/p
= sup (/ u’(t) dt) (/ Mdt) < 00,
O<x<1 0 T P

w o
which is finite by hypothesis. Therefore, sup,.,; M is finite and the proof is

w2 p/2.0
complete by Theorem 4.7. [

Remark 4.11. Since ||f||Aq(u) < ||f||rq(u), Theorems 4.2 to 4.10 provide sufficient condi-
tions for || fllae) < C||fllre(w)-

The next theorem gives a sufficient condition for boundedness of the Fourier coefficient
map F : AP(w) — A%(u). We will use this theorem to generate Fourier series inequalities
with weighted Lebesgue norms in Chapter 5.

Theorem 4.12. Let 1 < p < q < oo and 2 < q. Assume u and w are weight functions

n (0,00). If |
sup, < /O 1/Iu°(z€) dt) ( /0 xw(t)lfp’ dt) v < 00, (4.7)

then there exists C > 0 such that
[ fllaaquy < Cllflar(w)

1/q

for all f € L(T).
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Proof. First, notice that w(t) is finite a.e. since it is a weight function and therefore
locally integrable. Thus, w(t)'~* > 0 a.e., which means [’ w(t)'™?"dt > 0 for all z > 0.

Hence, (4.7) implies that fol/x u°(t)dt < oo for z € (0,1). Set o(t) = t72u°(1/t) and
observe that

_/:?dt:/Ol/xuo(t)dt—/ol/auo(t)dt.

Let a — oo to obtain y

o t X

/ o) g / w(t) dt. (4.8)
x 4 0

This implies
1/q

ap ([ ewa) () v

So the condition in Theorem 4.10, with w(t) and p replaced with o(t) and g, is satisfied.
It follows that there exists Cy > so that || f||ra@) < Cil|fllra() for all f € L}(T). From

HfHAq(u) < Hf”m(u) we have the inequality

1 fllasc) < Chll fllrace) (4.9)

for all f € L(T).

On the other hand, (4.7) and (4.8) show that

oo O'(If) 1/q x . 1/p'
sup (/ — dt) (/ w(t)? dt) = M; < 0. (4.10)
o<e<t \Jy 7 0

(/100 0 dt) N ( /0 ) dt) o

w(t), 0<t<l,

By continuity,

Now define

w(t) =
t2/(p’—1), t>1.

For x > 1 we have

T , 1/p 1 , T 1/p’ 1 , 1/p’
(/ w(t)? dt) = (/ w(t) P dt+/ 2 dt) < (/ w(t)? dt) +1,
0 0 1 0

which implies



So we showed

sup </:O ? dt) v (/Ox ()7 dt) l/p/ < 0. (4.11)

The definition of w together with (4.10) and (4.11) imply

o0 1/q x 1/p'
t /
sup </ olt) dt) (/ w(t) P dt) < 00.

So the condition for the weighted Hardy inequality (Theorem 1.15) holds. It follows that
there exists Cy > 0 such that

</000 G /otg (5)ds)'o(t) dt) "o </ooo g(t)Pis(t) dt) "’

for all ¢ € L™. Replacing g with f* in the above inequality we get

(/om G /o £2(5)ds) o) dt) "o, </ooo PPl dt) "

Notice that the function f* is supported in [0, 1) since it is defined on T. Therefore, the
right hand side of the above inequality does not change if we replace w with w. This
means

[ fllraey < Coll fllar(w) (4.12)
for all f € LT.

Finally (4.9) and (4.12) show that || f||lxee) < Cillfllre@) < Ci0allf|lar) for all f €
LY(T). The proof is complete by taking C' = C1Cy O

4.2 Construction of test functions

In this section we construct the collection of test functions that provides our necessary
condition for Fourier inequalities of type ||f|[as) < C||fllrow). As we will see for a
certain range of indices the necessary conditions coincides with our sufficient condition.
The approach to generate the test functions is inspired from Sinnamon’s work in [Si4].
However the details are substantially different because of the finite measure on T and
atomic measure on Z.

Throughout this section p denotes counting measure on Z and for computations in T
we use T = R/Z. We start with the following lemma, which corresponds to Lemma 4.1
and Corollary 4.2 in [Si4]. It provides a rearrangement estimate for Fourier coefficients of
the pulse function. We prove this lemma and its consequences for z > 3 and in Theorem
4.18 we extend our result to z > 1. The particular choice of “3”, is to make the constant
¢ > 0 in Theorem 4.17 smaller.
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Lemma 4.13. Assume z > 3 and let f(x) = X,/ (x) for v € T. Then fy) >
1

3my + 9z
Proof. The Fourier coefficients of f are computed as:

—inm/z

¢ sinﬂ, n # 0,
. nm z
f(n) =
1
-, n = 0.
z

To find an estimate for the rearrangement of f we first need an estimate for the distri-
bution function p1; where y is counting measure on Z. Assume a > 0. Then

pi(a) = ulk € Z, |f (k)] > a}
> p{k € Z\ {0}, |(1/km)sin(km/2)| > a}
>2u{0 <k €Z: |sin(kr/z)| > kna}

= QZu{k €Z,n—1<k/z<n:|sin(kr/z)| > kra}

n=1

> ZZ,u{k €Z,n—1<k/z<n:|sin(kr/z)| > znra}

n=1

=2 Z 1(En)

where
E,={k€Z,n—-1<k/z<n:|sin(kr/z)| > znra}.

Let N be the (unique) integer satisfying 1/(z7a) — 1 < N < 1/(zma). Then n > N + 1
implies znma > 1 which means E,, = (). Therefore,

ppla) > 23" u(B,)

On each interval ((n — 1)7, nr), the function x — 1 — |(2/7)xz — (2n — 1)| consists of
two line segments. By the concavity of |sin(z)| on such intervals we have |sin(x)| >
1—|(2/m)x — (2n — 1)|. Let x = k7/z to obtain

p(Ey) >k €eZn—-—1<k/z<n:1-12k/z— (2n—1)| > znmwa}
=uke€eZ,n—-1<k/z<n:n—1+4znma/2 <k/z<n-—znra/2}.

Since the interval (n — 1,n) contains the interval (n — 1 + znma/2,n — znmwa/2) we get

k
w(Ey) > plk € Z,n — 1+ znma/2 < — < n — znra/2}
z

=u{k € Zynz — 2+ 2*nra/2 < k < nz — 2*nmwa/2}.
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Notice that in the above inequality, the quantity on the right-hand side is the number
of integers in the interval (nz — z + 2?nwa/2,nz — 2*nma/2). In general the number of
integers in an interval of length L is equal to either L or L — 1. Hence,

w(Ey) >z — nra — 1.

Now, taking the sum over n, we get

pp(a) > 22 (z — 2*nra — 1)

=2N(z —1) — 2*>raN(N + 1)

> 2(1/(zma) — 1)(z — 1) — Z*1a(1/(2ma))(1/(2ma) + 1)
=1/(ra) —2/(zma) — 32 + 2

> (1/(ma))(1 —2/2) — 3z.

The hypothesis z > 3 implies ps(a) > 1/(37a) — 3z.
Finally fory > 0let a = f *(y) in the above inequality. By properties of rearrangement

we have p¢(f*(y)) < y. Thus

1
- — 3z,

>
3mf*(y)

which yields
A 1
* > [ —
fy) = 3my + 97z
O]

The next lemma is analogous to Lemma 4.3 in [Si4] which was stated in a general sense.
That generality does not work here because of finiteness of measure on T. Therefore, we
restrict ourselves to those functions that we need later.

Lemma 4.14. Assume k is a positive integer and z > 1. Let f(x) = Xjo,1/(k=))(x). Then
for any € > 0 there exists a function g € L'(T) such that

g'(s) = f"(s/k) and §"(y) > f*(y/k) —¢
for0<s<1andy > 0.

Proof. We show that for a sufficiently large integer M,
glx) =) M f(x —j/(kz))

would be the desired function.
First, notice that the supports of translations of f in the sum above don’t overlap. So

ko
—_
kol
—_

(@)l =, eI f (@ =/ (k2))| = Y e = j/(k2)) = X(o.1/2) ().

J

<
Il
o
Il
=)
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Therefore, g is well defined on T because 1/z < 1. Furthermore, |g(s)| and f(s) are both
decreasing functions for 0 < s < 1. Hence,

9°(s) = l9(s)| = xpas)(s) = f(s/k) = [*(s/k).

Recall the translation properties of Fourier coefficients from Chapter 1. If h(z) is a
function on the unit circle, z, 2y € [0,1) and n,ny € Z, then

hi(x) = ¥ f(z) and hy(z) = f(x — 20)

imply R X
hn(n) = f(n—mno) and hy(n) = e > f(n).

Making use of these two properties we get

e

-1

) = 3 7 mOININE fiy — ),

Choose M such that M > 2k/(we). For all n satistying |n| > M /2 we have

einﬂ/kz

|f(n)| = sin(nm/z)| < 1/nmw < e/k.

nm

Assumen € (JM —M /2, jM+M/2) for some j € {0,1,...,k—1}. Then [n—IM| > M/2
for [ # 7, and we have

§(n) > [ f(n = jM)| -

Ze—sz(n IM)/(kz) f( )|

> [f(n—jM)| - (k—1)e/k
> |f(n—jM)| —e.

Now we can estimate the distribution function of g, with respect to the counting measure
. For a > 0,

3(0) = ln € Z: [§(n)] > )
k-1
ZZM{NG(jM—M/QJMJrM/?)i|§(n)|>a}
-
>Z,u{n€ (GM — M/2,iM + M/2) : |f(n — jM)| — e > a}

7=0

= kp{n € (=M/2,M/2) : |f(n)] > o+ &}
Note that n ¢ (—M/2, M/2) implies |f(n)| < e. Hence,

pg(a) > kpin € Z: |f(n)| > a+ ¢} = kpp(a+e).
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Finally, the properties of rearrangement and distribution functions imply pr(f*(y)) <y
and f*(pur(o)) < a. So for y > 0,

y > (9" (y) = kpp(g™(y) +¢).

Since f* is a decreasing function, we have

Thus §*(y) > f*(y/k) —e. m

We combine the last two lemmas to obtain an estimate for the Fourier coefficients of
a family of functions equimeasurable with x(o,1/2)-

Corollary 4.15. For z >3, r >0 and & > 0 there exists g € L'(T) such that

1
>
= 3my/r+97m(r+ 1)z

9" =Xp1/» and §'(y) —e.

Proof. Let k be the integer satisfying r < k < r + 1 and let f = X[0,1/x:). Then by
Lemma 4.14 there exists g such that

g°(s) = f*(s/k) = xpa1/») and §*(y) > f*(y/k) —e.
Lemma 4.13 yields

1 1
> — >
~ 3ny/k + Inkz ©= 3ry/r+9n(r+1)z

J"(y) — €.

]

The next lemma generalizes Lemma 4.14 to a possibly infinite number of functions.
However the estimate for ¢* in Lemma 4.14 is sharper than the estimate in this more
general setting.

Lemma 4.16. Let {p;} be a sequence of non-negative real numbers satisfying Z;’;lpj =
po < 1. For each p; let f; = Xjop;)- Then for any € > 0 there exists g € LY(T) such that

v

Frly)—e, j=1,2,....

Proof. Let X; =0 and X; = Z{;ll p for j > 2. Define g as

9" = Xopo) and g (y)

[e.9]

glx) = ™M fi(w - X;),

j=1
where the M;’s are to be chosen later. The numbers X; were defined so that the supports

of the translated functions f;(x — X;) don’t overlap. It is readily seen that

[e.9]

lg(@)] = 1eX™Mi" f5(z — X;)| = X(o0)-

=1
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So g is well defined on S. In addition g* = x|o,,). The Fourier coefficients of g are given

by:
Ze 2mi(n— M)X]f( M])

Jj=1

Note that the series defining g(n) converges for all n, since g € L*(T).

For each j choose R; such that R; > 27/(me). It follows that for all |n| > R;,

|f(m)] = 1/(nm)|sin(nmp;)| < 1/(nm) < €277,

Now set M; = 0 and assume My, My, ..., M;_; are chosen positive integers. Then choose a
positive integer M, such that the interval (M; — R;, M; + R;) does not intersect intervals
(M; — Ri,M; + R;) for i =1,2,...,j — 1. For each n € (M; — R;, M; + R;) we have

§(n)| > [ fi(n = My)| = D Ufiln = Mi)| = |fi(n = My)| =Y e277 > fi(n — M) —e.

1] 1]
For a > 0,

pa(a) = p{n € Z - |g(n)| > a}

> p{ne (M;— R, M; + R;) : |g(n)| > a}
j=1

> p{n € (M; — Rj, M; + R;) : | f(n — My)| — £ > a}
j=1

=S e (<R By )] - < > )
j=1
> Sljpu{n € (—Rj, R;) : |f;(n)] — e > a}
= sgpu{n fi(n)] > a+¢}
= sup pug, (o +¢).
Here we used the fact that |f;(n)| < e for n ¢ (—R;, R;). Finally, a similar argument as

in Lemma 4.14 implies that ¢*(y) > f]*(y) — €. O

Now we are ready to prove the main result of this section which will be used in proving
our necessary conditions. First we get the result for z > 3 and then we extend it to z > 1.
This theorem comparable to Theorem 4.6 in [Si4] which deals with the Fourier transform
on R™.

Theorem 4.17. Let z > 3 and A € A. For each € > 0 there exists f € L'(T) such that
I <X, and (sz)l/Q < Cl(f* te),
with ¢; = 320.
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Proof. Let {(a;,b;)} be the collection of intervals associated to A. Let (ag,by) be the
interval containing z if there is one. If there is no such interval we set ag = by = 1.
Choose y > 0. There are 3 possible cases.

Case 1: y ¢ (ag,by) and Aw,(y) < 2w.(y). Let fo = X[o,1/42)- Then f§ = X[o,1/4-) and
by Lemma 4.13 we have

fi(y) > (3my + 36m2) ! > (397 max(z,¢)) " = (397) ' min(z~L, y7Y).
It follows that
Aw:(y)'? < V2min(z"",y ™) < 39V21f5(y) < e fy(y)-

So in this case .
(Aw.)()'? < er(fo (y) +/2). (4.13)

Case 2: y € (ag,by). Note that this case does not occur if none of the intervals
associated to A contains z. Invoke Corollary 4.15 with rq = /by/8z and zy = 8z/3.
There exists a function gy such that g5 = x[0,3/s-) and

Go*(y) +¢/2 > (3my/ro + 9m(ro + 1)z0)
= (37Ty\/8z/b0 + 97(\/bo /82 + 1)(82/3)>_1
= (boz) /2 <67r\/§(y/b0) +6mv2 + 247n/z/b0) -

Since z and y lie in the interval (ag, by) we conclude that both y/by and z /by are less than
one. Therefore,

-1
(12\/§7r + 247r) .

go*(y) +¢e/2 >

1
V boZ

On the other hand, since w, is decreasing we get

1 bo 1/2 1 [bo 1/2 1 [ 1/2 5
o= (e ) <G L) G L) R
by — ag ao bo Jo bo Jo boz

It follows that

1
vV b()Z

-1
Aw, (y)V? < V2 (12\/§7r + 247r> (12\/57 + 247r) < crho*(y) +€/2.

Hence, in this case we have
(Aw)V? < e1(do* +¢/2). (4.14)

Case 3: y & (aop,by) and Aw.(y) > 2w.(y). Observe that if y does not belong to any
interval (a;,b;), then Aw,(y) = w,(y). The same is true if y lies in some interval (a;,b;)
contained in (0, z), because w, is constant on such an interval. Therefore, in the third
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case, y lies in some interval (a;, b;) of A with b; > z. Moreover y ¢ (ag, by) implies a > 2.
Therefore, with z < a <y < b;, we have:

1

bj 2 2 ]‘ bj 2 1
Aw.(y) = in(22,¢ %) dt = 2=
w:(0) bj —a; /aj minz ) bj — a; /aj a;b;

On the other hand,
w.(y) = min(z"%y %) =y~ > b2

Now the condition Aw.(y) > 2w.(y) implies 1/(a;b;) > 2/(b3) which means a; < b;/2.
We distinguish all intervals (a;, b;) with this property by defining

J={j:z<a; <b;/2}.
This means in this case, y € (a;, b;) for some j € J.
Now for each j € J, we again invoke Corollary 4.15, this time with r; = 1/b;/(16a;)

and z; = 16a;/3, to produce a function g; so that g7 = x(0,3/164;) and

4" (y) +¢/2 > (3my/r; + 9n(rj + 1))~

_ (SWy\/lﬁTj/bj +97(y/by/ (166,) +1)(16a,/ 3))_1
_ (aby) (12w<y/bj> + 127+ me) 71

Since both y/b; and 2a;/b; are less than 1, we get

9i'(y) +e/2 >

—1
<247r n 24\/§7r> .

a;0;

It follows that

A () = —— < (247 +20v37) (6" () +/2) < 2 (6" () +2/2).

Vs

Hence, in this case we get
(Aw,)'? < ei(gj* +2/2). (4.15)

We are going to apply Lemma 4.16 to the collection of functions F = { fy, g0,9; : j €
J}. First we need to prove that the sum

1 3 3
pO_E+8_Z+Zl6GJ
jeJ

is less than 1. For each j € J, let m; be the largest integer such that 2™z < a;. Note
that m; > 0 since a; > z. Now let j,k € J be distinct and assume a; < a;. Since the
intervals of A are disjoint, we have b; < aj. This implies 2™z < a; < b;/2 < a;/2 which
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means 2™tz < q;. It follows that m; + 1 < my, and therefore m; < my. We conclude
that all m;’s are different which implies

11 e 1K, 2
e Pl

jeg J jeJ

1
Thus pp < — < - < 1.

z
Now Lemma 4.16 guarantees the existence of a function f so that f* = xjo,,) <
X[0,1/z2)> and

Wl =

(
f*(y) > go"(y) —€/2, and
fy) >g"(y) —€/2, jeJ
These inequalities together with Inequalities (4.13) , (4.14) and (4.15) yield
(Aw)? < e (f* +¢).
O

Theorem 4.18. Let z > 1 and A € A. For each ¢ > 0 there exists a function f € L'(T)
such that R
f* S X[O,l/z) and (sz>1/2 S C(f* + ‘5)7

with ¢ = 3¢; = 549

Proof. 1f z > 3 then Theorem 4.17 implies existence of the desired function f. If 1 < 2 < 3
then we invoke Theorem 4.17 with z = 3 to produce a function f so that f* < X[0,1)

and (Aws)? < ¢i(f* 4 ¢). Obviously f* < xj0.1/2). We also have w, < (9/22)ws which
implies Aw, < 9Aws and completes the proof. n
4.3 Necessary conditions

Now we use the test functions from the previous section to give necessary conditions for
Fourier series inequalities in the Lorentz space setting. Our first theorem is a necessary
condition for the boundedness of F : I'"(w) — A%(u).

Theorem 4.19. Assume 0 < p < oo, 0 < g < 0o and let u,w € L*. Suppose C' > 0

and
0 1/q 00 1/p
(/ () ult) dt) <C (/ ()P w(t) dt) ,
0 0
for all functions f € L*(T). Then

Aw
o g 14l

< AC?,
2>1 AcA ||WZ||p/2ﬂ)

where ¢ is the constant of Theorem 4.18 and v(t) = tP"2w(1/t).
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Proof. Fix A € A, z > 1. Assume € > 0 and let f be the corresponding function in
Theorem 4.18. We have

/t f(s)ds < / X[0.1/) ds = min(z71,t71) = w. ()2,
0 0

which implies

/Ooof**(t)Pw( t)dt —/ / fr(s ds v(t)dtg/ooowz(t)p/%(t)dt

It follows that
0o 2/p
( / f**(t)”w(t)dt> < sy (4.16)
0

Let g.(t) = max (¢ Aw,(t)"/2 —¢,0) and observe that f* > g. since (Aw,)/? < ¢(f* +¢).
Also notice that g.(t) increases to ¢~ ' Aw,(t)'/? as e decreases to 0. Now,

(/OOO Pty ult) dt)z/q > (/0ng< ot >dt)2/q.

The last two inequalities together with the hypothesis yield

[e'e) 2/‘1
( / ge<t>qu<t>dt) < Ol llan
0

Finally let ¢ — 0 and use the monotone convergence theorem to obtain

%) 2/q
(/ [t Aw. ()27 u(t) dt) < C2||wz||p/2,v7
0

which asserts

[Aw.lg/20 < *C2lwzllp/2,0,
and the proof is complete. O]
The following useful corollary is immediate.

Corollary 4.20. Assume 0 < p < o0, 0 < g < oo and let u,v,w € Lt with v(t) =
tP~2w(1/t). Suppose C' >0 and

([ roruoa)” <o [ reruoa)”

for all functions f € L*(T). Then

el _

z>1 ||WZ||p/2,v
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Proof. In Theorem 4.19, observe that the identity operator is a particular averaging
operator. 0

When w satisfies the reverse B, condition, we obtain the following necessary condition.

Proposition 4.21. Let 0 < p,q < oo and assume u and w are weight functions on
(0,00). Suppose w € RB,,. If there exists C > 0 so that

1 sy < Cllfller
for all f € L(T), then

1/q -
1/z < (¢ 00 t 1/p
sup xq/ u(t) dt+/ u®) g (/ w(>dt) < 0.
0<x<1 0 1/x t4 T tp

F,
Proof. We repeat the proof of Proposition 3.23. Corollary 4.20 implies sup,- Gq’— <
p,w

o0o. Now Equations (3.1) and (3.9) assert that

B z [e’e) U t 1/q [e’e] W t 1/p
Fou(2) = (z q/o u(t) dt—}—/z %dt) and G, ~ (/1Z %dt) .

The proof is complete by taking z = 1/z. O

It is possible obtain a similar necessary condition for w € B,, like Proposition 3.21.
But here, we first use the test functions introduced in Theorem 4.18 to get a general
necessary condition for boundedness of F : AP(w) — A?(u). Then we deduce the result
corresponding to Proposition 3.21 but with no restriction on w(t).

Theorem 4.22. Assume 0 < p < 00, 0 < g < 0o and let u,w € L. Suppose C > 0 and

([ rorwoa) " sc ([ rorena)”

for all functions f € L*(T). Then

sup sup || Aw.||¢/2,u </ w(t) dt> < *C?
0

z>1 Ae A

where ¢ is the constant of Theorem 4.18.

Proof. The proof is the same as the proof of Theorem 4.19 except for the estimate (4.16)
which is replaced with

(/o1 fr@)Pw(t) dt)% - (/Ol/zw(t) dt) 2/;0.

We omit the details. O
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Corollary 4.23. Assume 0 < p < 00, 0 < ¢ < oo and let u,w € L*. Suppose C > 0
and

1 s < CllF vy
for all f € L'(T). Then

2 “u) NN
sup xq/ u(t) dt +/ —=dt </ w(t) dt) < 0.
0<z<1 0 1z 11 0

Proof. Let A be the identity operator in Theorem 4.22. We have

I/Z 71/}’
sup Fy, . (2) (/ w(t) dt) < 0.
z>0 0

Now equation (3.1) asserts that

Fyulz) = (z—q /0 Cut) di + / m@dt)w.

Set x = 1/z, and the proof is complete. ]

4.4 Necessary and sufficient conditions

We are now ready combine our sufficient conditions and necessary conditions to provide
various characterizations for boundedness of F : I'’(w) — A%(u). We start with the
following theorem for the case p < 2.

Theorem 4.24. Let 0 < p <2 < g < oo and u,v,w € LT with v(t) = t*"2w(1/t). Then
there exists C' > 0 such that the inequality

1 ey < Clfllr, (4.17)
holds for all f € L'(T) if and only if

sup HszHq/Zu
z>1,Ac A ||Wz||p/27v

(4.18)

Proof. The sufficient part follows from Theorems 4.5 with the observation that || f|| Aa(u) <
[ f |r,(u)- The necessary part is proved in Theorem 4.19. ]

Corollary 4.25. Let 0 < p <2 < g < 0o and u,v,w € L™ with w(t) = t*">v(1/t). Then
there exists C' > 0 such that the inequality

1 sy < Clf Il
holds for all f € L*(T) if and only if

sz”@q/?(u) (4.19)

z>1 ||WZ||p/2,v

74



Proof. 1t follows from Theorem 4.24 and definition of the Lorentz © norm. [

When wu(t) is decreasing, we get the following readily verifiable characterization of the
boundedness of F : I'P(w) — A?(u).

Theorem 4.26. Let 0 < p < q < o0, ¢ > 2 and assume u and w are weight functions
on (0,00) with v(t) = t*"2w(1/t). Suppose u is decreasing. Then there exists C > 0 so
that the inequality

1 fllaatw) < Clfllre )
holds for all f € L'(T) if and only if
HWZHq/Zu

sup -— ——— < 00
z>1 szHp/Q,v

Proof. Since u is decreasing we have u® = u. So we may invoke the sufficient condition
of Theorem 4.7. The necessity is stated in Corollary 4.20. O]

Another case where we get a simple necessary and sufficient condition, is ¢ = 2. The
following theorem and its corollary characterize all weights u,w for which the Fourier
coefficient map F : I'’(w) — A?(u) is bounded.

Theorem 4.27. Suppose 0 < p < 2 and u,v,w € L™ with v(t) = t*"2w(1/t). Then there
exists C' > 0 such that the inequality

H]E”A2(u) < C| fllrew) (4.20)
holds for all functions f € L'(T) if and only if

HWZHLUO

sup ————— < 00. (4.21)

z>1 ||wz||p/2,v

Proof. Theorem 4.7 with ¢ = 2 asserts that (4.21) implies (4.20). Conversely, assume
(4.20) holds for some constant C. Since w, is decreasing, Theorem 1.30 with h = w,
implies

|w:|l1ue = / WU’ = sup/ (Aw,)u = sup || Aw, |14 (4.22)
0 AeA Jo AcA
Then we use Theorem 4.19 with ¢ = 2 to get
z u° A z u
A Y X P,

o1 lwellprze  aea lwsllpoe
z>1

which proves (4.21). O
Remark 4.28. This theorem is a special case of Corollary 4.25 with ¢ = 2. In fact (4.22)
shows that ||w.||1ue = ||w:|/e1(u), and therefore the two conditions (4.21) and (4.19) are
identical.
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Corollary 4.29. Suppose 0 < p < 2 and u,w € L*. Then there exists C > 0 such that
the inequality )
£ lla2 ) < Cllfllrr) (4.23)
holds for all functions f € LY(T) if and only if
—-1/p

y 1/2 0o 1/z
sup <sup z / u(t) dt) / wit) dt + zp/ w(t) dt < 0.
z>1 y>z Y Jo 1/z 24 0

Proof. The assertion follows from Theorem 4.27 and the following estimate we showed
in proof of Theorem 4.8.

o Yy 1/2 % w(t 1/z
sup Nzl A sup (sup z / u(t) dt) / wit) dt + zp/ w(t) dt
z>1 ||wz||p/2,v z>1 \y>z Y Jo 1/z tP 0

Now we give the Fourier series version of Theorem 2 in [BH2]. We stated that theorem
in Theorem 3.13.

—1/p

[]

Theorem 4.30. Let v and w be weight functions on (0,00).

(i) Let 1 <p<q<oo,q>2 and assume u is decreasing and w € B,,. If

Oiligl x (/01/9«“ u(t) dt) " (/Oxw(t) dt) o < 00 (4.24)

then there exists C' > 0 such that for all f € LY(T),
1fllas) < Cllfllasu.

(i) Conversely, assume p,q > 1 and u and w are arbitrary weight functions. If
[ fllascy < Cllfllarqwy for all f € LX(T), then (4.24) holds.

Proof. To prove (i), observe that u® = u since u is decreasing. Moreover |.||rr) ~
||| Ar(w) since w € By. So the assertion is implied by Theorem 4.9.
To prove (ii), take A € A to be the identity in Theorem 4.22. The theorem implies

—2/p

1/z
sup ||wz|lg/2,u (/ w(t) dt) < 00.
z>1 0

Recall Inequality (3.2) which asserts

z 1/q
1/2 _
(P :Fq,u<z>zz1(/0 u(t)dt) .

It follows that
-2/p

sup z2 ( /O ) u(t) dt) " ( /0 . w(t) dt) < 00.

Taking the square root and setting © = 1/z completes the proof. O
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A somewhat similar result holds for RB, weights. But the necessary condition is for a
restricted class of weights, compared to the above theorem.

Theorem 4.31. Let 0 < p < g < o0 and q > 2. Assume u and w are weight functions
on (0,00) with u decreasing and w € RB,. Then there exists C' > 0 so that the inequality

11l ssy < ClLFllew ),
holds for all f € L*(T) if and only if

sup ( /0 ) dt) " ( / N “’tg) dt) R (4.25)

Proof. By estimate (3.2) for a decreasing u, we have

1/2 1 i 1/q
(w-llzn) 7 = Fyulz) ~ 2 (/ ) .

Let v(t) = t*~2w(1/t). Since w satisfies the RB, condition, the inequality (3.9) holds, so

12 P w(t) TP
(I lpyz0) ' = Gprulz) = 2 1(/1 w dt) '

z

1/2 2 1/q oo —1/p
p t
(Sup _Hw HQ/Zu—) /= sup (/ u(t) dt) (/ _U)ED) dt)
z>1 ”(JJZHP/Q,U z>1 0 1/z t
1/q _

l/x [e’] t ]-/p
= sup / u(t) dt (/ wit) dt) :

O<x<1 0 T 2

where we used z = 1/z. The above supremum is finite by hypothesis. Hence the proof is
complete by Theorem 4.26. O

Now

The last results in this chapter are necessary and sufficient conditions for the bound-
edness of F : I'P(w) — A%(u) in the case ¢ = 2. We have two theorems corresponding to
the B, and RB, conditions on w. But the weight u(¢) need not be decreasing anymore.

Theorem 4.32. Let 0 < p < 2 and assume u and w are weight functions on (0, 00).
Suppose w € RBp. Then there exists C' > 0 so that the inequality

1/ 1a2) < ClIf lre )
holds for all f € L'(T) if and only if

1/z 1/2 00 —1/p
sup (/ u’(t) dt) (/ wit) dt> < 00.
O<z<1 0 T P
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[¢]

Proof. The proof is similar to proof of Theorem 4.31 with ¢ = 2 and u replaced with u°.
Let v(t) = t*?"2w(1/t). Since u° is decreasing and w € RB, we get

1/2 z 1/2 00 —-1/p
z|[|1u® o t
<sup Nz e ) A sup (/ u®(t) dt) (/ mdt)
z>1 ||wz||p/2,v z>1 0 1/z (2
1/2

s ( [ dt) ([ =0u) ™,

where we used x = 1/z. The proof is complete by Theorem 4.27. O

Theorem 4.33. Let 0 < p < 2 and assume u and w are weight functions on (0, 00).
Suppose w € By,. Then there exists C > 0 so that the inequality

1 fllazw) < C|If1ar(w)
holds for all f € L'(T) if and only if

1/x 1/2 T —1/p
sup (/ u’(t) dt> (/ w(t) dt) < 00.
0<z<1 0 0

Proof. Let v(t) = tP"2w(1/t). Since u° is decreasing and w € B, we get
PAPENG )
(sup #) ~sup 2! (/ u’(t) dt) / w(t) dt
z>1 szHp/Zv z>1 0 0
1/z 1/2 T —-1/p
= sup / u(t) dt (/ w(t) dt) )
O<z<1 0 0

where we used x =1 /z. By Theorem 4.27 the above supremum is finite if and only if
| fllaz) < C|lf]lre(w) holds. The proof is complete since w € B, and therefore || f||rp(w) &

171l A o) =

Remark 4.34. When using conditions like those in Theorem 4.33 we verify the function

Do () = @ ( /0 - u’(t) dt) ( /0 ' w(t) dt) o

is bounded on the interval (0,1). We show that the condition w € B, implies [ w(t)dt >
0 for all x € (0,1). Recall that the B, condition means for some b, > 0 we have

(0.9] 1 T
/ wit) dt < bp—/ w(t)dt, x> 0.
T P xP 0

If [/ w(t)dt =0 for some y > 0, then [ w(t)dt = 0 for z € (0,y) and therefore,

/ wlt) 4 —o
o 1P
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which is not possible since w is not identically zero. We conclude that the B, condition for
w makes @0 ,(x) a continuous function. Therefore, ®,0 ,,(z) is bounded on the interval
(0,1) if and only if its limits as # — 0 and  — 1 are bounded. This observation is very
useful when we apply the general results to specific weight functions. See Theorem 5.11
as an example.
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Chapter 5

Applications to other function
spaces

In this chapter we apply our results from Chapter 4 to some important special cases.
In Section 1, we follow the method of Benedetto and Heinig from [BH2|, to obtain
some sufficient and necessary conditions for the boundedness of the Fourier coefficient
map F : LP(w) — (%(u). These are analogous to the results on the Fourier transform
discussed in Chapter 3. However, we don’t get those results that were obtained from
duality properties of the Fourier transform, because the Lorentz norm inequalities for
the Fourier transform on Z are unknown.

In Section 2, we consider well-known examples of weighted Lorentz spaces, and pro-
vide Fourier series inequalities in Lorentz space L™, Zygmund space L log L, and Lorentz-
Zyegmund space L™P(log L)*. We reproduce some of the sufficient conditions from Ben-
nett and Rudnick in [BR] and provide their converse as well. The consequence is a
characterization, for a large range of exponents, exactly when the Fourier coefficient map
F: L™ (log L)? — ¢39(log ¢)? is bounded.

5.1 Weighted Lebesgue inequalities

Similar to the approach used for the Fourier transform, we use our weighted Lorentz
inequalities to obtain weighted LP inequalities for Fourier coefficients. The key is the
Hardy-Littlewood-Polya inequality, which implies the following lemma.

Lemma 5.1. Let 0 < p,q < oo and suppose u and w are weight functions on Z and
T respectively. Assume || f|lro@w) < C| fllar@we)y where C > 0 and f is a measurable

function on T. Then ||f||gq(u) < C|\ fll e (w)-

Proof. Let m(x) and (k) denote normalized Lebesgue measure on T and counting mea-
sure on Z, respectively. Since (|f|P)* = (f*)P, the Hardy-Littlewood-Polya inequality
(1.1) yields

il = ( [ 11 u) du<k>)l/q < ( [ Femeo dt) 1l
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The hypothesis, together with (1.2), shows that

. 1/p 1/p
1 llascer < Clflargwey = (/ e dt) s(/ |f<x>|pw<a:>dm<x>) ,

which completes the proof. n

Assume w(z) is a weight function defined on T. Then (1/w)* vanishes outside (0, 1).
So w®(t) = oo on [1,00). However the expression || f||a»@we) remains valid, because for a
function f: T — C the decreasing rearrangement is supported in (0, 1). In particular, if
w = w¥x(0,1) then || fllarwe) = || fllar(w). We will use this in the following theorem which

gives a sufficient condition for | f|| oy < Cfllze(w)

Theorem 5.2. Let 1 < p < g < 00, g > 2 and suppose u and w are weight functions on
R™. Set w = w®x(0,1) and assume w € By,. If

1/x 1/a x =1/p
sup = </ u*(t) dt) (/ w®(t) dt> < 00,
0<z<1 0 0

then there exists C > 0 such that

(/Z [F(R)|7 u(k) duu{;))l/q <C (/T )P w(a) dm(@yﬁ,

or, equivalently, )
[ flleaquy < CNLf Nl o)
for all f € LY(T).

Proof. Since x € (0, 1) in the above supremum, we may replace w® with w. Now w € B,
and u* is decreasing. So the conditions of Theorem 4.30, with v and w replaced with
w* and @, are satisfied. Thus there exists C' > 0 such that ||f||xaw) < C|lfllar(e) =
C|| fllap@we) for all f € L'(T). The proof is complete by Lemma 5.1. O

Note that we can not get the Fourier series analogue of Theorem 3.31 which provides
a sufficient condition in the case ¢ < 2. The proof of Theorem 3.31 is based on Theorem
3.29 and self duality of the Fourier transform on R".

Here, a substantial difference between the Fourier transform on R™ and the Fourier
transform on T arises. In order to use the duality argument we need the corresponding
result of Theorem 5.2 for the dual operator; this is the trigonometric series map defined

on fl by
F(an)aee)] (1) = 3 ane

nez
This provides a strong motivation to study the mapping properties of the trigonometric
series, in Lorentz spaces and weighted Lebesgue spaces.

Another sufficient condition is stated in the next theorem, which is analogous to

Theorem 3.32. Notice that the theorem holds for a smaller range of indices (¢ > 2). The
reason is that we used a duality argument to prove the case 1 < ¢ < 2 in Theorem 3.32.
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Theorem 5.3. Let 1 <p < q < o0, ¢ > 2 and assume u and w are weight functions on

R". If
1/z 1/q T 1/p’
sup (/ u*(t) dt) (/ w® (t) dt) < 00,
O<z<1 0 0

then there exists C > 0 such that

I Flleauy < CllFll 2o
for all f € LY(T).

Proof. We invoke Theorem 4.12, replacing v and w with u* and w®, respectively. Thus
there exists C' > 0 such that || f||ae@s) < C||fllarwe) for all f € LY(T). It follows from

Lemma 3.28 that || f||zaq < C|f]lLr(w)

®

]

The next lemma prepares us to give necessary conditions for the boundedness of the
Fourier coefficient map between weighted LP spaces.

Lemma 5.4. Let 0 < p,q < oo and suppose u and w are weight functions on Z and T,
respectively. Assume || flleaw) < C| fllzr) where C > 0 and f is a measurable function

on T. Then ||f||Aq(u®) < O f A -

Proof. Let m(z) and p(k) denote normalized Lebesgue measure on T and counting mea-
sure on Z, respectively. By hypothesis we have

(11 ) o [uer <>)Up.

For the right hand side, the Hardy-Littlewood-Polya inequality (1.2) and (| f]7)* = (f*)

imply
sy = ([ Forare dt) < ([1Fwlruw due) "

For the left hand side, we invoke (1.1) together with (|f|?)* = (f*)? to get

@ w(e) dm P d) =1l
(/ ) "= ([ rereen)

It follows that || f|| rawe) < Ol fllarw=) which completes the proof. O

Now we have the following necessary condition.

Theorem 5.5. Suppose 0 < p < oo, 0 < q < oo and let u and w be weight functions on
Z and T, respectively. Assume there exists C' > 0 such that

1 £ lleay < ClLF N zou
for all f € LY(T). Then

00 ® 1/q x -1/p
sup </ u () dt) </ w*(t) dt) < 00. (5.1)
0<z<1 1/x t4 0
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Proof. The hypothesis of the theorem together with Lemma 5.4, implies || f lAaey <
C|| fllap@w+) for all f € LY(T). Corollary 4.23 with u and w replaced with «® and w*,
respectively, yields

1/x . 00 u@@) 1/q x . —1/p
sup | 2? u®(t) dt + ——=dt w*(t) dt < 0.
O<z<1 0 1/x tq 0

This completes the proof since

o @ ¢ 1/x o . ® ¢
/ “Udtng/ u®(t)dt+/ ) gy
1z U 0 1z U

5.2 Lorentz-Zygmund spaces

Now we apply our sufficient and necessary conditions for ||f||lsa) < C|lf||larqw) and

[¥dl raw) < C||fllre(w) to Lorentz spaces with power and logarithmic weights, namely
Lorentz space L™, Zygmund space Llog L and Lorentz-Zygmund space L™ (log L)“.

We start with Llog L. Recall from Section 1.3 that Llog L = I'' (w) where w = x(o,1).-

Theorem 5.6. Assume q > 2 and let u(t) be a weight function. If

- ( ! / ") dt) <
sup——— (sup— [ wu 00,
z>Il) (1+logz)1 y>Iz) Y Jo
then the Fourier coefficient map F : Llog L — A(u) is bounded.
Proof. The proof is based on Theorem 4.8 with p =1 and w = x(o,1). For z > 1 we have
00 ¢ 1/z 1 1 1/z
/ mdzf—l—z/ w(t)dt:/ —dt+z/ dt =logz+ 1. (5.2)
1/z t 0 1/z t 0
Hence, by Theorem 4.8 the inequality ||f”rq(u) < C|| fllr1(w) holds if
s Y 1/q
sup (Sup—/ u(t) dt) (logz+ 1) < co.
z>1 y>z Y Jo

Taking the gth power we get

© ( ! / ") dt) <
sup —— ( sup — U 00,
z>Il) (1 + log Z)q y>Iz) Y Jo

which is true by the hypothesis. Therefore, F : I''(w) — T'%(u) is bounded. The proof is
complete observing I'(u) < A%(u) and Llog L = I''(w). O
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For decreasing weights we get a much simpler condition.

Corollary 5.7. Assume q > 2 and u is a decreasing weight function on (0,00). If
1 z
sup ————— [ u(t) dt < oo,
e (1+log z)1 /0 (®)

then F : Llog L — A%(u) is bounded.

1
Proof. Since u is decreasing the moving average — foy u(t) dt is also decreasing and there-
Y

fore,
1 [Y 1 [
sup— [ w(t)dt=— [ wu(t)dt. (5.3)
y>z Y Jo < Jo
Now Theorem 5.6 implies the assertion. O]

When ¢ = 2 the sufficient condition in Theorem 5.6 is also necessary and we have the
following characterization of weights w(t) for which || f|[a2() < C||f||£10g  holds.

Theorem 5.8. Let u(t) be a weight function. Then F : Llog L — A*(u) is bounded if
and only if

- ( ! / ") dt> <
sup ——— = [ sup — u 00.
1 (T log 22 ot v o
Proof. The proof is similar to proof of Theorem 5.6. Corollary 4.29 with p = 1 and
w = X(0,1) together with equation (5.2), implies that ||f|a2) < C||f]|r1(w) holds for all
f € LY(T) if and only if

y 1/2
sup (Sup E/ u(t) dt> (logz+ 1)~ < o0
z>1 \y>z Y Jo

The proof is complete by taking the square of the above supremum. O

Corollary 5.9. Assume u is a decreasing weight on (0,00). Then F : Llog L — A*(u)
1s bounded if and only if

1 z
sup ———— u(t) dt < oco.
Z>11D (1+10gz)2/0 ®)

Proof. This follows from Theorem 5.8 and Equation (5.3). O

Now we turn to Lorentz-Zygmund spaces. Recall from Section 1.3 that L™ (log L)* =
AP(w) with weight

w(t) =" (1 - log ) X[o.1), (5.4)
and ¢59(log ()’ = A9(u) with weight
u(t) = (n4+ DY Y1 +logn+1)% | n<t<n+1, 0<ncZ (5.5)

The goal is to apply Theorem 4.30 to weight functions u and w to find relation among
p,q,r, s, , 3 that are sufficient or necessary for inequality || f
Before proceeding, we verify the B, condition for w.

(=a(log 0)f < CHf”L’“’P(logL)“'
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Lemma 5.10. Assume 1 < p < 0o and —oo < a < oo. The weight w(t) described in
(5.4) satisfies the B, condition exactly when r > 1.

Proof. We need to show the existence of some constant b, such that

oo 1 T
/ P (t)dt < b,— / w(t) dt
T 0

holds for all # > 0. Since w(t) vanishes on [1,00), the left hand side of this inequality is
zero for x > 1. Therefore, it is enough to show the inequality holds for some constant b,
and x € (0,1). That is,

1 T
1
/ tp/?“—l—p(l —logt)P* dt < bp—p/ tp/r_l(l —logt)P*dt, 0<uz<1,
T z 0

for some b, > 0. Let

P f; tP/r=17P(1 — log t)P dt
F(l‘) — fx tp/”"_l(l . log t)pa dt )
0

0<z <1,

and observe that the B, condition is equivalent to sup F(z) < oo.
0<z<1

Notice that F'(z) is a continuous function. Therefore, F' is bounded on (0,1) exactly
when its limits are bounded at the end points x = 0 and x = 1. To compute the limit
as ¥ — 1 observe that t*/7~17P(1 — log t)** is bounded on the interval [z, 1] when z > 0.

Therefore,
1
lim [ #/7717P(1 —logt)P*dt = 0,

rz—1 =

which implies that lin% F(z)=0.
z—

We conclude that w € B, if and only if lin% F(x) is finite. To compute lin% F(z),
T T—
first observe that fol tr/ "=1(1 — log t)P*dt is finite since p and r are positive and hence

p/r —1 > —1. This implies

lim [ /"Y1 —logt)*®dt = 0.

z—0 0

Now we apply L'Hospital rule to get

r Jo (1 = log by dt 2P/ (1 — log )P
20 xP/r(1 —logx)Pe 20 (p/r)zP/T=1(1 — log x)P* — pax?/m=1(1 — log x)ra—1
1
w20 pfr — pall —logz) !
’
= —. 5.6
p (5.6)
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It follows that

p [Lip/r=1=p(1 — log t)P* dt Lp/r=1-p(1 — log t)P dt
lim F(x) = lm *Js (A-logty™dt | L U~ logt) df,
=40 w0 (r/p)ar/m(1 — log z)P =0 (r/p)ar/r=7(1 — log z)P

This limit is infinite when r < 1, since in this case we have p/r —p > 0 and the denomi-
nator approaches zero.

If r =1 we have

1,1
t= (1 —logt)P>dt
lim F(z) = lim L o8 1)

0T () (T Togap (59)

Observe that
1

1
/ (1 —logtyprdt = { PoH1

log(1 — log x), pa = —1.

(1= loga)=*1 — 1), pa L

When pa # 1 the limit (5.7) turns into

. e ((por+ 1)) (1 = logz)Pett —1)
) = I (1~ log o

:OO’

and when pa = —1 we get

: . log(1 — log x)
220 (z) 20 (1/p)(1 —logz)~! >

It follows that hH(l) F(z) = oo when r > 1.
T—

Finally assume r > 1. Since p/r — 1 — p < —1 we have

1
lim [ #/7717P(1 — log )P dt = oo.

z—0 z

The L’Hospital rule yields

. fxl P/ 1P (1 — log )P dt . -1
M 0 Toga A (o —p)— pali —loga) !
r
= _ 5.8
p(r—1) o9

Therefore,

Jrrior(n —logtpedt  Gpim)a? ML —loga)P

lim F(z) = I _ _
230 (z) 0 (r/p)zr/m=P(1 — log x )P (r/p)zr/m=P(1 — log x )P r—1

We conclude that lim, o F'(x) < oo exactly when r > 1. This completes the proof. [
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Theorem 5.11. Assume 1 < p<qg<o00,2<qg<s,r>1and —o0 < a, <oo. If
either of the conditions,

L1 1
(i) —+=-<1, or
s T

1 1
(i) —+—-=1and f < a,

s T

holds then F : L™P(log L)* — ¢*9(log {)? is bounded.
Conversely for 0 < p,g < oo, 0 < r,s < o0 and —oco < «a,f < o0, if

F : L"P(log L) — ¢*49(log ()’ is bounded then one of the conditions (i) or (ii) must
hold.
Proof. Recall £*4(log ()? = A?(u) and L™P(log L)* = AP(w) where u and w are the weights
defined in (5.5) and (5.4). We are going to apply Theorem 4.30 to weights u and w. Since

r > 1, Lemma 5.10 asserts that w € B,. For computations involving u(t) we introduce
the following estimate. Define

g(t) =111 +1logt)?”, t>1,
and observe that g(n + 1) = u(n) for integers n > 0. We have
g'(t) =772 (1 +log )" ((q/s — 1)(1 +logt) — ¢B) .

Note that s > ¢ implies that ¢’(¢) is negative for large values of t. Hence there exists an
integer N > 2 such that ¢(¢) is decreasing on [N, 00). This allows us to replace u with
the decreasing function u; defined by

M, 0<t<N,
uy(t) = , where M = max g(t).
git), t2 N .

Obviously u; is decreasing on [0, 00) and u(t) < ui(t). Moreover g(t + 1) < u(t) < g(t)
for t > N.

To prove the sufficiency, assume either of the conditions (i) or (ii) holds. Observe that
u < uy implies || fl|aagy < || Fllacqu), S0 it is enough to prove that F : AP(w) — A4(u)
is bounded. Since u; is deceasing and w € B,, we can use the sufficient condition in
Theorem 4.30. Thus it suffices to show the function

Doy o(z) = 2 ( /0 P a® dt> " < /0 " w(®) dt) o

is bounded on the interval (0,1).

As explained in Remark 4.34, ®,,, ,,(x) is continuous because w € B,. Hence it is
bounded on (0,1) if and only if it has finite limits at the endpoints x = 0 and = = 1.
The limit at x = 1 is finite since

iy )= ([ ) ([Lowa) = ([Lwa)

87



1
To show the finiteness of ®,,, ,,(0+), observe that for 0 < x < ~ Ve have

1/x 1/x
/ wi(t)dt = NM + / o(t) dt.
0

N

Hence,

NM + [ g(t) dt)/a
lim ®,, ,(z) = lim :(;( Jy 9 ) .
z—0 ’ z—0 (fo tp/rfl(l — IOg t)pa dt)l/p

The L'Hospital’s rule asserts that

LN SV gy de P NM [ (1 log ) di
z—0 ;1:*‘1/5(1 — log z:)9# Y00 yq/S(l + logy)e?
— lim Y"1+ logy)”
y—oo (q/8)y?/s~1(1 + logy)?® + qBy?/*~1(1 + log y)?°~!

. 1 _ s
% ) + B+ logy) L 4 (59)

Now Equations (5.6) and (5.9) imply that

—a/s(1 —1 aB\1/q
i () — Loy £/~ (1~ log ")
w0 ) = 8 T ) (L log xyp)

1/q 1/p
= <f> (E) lim z!~Y7=Y3(1 — log z)#~,
q T xz—0

1 1 1 1

which is finite when either — + — < 1 or — + — = 1 with § < «a. These are exactly
s r s

conditions (i) and (ii) of the hypothesis.

To prove the necessity, assume F : AP(w) — A%(u) is bounded. By Part (ii) of

Theorem 4.30, we have
1/z x —1/p
sup P, () = sup x / u(t) dt (/ w(t) dt) < 0.
O0<z<1 O<x<1 0 0

This in particular implies liII(l) D, (7)) < 00. Now for 0 <z < 1/(N — 1) we have
T—

/01/1- u(t) dt > /W g(t+1)dt > /l/wg(t) dt.

N-1 N

1/q

Using the same computations as in (5.9), we obtain

1/x
t)dt
im —An_9(0) —_ (5.10)
z=0 z=9/5(1 —logx)®”® ¢
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Now (5.6) and (5.10) yield

1z 1/
. . x(fN g(t)dt) ?
i o (7) 2 M0 e e i
(fy t?/7=1(1 — log t)r= dt)

1/ 1/
() e
q r

1 1

Since the above limit is finite we need to have either —+-—-1<0or —+-—1=0 and
s T s r

B < a. This completes the proof. []

When a = 3 = 0, we obtain the following necessary and sufficient conditions for
Fourier inequalities with Lorentz L"™P norm.

1 1
Corollary 5.12. Assume 1 < p<qg<oo,2<qg<sandr > 1. If —+ — <1 then
s r
F o L"P — 059 45 bounded.
Conversely for 0 < p,qg < o0 and 0 < r;s < oo, if F : L"P — (9 is bounded then
1 1
-+-<1
s r
Proof. 1t follows from Theorem 5.11 with o = 8 = 0. m

The well-known Hausdorff-Young inequality asserts that F : L? —s (7" is bounded
for 1 < p < 2. As a consequence of the necessary condition in Corollary 5.12, we show
the range space in the Hausdorff-Young inequality is optimal among L” spaces.

Corollary 5.13. Let 0 < p,q < oo. If F : LP — (9 is bounded then q > p'.

Proof. Since LPP = [P the hypothesis implies F : LPP — (9. Now Corollary 5.12 with

1 1

r = p and s = ¢ asserts that — + — < 1. This means — < - which is the same as
q p q p

q>p. O

Now we compare Theorem 5.11 to some sufficient conditions obtained by Bennett and
Rudnick in [BR]. One of their results is the following theorem in interpolation theory.
We state the theorem in a slightly less general setting that is suitable for our work.

Theorem 5.14. Suppose 0 < ¢ < 00 and —o0 < < 00. Assume 0 < p; < py < 00
and 0 < q1,q2 < 00 with ¢1 # qo. Let T be a linear operator of type (p1,q1) and (pz, q2).
Suppose 0 < 0 < 1 and let

1 1—-6 @ 1 1—-6 6
g +— and - = + —. (5.11)
r Y41 P2 S q1 q2
Then
T : L™ (log L)? — *(log ¢)”
18 bounded.
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Proof. See the proof of Theorem B in [BR]. O

Remark 5.15. The above theorem is true for a larger class of operators, namely quasi
linear operators of weak type (p1,q1; P2, q2). See [BSh] for the definitions.

The Fourier transform is of type (1,00) and (2,2). So for 0 < § < 1 the equations
(5.11) read as

1 1

which after eliminating 6, imply — + — = 1. Notice that the range of 6 implies s > 2. So
ros

Theorem 5.14 includes the following as special case.

Theorem 5.16. Suppose 0 < ¢ < 00 and —o0 < 8 < oo0. Assume s > 2 and let

1 1
—+—=1. Then F : L"(log L)? — ¢*49(log £)? is bounded.
ros

The scope of this theorem can be extended using the inclusion relations between
Lorentz-Zygmund spaces. The results are stated in the next two corollaries.

Corollary 5.17. Suppose 0 < p,q < o0 and —o0 < o, f < 00. Assume s > 2, r > 1 and
1 1

—+ - < 1. Then F : L"?(log L)* — (5%(log {)? is bounded.

ros

Proof. Define s' by — + — = 1 and observe that the relation between r and s implies
s s

r > s. By Theorem 1.36, the space L™P(log L)* is embedded into L*¢(log L)®. The
proof is complete since F : L*9(log L)? — ¢*%(log ¢)? is bounded by Theorem 5.16. [

Corollary 5.18. Suppose 0 < p,q < o0 and —oc0 < «a, < co. Assume s > 2 and let

1 1
. + L= 1. Then F : L"?(log L)* — £59(log £)? is bounded in the following cases:

(i) p<qand B <a.

1 1
(ii) p>qanda+—> [+ —.
p q

Proof. By Theorem 1.37, either of the above conditions implies that L™P(log L)* is em-
bedded into L™(log L)?. The proof is complete since F : L*"9(log L)? — ¢59(log ¢)” is
bounded by Theorem 5.16. O]

Notice that our sufficient condition in Theorem 5.11 holds for a smaller range of
p,q,s compared to Corollaries 5.17 and 5.18. However, we can combine our necessary
condition in Theorem 5.11 with Corollaries 5.17 and 5.18 to characterize the boundedness
of F between Lorentz-Zygmund spaces for a broad range of indices.

Theorem 5.19. Suppose 0 < p < g < o0 and —o0 < o, < 0o. Assume s > 2 and
r>1. Then F : L"?(log L)* — (*(log {)? is bounded if and only if one of the following
conditions holds:
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1 1
) — 4+ — < 1.
(Z)S+T

1 1
(ii) —+—-—=1and B < a.
s T

Note that in comparison to Theorem 5.11 the conditions ¢ > 2, s > ¢ and p > 1 are
relaxed.
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