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Abstract

The study of the chemical evolution of stars is of crucial importance since they play a major
role in the enrichment of the chemistry of the universe. Throughout their lifetime, stars un-
dergo several processes that can alter their chemistry. Gradually, the nucleosynthesis products
from the interior of the star are radiatively and convectively levitated and mixed with the upper
layers of the atmosphere. In the later stages of their evolution, low to intermediate mass stars
(0.8-8.0 M⊙) eject a significant fraction of these nucleosynthesis products, resulting in a cir-
cumstellar envelope of gas and dust around the central star with a very different and intriguing
chemical composition. Through radiation pressure, this material will sail into the interstellar
medium.

We offer the first extensive study concerning the atmospheric abundance determination
using ultraviolet spectra, for two slow rotating non-magnetic early A-type (HD72660) and B-
type (iota Herculis) stars. We carry out spectrum synthesis of the available UV spectra using
the program ZEEMAN followed by a detailed abundance analysis. We find lines of several
previously unstudied elements in the atmospheres of the two stars under study, implying the
activity of phenomena such as radiative levitation against gravity. In addition to finding new
elements, we demonstrate that spectrum synthesis using ZEEMAN in the ultraviolet is indeed
a reliable source for abundance determination.

This study is followed by a very careful and detailed infrared spectroscopy of a sample of
evolved AGB stars in the final stages of their evolution. The sample is unique in a sense that
properties such as distance, metallicity, initial mass of the parent star are comparable while
the only variable is the age on the AGB phase. Throughout this study we shed light on the
significance of interstellar extinction and its previously under-acknowledged influence on the
infrared spectra. We introduce tools and methods that will allow us to separately model the
spectrum of the photosphere and the molecular layers alone. We extract the dust spectra and
present a qualitative analysis of the intriguing peculiarities.

Keywords: Stellar Spectroscopy, Stellar Evolution, Synthesis, Infrared, UV
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4.1 [15]/Ks,o-[15] colour-magnitude diagrams for all sources detected in our se-
lected ISOGAL fields (left panel) showing a linear sequence of increasingly
redder colours (and thus mass-loss rates) for brighter 15-µm. The right panel
shows the representative sample that we have selected. For comparison, we
show three tracks corresponding to AGB stars with luminosities of 2000, 4000,
and 10,000 L⊙ (bottom, middle and top curve respectively) and with mass
loss rates increasing from 10−9 to 3×10−6 M⊙yr−1 (squares on the 4000 L⊙
track indicate mass-loss rates of 10−9, 10−8, 5×10−8, 10−7, 5×10−7, 10−6 and
3×10−6 M⊙yr−1). The tracks were obtained using a mixture of amorphous sil-
icate and aluminium-oxide dust [see 24, 25, for the radiative transfer models].
The vertical dot-dashed line represents a track of increasing luminosity without
mass loss. Note that the six OH/IR stars in our sample that were selected from
IRAS have no corresponding 2MASS and ISOGAL fluxes and are therefore
not shown in this CMD (Figures Taken From [6], with permission) . . . . . . . 112

4.2 The location of our targets in galactic coordinates. Note that targets in c32 and
c35 are at roughly the same angular distance (about one degree) to the galactic
centre. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114

4.3 The (average) interstellar emission spectra for each of the fields. Note how the
spectra reveal significant changes in the excitation conditions for the interstellar
gas and dust for the different fields as one moves away from the galactic centre.
Note that depending on telescope pointing accuracy, there can be mismatch
between SL2/SL1, SL1/LL2, or LL2/LL1. . . . . . . . . . . . . . . . . . . . . 117

4.4 All our target spectra in the wavelength range 5–9-µm, showing the main molec-
ular bands. The spectra are normalized to the flux at 6-µm, and are shown in
order of increasing flux ratio at 10-µm to 6-µm ( see § 4.6, This ratio is taken
from the fully corrected spectra and is the same as Fig. 4.15). Stars that we
have classified as naked stars are shown in blue. For comparison, the top panel
shows a few model spectra for the three most common molecular species (H2O,
SiO and SO2). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119

4.5 This figure illustrates how plane-parallel slab models can be used as an approx-
imation to a spherical geometry when analyzing the molecular bands around
AGB stars. The leftmost slab (yellow) represents the stellar photosphere; the
other two slabs are molecular layers characterized by their own temperature
and column densities of contributing species. Radiative transfer is calculated
along the three indicated rays. Changing the size of the layers changes the rel-
ative importance of emission to absorption. Figure taken from Cami [8] (with
permission). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
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4.6 The infrared model spectra of three different slab models that only differ in
their effective temperature and in the amounts of water. All models include
a (T = 1000 K) layer of only water vapor. The green model represents pure
absorption (I1 in Fig. 4.5) with only moderate amounts of water. This is the only
model where the overall shape of the spectrum is similar to a blackbody at the
object’s effective temperature (in this case 2500 K, green dashed line). When
only increasing the amount of water, we obtain the blue model. In this case,
the shape of the spectrum looks more like a 1000 K blackbody (dashed purple
line) – the temperature of the water layer. In the red model, we have changed
the effective temperature but it looks almost identical to the blue model: the
water layer hides the stellar photosphere. Note that the spectra are normalized
to their own maximum. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123

4.7 The raw Spitzer-IRS spectrum of c35-2 (grey), and the extinction-corrected
spectrum (black) adopting a galactic centre extinction law with AK = 0.49. The
best-fitting model is shown in purple. Note the clear signature of interstellar
extinction at 9.7-µm (silicate absorption) in the original spectrum. . . . . . . . 125

4.8 The nine naked star spectra and their best-fitting models. The original, un-
corrected spectrum is shown in gray and the best-fitting extinction-corrected
spectrum in black. The best-fitting stellar and molecular model spectrum is
shown in purple. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126

4.9 (Left) The Spitzer-IRS spectrum of the reddened naked star c35-4 (blue) com-
pared to the least reddened naked star NGC 6522-15 (black). (Right) The result
of dividing the spectrum of c35-4 by NGC 6522-15 (black). The green curve
is the GC extinction curve by Chiar & Tielens [13]. . . . . . . . . . . . . . . . 128

4.10 Extinction values (AK) for our naked stars from different sources and methods. . 129

4.11 The full extinction-corrected Spitzer-IRS spectra of OH/IR stars (top), dusty
targets(middle) and naked stars (bottom). The spectra at longer wavelengths
are trimmed in cases where data seemed too noisy thus unreliable. The spectra
are colour coded for better illustration. The spectra are normalized to their
flux at 6-µm and are sorted as a function of increasing 10/6-µm flux ratio
except for the dusty targets (middle) where the spectra are sorted as a function
of increasing mass loss rates (listed in table 4.4). Shortward of 9.7-µm , the
molecular features are present with no clear trend however this figure represents
a sequence of increasing dust optical depth (See text for more details). Note:
Due to lack of space in this plot, we exceptionally used NGC as a short form
of NGC 6522. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131
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4.12 Fmol as a function of Fdust/Fmol for all objects in our sample. The black ver-
tical dashed line on the left represents the locus for dust-free AGB stars for
various luminosities at the distance of the galactic bulge. The solid blue lines
represent models for such AGB stars (at 2000, 6000 and 10,000 L⊙) surrounded
by optically thin dust shells (of pure silicates) with increasing mass-loss rates;
the blue dashed lines are lines of constant mass loss rate (assuming a dust-
to-gas ratio of 0.005). The solid black lines on top represent pure blackbody
emitters at L= 2000L⊙(lower) and 10,000L⊙(upper) as an approximation of
extremely optically thick dust shells. At the bottom, we have indicated the
expected Fdust/Fmol values for respectively an Engelke function and for pure
blackbodies with varying effective temperatures. The grey dash-dotted line is a
least absolute deviation fit to the data points (excluding the OH/IR stars). See
text for details. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132

4.13 A comparison of different model spectra for the naked stars: models obtained
from fitting the 6–14-µm range (blue), and from fitting only the 6–8.5-µm range
(magenta). The two models are virtually indistinguishable between 6 and 8.5-
µm, and in almost all cases, correspond to roughly the same stellar parameters.
The black curve shows the residual difference between the two models. Note
that the residuals are scaled (×5) for clarity. . . . . . . . . . . . . . . . . . . . 137

4.14 This figure shows the dust spectrum of target NGC 6522-5 which seems to have
a particularly rich variety of dust features; some of those are indicated with
arrows. For comparison, we also show the dust scattering efficiencies for some
minerals that have been proposed as carriers for these dust features: silicates
(the olivine MgFeSiO4 is shown in red [17]), gehlenite (Ca2Al2SiO7; magenta
[59]), Alumina (Al2O3 [2]), iron oxide(FeO, purple [32]) and magnesiowüstite
(MgFeO, blue [32]). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138

4.15 This figure shows the final dust spectra sorted based on increasing mass loss
rate. Mass loss rates are estimated using equation 4.3. Overall as we go from
bottom to top, different features show noticeable variations in terms of strength,
shape and peak wavelength (see text for more details). . . . . . . . . . . . . . . 139

4.16 The SE classification for our sample after applying an extinction correction
(top) and without applying an extinction correction (bottom). Flux ratios for
our targets are indicated with the black diamonds; the green symbols indicate
ratios obtained when using a similar stellar template as Sloan & Price [77].
The solid curve indicates the power law through the classes derived by Sloan
& Price [77] and the SE classes themselves are separated by grey lines (dashed
and dotted for better illustration). . . . . . . . . . . . . . . . . . . . . . . . . . 145

A.1 This figure illustrates the fraction of 4He produced via ppI, ppII or ppIII Branch,
as function of temperature in which T6 = T/(106 K) [20]. In lower temperatures,
the abundance of 3He is highest therefore ppI Branch dominates. At slightly
higher temperature where the abundance of 4He increases the probability of
ppII Branch increases and in very high temperatures where the abundance of
7Be grows, the ppIII Branch becomes more dominant. . . . . . . . . . . . . . . 162
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A.2 Left: The reactions involved in the CNO cycle. Right: The reactions involved
in pp-chain [66]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 163

A.3 This plot illustrates the contribution of the CNO cycle and pp-chain in energy
production as a function of temperature. The CNO cycle dominates the pp

chain at higher temperatures [66]. . . . . . . . . . . . . . . . . . . . . . . . . . 164

A.4 The evolutionary track of a 5M⊙ star in the Hertzsprung-Russel diagram (Fig-
ure from Habing & Olofsson [47]). . . . . . . . . . . . . . . . . . . . . . . . . 166

A.5 This figure shows the evolution of interior structure of stars as it ages. The
cloudy areas represent the convective regions, the hatched areas are regions
where nuclear energy generation occurs. Dotted regions have variable chemical
composition. Left: For a 1 M⊙ star [120]. Right: For a 5 M⊙ star [65]. . . . . . 167

A.6 This plot shows the change in central temperature versus central density during
the helium flash. As long as the matter is degenerate (below the border dashed
line), the temperature rises in constant density. As a result the star enters the
non-degenerate regime followed by core expansion and density decreases. This
will stabilize the helium fusion process [66]. . . . . . . . . . . . . . . . . . . . 169

A.7 The structure of a 1 M⊙ and 5M⊙ E-AGB Stars [see Chapter 2 47]. In general
terms, AGB stars are cool (T=3000 K) giants (typical R=3 × 1013 cm) with
an inert, degenerate CO core, two burning shells (one He, one H) and large
inactive convective envelopes. . . . . . . . . . . . . . . . . . . . . . . . . . . 170

A.8 This figure shows the movement of mass shells as a function of time. The
pulses originating around periods 100,102 and 104 trigger dust formation. The
radiation will push these newly formed material away from the star therefore
the density is not high enough for shocks around periods 101 and 103 to trigger
dust formation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 174

A.9 Schematic diagram of the AGB stellar structure and the surrounding circum-
stellar envelope. It illustrates the chemical evolution of the stellar ejecta as it
moves further away. The shocks occur in dynamical atmosphere and result in
the formation of different molecules. Different dust species condense out and
get accelerated by radiation pressure in the acceleration zone. The interstellar
radiation will give rise to photo-chemistry in the CSE [see chapter one 47]. . . 176

A.10 This figure shows the difference between the spectral features in oxygen-rich
and carbon-rich stars. The top spectrum belongs to UX Cyg and the lower one
is R Scl, representing oxygen-rich and carbon-rich stars, respectively. CO is a
common species between the two stars [134]. . . . . . . . . . . . . . . . . . . 177

A.11 This figure shows the formation sequence of Aluminum bearing condensates.
[18] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 183
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D.1 This figure illustrates the strong background emission in our observations, and
how this emission can vary significantly at small spatial scales (within the slit).
(Left): The CCD image of the IRS observation corresponding to target c35-5
(LL, Order 2, Nod 2). Wavelength decreases from bottom to top. The dashed
lines indicate three different spatial positions within the slit; the target trace can
be seen between the green and the blue dashed lines. (Right): The background
spectra corresponding to the spatial positions indicated on the image. All three
show clear PAH emission between 16 and 18-µm as well as a strong [S III]
line at 18.7-µm. Note how the intensity of the [S III] line increases from the
left to the right, while the PAH emission weakens. . . . . . . . . . . . . . . . . 223

E.1 The GLIMPSE II [15] 8-µm IRAC image containing our targets in c32. The
position of our targets is indicated, and the number corresponds to the ID in
Table 4.1. Note that there is only one naked star in this field – object c32-8. . . 225

E.2 The 8-µm IRAC image [83] of our five targets in c35. The position of our
targets is indicated, and the number corresponds to the ID in Table 4.1. Objects
c35-2 and c35-4 are naked stars. . . . . . . . . . . . . . . . . . . . . . . . . . 225

E.3 The best-fitting model for target c35-2 using AK values of 0.54 (model-independent,
shown in brown) and 0.86 (Gonzalez et al. [28], shown in black). The green
shows the raw spectrum without extinction correction and the Galactic centre
extinction curve is also overplotted in grey. The best-fitting models are over-
plotted in blue (for AK=0.87) and magenta (for AK=0.54). . . . . . . . . . . . . 226

E.4 This figure shows the raw spectrum of target c35-4 (in black) corrected for
AK=0.55 from Schultheis et al. [73] (in brown) and its corresponding best fit
model (in magenta) and corrected spectrum using AK=0.92 from model inde-
pendent method (in blue). The Galactic centre extinction curve is also over-
plotted in grey. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 227

E.5 The GLIMPSE II 8-µm IRAC image [15] of our seven targets in the Ogle field.
The position of our targets is indicated, with the number corresponding to the
ID in table 4.1. The objects Ogle-4 and Ogle-6 are naked stars. . . . . . . . . . 228

E.6 This figure shows the best-fitting models for Ogle-4(left) and Ogle-6(right)
when no extinction correction is applied at all (i.e. AK = 0). . . . . . . . . . . 228

E.7 The 8-µm IRAC image [83] of our targets in NGC 6522. The position of our
targets is indicated, with the number corresponding to the ID in table 4.1. . . . 229

F.1 Different dust extraction methods for naked stars c32-1, c32-3, c32-4, c32-5,
c32-6 and c32-7. See text for more details. . . . . . . . . . . . . . . . . . . . . 232

F.2 Different dust extraction methods for naked stars c32-9, c32-10, c32-11, c32-
12, c32-13 and c32-14. See text for more details. . . . . . . . . . . . . . . . . 233

F.3 Different dust extraction methods for naked stars c32-15, c32-16, c35-1, c35-3,
c35-5 and Ogle-1. See text for more details. . . . . . . . . . . . . . . . . . . . 234

F.4 Different dust extraction methods for naked stars Ogle-2, Ogle-3, Ogle-5, NGC6522-
1, NGC6522-2, and NGC6522-3. See text for more details. . . . . . . . . . . . 235
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F.5 Different dust extraction methods for naked stars NGC6522-5, NGC6522-8,
NGC6522-9, NGC6522-10, NGC6522-11, and NGC6522-12. See text for
more details. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 236

F.6 Different dust extraction methods for naked stars NGC6522-13, NGC6522-14,
NGC6522-16, NGC6522-17, NGC6522-18, and NGC6522-19. See text for
more details. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 237

G.1 (c32-1) Both nods of the short low modules (SL1 & SL2) of this target con-
tain only one target in the slit whereas in the long low module (LL1 & LL2)
a second source appears very close to c32-1 (see Fig. G.2). The position of
the extracted sources are shown in the Figure G.2. The spectrum shows resid-
uals from insufficient bad pixel removal around 20.5-µm which was properly
masked. The background of this source is strong and variable with prominent
PAH features. However, it can be properly modeled and corrected using the
IDL program discussed in the text. In the obtained spectrum, there is a slight
mismatch between long low and short low modules. We treated this mismatch
by scaling the long low modules with respect to the short low modules. The
scaling factors used are listed below. . . . . . . . . . . . . . . . . . . . . . . . 240

G.2 SL and LL modules spatial profiles after subtraction of the background . . . . . 240
G.3 (c32-2) The number of extracted sources in each nod and module is shown in

Fig. G.4 along with their position. In the extracted spectrum, there was a mis-
match between the two nods of the SL1 module. Specifically, close to the edges
of the module this mismatch was more noticeable. In order to correct for that
we have modified the point spread function in SMART by specifying new pa-
rameters for the central position and full-width-half-maximum(FWHM)of the
PSF. The background of this target was strong and variable and quite similar
to c32-1 since they are both in the field c32. The background for the long low
modules was properly modeled by the program explained in the text but for the
SL2 module we have subtracted the background assuming a first order polyno-
mial within optimal extraction of SMART. Finally, The mismatch between the
modules was corrected by scaling the short low modules with respect to long
low modules, with the following scale factors. . . . . . . . . . . . . . . . . . . 241

G.4 SL and LL modules spatial profiles after subtraction of the background . . . . . 241
G.5 (c32-3) As indicated in Figure G.6, the number of sources that have been ex-

tracted in each nod and module. There was a significant mismatch between the
two nods of SL1 module which was corrected by modifying the point spread
function(central position and FWHM). After extraction the residual features
were masked properly (e.g. 19.5-µm). This target is located in field c32 but the
background is properly corrected through modeling except SL1 module. For
this module, we have assumed a constant offset for the background (polyno-
mial order zero) and performed the subtraction using optimal extraction within
SMART. Finally, we scaled long low modules with respect to the short low
modules using the following scale factors, in order to eliminate the mismatch
between modules and obtain the continuum shown here. . . . . . . . . . . . . . 242

G.6 SL and LL modules spatial profiles after subtraction of the background . . . . . 242
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G.7 (c32-4) All nods of both modules (SL and LL) of this target contain only one
source in the slit except first nod of SL2 module which contains a very faint sec-
ond source (see Fig. G.8). The position of the extracted targets are shown in
the figure G.8. The residuals we represent after extraction which were properly
masked (e.g. 18.5-µm) The background for this source is strong and variable
but properly modeled and corrected. Finally, we applied the following scale
factors on the corresponding module to eliminate the mismatch between mod-
ules and obtain the final continuum shown here. . . . . . . . . . . . . . . . . . 243

G.8 SL and LL modules spatial profiles after subtraction of the background . . . . . 243

G.9 (c32-5) This is the final spectrum of c32-5. Figure G.10 indicates the number
of sources that have been extracted in each nod of each module. After extrac-
tion there was no obvious residuals left for us to remove manually. As shown
in Figure G.10 the observation for the second nod of SL1 module did not con-
tain any useful information to extract, therefore for this module, we only took
into account the data in the first nod. The background for this source is strong
and variable but properly modeled and corrected. Finally, we scaled the long
low modules with respect to the short low in order to eliminate the mismatch
between modules and obtain the continuum shown here. . . . . . . . . . . . . . 244

G.10 SL and LL modules spatial profiles after subtraction of the background . . . . . 244

G.11 (c32-6) This is the final spectrum of c32-6. Figure G.12 indicates the number
of sources that have been extracted in each nod of each module. The mismatch
between the nods of SL1 module was removed by modifying the point spread
function (central position and FWHM). After extraction the residual features
were masked (e.g. 19.5-µm). In all modules, the background could be cor-
rected by means of modeling except the LL1 module, in which case we have
subtracted the background assuming an order one polynomial (linear gradient)
in manual optimal extraction within Smart. Finally, we scaled the long low
modules with respect to the short low modules in order to eliminate the mis-
match between modules and obtain the continuum shown here. . . . . . . . . . 245

G.12 SL and LL modules spatial profiles after subtraction of the background . . . . . 245

G.13 (c32-7) This is the final spectrum of c32-7. Figure G.14 indicates the number
of sources that have been extracted in each nod and module. There was a
slight mismatch between the two nods of SL1 module which was removed
by modifying the point spread function (central position and FWHM). After
extraction the sharp and unrealistic residual features were masked (e.g. 19.5-
µm). The background for this source is properly corrected through modeling.
Finally, we applied the following scale factors on the corresponding module to
eliminate the mismatch between modules and obtain the final continuum shown
here. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 246

G.14 SL and LL modules spatial profiles after subtraction of the background . . . . . 246
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G.15 (c32-8) This is the final spectrum of c32-8. Figure G.16 indicates the number
of sources that have been extracted in each nod and module. There was a slight
mismatch between the two nods of SL1 module which was removed by modi-
fying the point spread function (central position and FWHM). After extraction
there were no significant residuals to mask. The background is properly cor-
rected through modeling. Finally, we scaled the long low modules with respect
to the short low modules using the following scale factors, in order to eliminate
the mismatch between them and obtain the continuum shown here. . . . . . . . 247

G.16 SL and LL modules spatial profiles after subtraction of the background . . . . . 247

G.17 (c32-9) This is the final spectrum of c32-9. Figure G.18 indicates the number
of sources that have been extracted in each nod and module. There was a
slight mismatch between the two nods of SL1 module which was removed
by modifying the point spread function (central position and FWHM). After
extraction the sharp and unrealistic residual features were masked (e.g. 19.5-
µm). The background is properly modelled and corrected. Finally, we scaled
the long low modules with respect to the short low modules using the following
scale factors, in order to eliminate the mismatch between modules and obtain
the continuum shown here. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 248

G.18 SL and LL modules spatial profiles after subtraction of the background . . . . . 248

G.19 (c32-10) This is the final spectrum of c32-10. Figure G.20 indicates the num-
ber of sources that have been extracted in each nod and module. There was
a slight mismatch between the two nods of SL1 module which was removed
by modifying the point spread function (central position and FWHM). After
extraction the sharp and unrealistic residual features were masked (e.g. 19.5-
µm). The background for this source is properly corrected through modeling.
Finally, we scaled all modules with respect to the SL1 module using the fol-
lowing scale factors, in order to eliminate the mismatch between modules and
obtain the continuum shown here. . . . . . . . . . . . . . . . . . . . . . . . . 249

G.20 SL and LL modules spatial profiles after subtraction of the background . . . . . 249

G.21 (c32-11) This is the final spectrum of c32-11. Figure G.22 indicates the num-
ber of sources that have been extracted in each nod and module. There was
a significant mismatch between the two nods of SL1 module which was cor-
rected by modifying the point spread function (central position and FWHM).
After extraction there were no significant residuals to mask. The background
for all modules is properly corrected through modeling except SL1 module. For
this module, we have assumed a constant offset for the background (polyno-
mial order zero) and performed the subtraction using optimal extraction within
SMART. Finally, we scaled all modules with respect to the SL1 module using
the following scale factors, in order to eliminate the mismatch between mod-
ules and obtain the continuum shown here. . . . . . . . . . . . . . . . . . . . . 250

G.22 SL and LL modules spatial profiles after subtraction of the background . . . . . 250
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G.23 (c32-12) This is the final spectrum of c32-12. Figure G.24 indicates the num-
ber of sources that have been extracted in each nod and module. There was
a significant mismatch between the two nods of SL1 module which was re-
moved by modifying the point spread function (central position and FWHM).
After extraction there were no significant residuals to mask. The background is
properly corrected through modeling. Finally, we scaled all modules with re-
spect to the SL1 module using the following scale factors, in order to eliminate
the mismatch between modules and obtain the continuum shown here. . . . . . 251

G.24 SL and LL modules spatial profiles after subtraction of the background . . . . . 251

G.25 (c32-13) This is final spectrum of c32-13. Figure G.26 indicates the number
of sources that have been extracted in each nod and module. There was an
extreme mismatch between the two nods of SL1 module which was corrected
by modifying the point spread function (central position and FWHM). After
extraction the residual features were masked properly (e.g. 19-µm). The back-
ground for all modules was properly corrected through modeling except LL2
module. For this module, we have assumed a constant offset for the background
(polynomial order zero) and performed the subtraction using optimal extraction
within SMART. Finally, we scaled all modules with respect to the SL1 module
using the following scale factors, in order to eliminate the mismatch between
modules and obtain the continuum shown here. . . . . . . . . . . . . . . . . . 252

G.26 SL and LL modules spatial profiles after subtraction of the background . . . . . 252

G.27 (c32-14) This is the final spectrum of c32-14. Figure G.28 indicates the num-
ber of sources that have been extracted in each nod and module. There was an
extreme mismatch between the two nods of SL1 module which was removed
by modifying the point spread function (central position and FWHM). After
extraction a few residual features were masked (e.g. 19.5-µm).The background
for this source was properly corrected through modeling. Finally, we scaled
long low modules with respect to the short low modules using the following
scale factors, in order to eliminate the mismatch between modules and obtain
the continuum shown here. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 253

G.28 SL and LL modules spatial profiles after subtraction of the background . . . . . 253

G.29 (c32-15) This is the final spectrum of c32-15. Figure G.30 indicates the num-
ber of sources that have been extracted in each nod and module. There was a
significant mismatch between the two nods of SL1 module which was removed
by modifying the point spread function (central position and FWHM). After
extraction the sharp and unrealistic residual features were masked (e.g. 19.5-
µm). The background for this source was properly corrected through modeling.
Finally, we scaled long low modules with respect to the short low modules us-
ing the following scale factors, in order to eliminate the mismatch between
modules and obtain the continuum shown here. . . . . . . . . . . . . . . . . . 254

G.30 SL and LL modules spatial profiles after subtraction of the background . . . . . 254
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G.31 (c32-16) This is the final spectrum of c32-16. Figure G.32 indicates the num-
ber of sources that have been extracted in each nod and module. There was
a slight mismatch between the two nods of SL1 and SL2 modules which were
removed by modifying the point spread function (central position and FWHM).
After extraction there was no significant residual left to mask. The background
for this source is properly corrected through modeling. Finally,we scaled all
modules with respect to the SL1 module using the following scale factors, in
order to eliminate the mismatch between modules and obtain the continuum
shown here. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 255

G.32 SL and LL modules spatial profiles after subtraction of the background . . . . . 255
G.33 (c35-1) This is the final spectrum of c35-1. Figure G.34 indicates the number

of sources that have been extracted in each nod and module. After extrac-
tion the sharp and unrealistic residual features were masked (e.g. 19.5-µm).
The strong and variable background with prominent PAH feature was properly
modeled and corrected. Finally, we scaled long low modules with respect to
the short low modules using the following scale factors, in order to eliminate
the mismatch between them and obtain the continuum shown here. . . . . . . . 256

G.34 SL and LL modules spatial profiles after subtraction of the background . . . . . 256
G.35 (c35-2) This is the final spectrum of c35-2. Figure G.36 indicates the number

of sources that have been extracted in each nod and module. After extrac-
tion the sharp and unrealistic residual features were masked (e.g. 19.5-µm).
The strong and variable background with prominent PAH feature was properly
modeled and corrected. Finally, we scaled long low modules with respect to
the short low modules using the following scale factors, in order to eliminate
the mismatch between them and obtain the continuum shown here. . . . . . . . 257

G.36 SL and LL modules spatial profiles after subtraction of the background . . . . . 257
G.37 (c35-3) This is the final spectrum of c35-3. Figure G.38 indicates the number

of sources that have been extracted in each nod and module. After extraction
the residual features were masked (e.g. 19.5-µm). The strong and variable
background with prominent PAH feature was properly modeled and corrected.
Finally, we scaled long low modules with respect to the short low modules
using the following scale factors, in order to eliminate the mismatch between
modules and obtain the continuum shown here. . . . . . . . . . . . . . . . . . 258

G.38 SL and LL modules spatial profiles after subtraction of the background . . . . . 258
G.39 (c35-4) This is the final spectrum of c35-4. Figure G.40 indicates the number

of sources that have been extracted in each nod and module. There was a
slight mismatch between the two nods of LL2 module which was removed
by modifying the point spread function (central position and FWHM). After
extraction the residual features were masked (e.g. 19.5-µm). The strong and
variable background with prominent PAH feature was properly modeled and
corrected. Finally, we scaled long low modules with respect to the short low
modules using the following scale factors, in order to eliminate the mismatch
between modules and obtain the continuum shown here. . . . . . . . . . . . . . 259

G.40 SL and LL modules spatial profiles after subtraction of the background . . . . . 259
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G.41 (c35-5) This is the final spectrum of c35-5. Figure G.42 indicates the number
of sources that have been extracted in each nod and module. After extraction,
sharp residual features were masked (e.g. 19.5-µm). The strong and variable
background with prominent PAH feature was properly modeled and corrected.
Finally, we scaled long low modules with respect to the short low modules
using the following scale factors, in order to eliminate the mismatch between
modules and obtain the continuum shown here. . . . . . . . . . . . . . . . . . 260

G.42 SL and LL modules spatial profiles after subtraction of the background . . . . . 260

G.43 (Ogle-1) This is the final spectrum of Ogle-1. Figure G.44 indicates the num-
ber of sources that have been extracted in each nod and module. After extrac-
tion the sharp and unrealistic residual features were masked (e.g. 19.5-µm).
The strong and variable background for this source was properly corrected
through modeling. Finally, we scaled long low modules with respect to the
short low modules using the following scale factors, in order to eliminate the
mismatch between modules and obtain the continuum shown here. . . . . . . . 261

G.44 SL and LL modules spatial profiles after subtraction of the background . . . . . 261

G.45 (Ogle-2) This is the final spectrum of Ogle-2. Figure G.46 indicates the num-
ber of sources that have been extracted in each nod and module. After extrac-
tion the residual features were masked (e.g. 19.5-µm). The strong and variable
background for this source was properly corrected through modeling. Finally,
we scaled long low modules with respect to the short low modules using the
following scale factors, in order to eliminate the mismatch between modules
and obtain the continuum shown here. . . . . . . . . . . . . . . . . . . . . . . 262

G.46 SL and LL modules spatial profiles after subtraction of the background . . . . . 262

G.47 (Ogle-3) This is the final spectrum of Ogle-3. Figure G.48 indicates the num-
ber of sources that have been extracted in each nod and module. After extrac-
tion the residual features were masked (e.g. 16.5-µm). The strong and variable
background for this source was properly corrected through modeling. The only
exception was the first nod of LL1 module which indicated strong background
residuals, therefore we have also subtracted a constant offset (polynomial order
zero) from the background after it has already been corrected through mod-
eling. In this particular case, there was no mismatch between the modules
therefore the continuum shown here was obtained without any further scaling. . 263

G.48 SL and LL modules spatial profiles after subtraction of the background . . . . . 263

G.49 (Ogle-4) This is the final spectrum of Ogle-4. Figure G.50 indicates the num-
ber of sources that have been extracted in each nod and module. After extrac-
tion, residual features were masked (e.g. 19.5-µm). The strong and variable
background for this source was properly corrected through modeling. Finally,
we scaled long low modules with respect to the short low modules using the
following scale factors, in order to eliminate the mismatch between modules
and obtain the continuum shown here. . . . . . . . . . . . . . . . . . . . . . . 264
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Chapter 1

Introduction

Astronomy, since ancient times, was the only branch of science that quenched the thirst of
mankind to investigate the heavens. Beginning with the smallest of steps, the field of astronomy
grew over time to become one of the most intriguing of all modern sciences. The curiosity
about heavenly objects goes far back to ancient times, for example when astronomers followed
the motion and behavior of celestial objects over time through observing with the naked eye.
This curiosity continued on into development of basic primitive telescopes and the very first
telescopic observations. Through further observations in time, it became known that these
apparently fixed luminous points in sky, in fact evolve on very long timescales.

In this thesis, we investigate the spectroscopic nature of stars as they evolve from early to
final stages of their evolution and are about to reach the end of their lives.

The study of these stars is of crucial importance since they play a major role in the enrich-
ment of the chemistry of the universe. Throughout their lifetime, stars convert hydrogen into
heavier elements in their interior. Through various processes (e.g. radiative levitation, convec-
tive dredge ups, etc.) these products will diffuse higher and higher in the envelope. In the late
stages of their evolution, stars eject a significant fraction of these nucleosynthesis products in
the form of stellar winds, resulting in a circumstellar envelope of gas and dust around the cen-
tral star with a very different and intriguing chemical composition. Through radiation pressure,
this material will sail into the interstellar medium.

The elemental analysis of the nucleosynthesis products in young stars is commonly car-
ried out. In contrast, the study of circumstellar environments is often done using infrared
spectroscopy since stellar radiation is absorbed by dust and re-emitted in the infrared. Every
atomic or molecular species and any dust mineral has its own unique fingerprint. Thus, to this
day, the study of the stellar chemistry still fascinates astronomers.

This chapter is organized as follows. In §1.1, we briefly describe the processes involved in
stellar evolution intermediate mass stars, from early A- and B-type stars to the AGB stages. In
§1.2 we discuss the history and development of spectroscopy. In §1.3, we describe the theory
behind formation of spectral lines and in §1.4 we cover the tools and methods that can be used
to analyze them.
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2 Chapter 1. Introduction

1.1 Stellar Evolution of Low and Intermediate Mass Stars

Stellar evolution is determined primarily by a star’s initial mass. The flow of this thesis begins
with the study of two specific early A-, B-type stars with intermediate initial mass. Upon
evolution, they eventually evolve into AGB stars and become the focus of the third project
presented in this thesis. Therefore, we discuss only the evolution of those stars with low and
intermediate mass stars that will evolved to AGB phase.

In this context, intermediate mass stars are those with masses between 1.8 to 8 solar masses
(1.8M⊙<M<8M⊙) [45]. The two main sequence stars studied in later chapters are near the two
extremes of intermediate mass stars with masses of about 6 M⊙ (ι Her) and 2 M⊙ (HD72660).

1.1.1 Main Sequence Evolution

We start our description of stellar evolution at the point where stars start fusing hydrogen
in their core. On the Hertzsprung-Russell (HR) diagram, stars that are fusing hydrogen into
helium in their center are found on a locus known as the main sequence (MS, see Figure 1.3) .

Main Sequence Lifetime

Stars spend the longest period of their lifetime on the main sequence while their luminosity
during this time slightly fluctuates. An estimate for MS lifetimes can be obtained from

τH =
EH

L
(1.1)

where EH is the total nuclear energy released by hydrogen fusion in the core. Since nuclear
fusion produces energy through converting mass to energy, the higher the mass content of
hydrogen is, the more fuel is available for fusion to occur therefore the more energy can be
released. This yields a direct dependency between the energy and the total mass content of
hydrogen and by extension the total mass of the star (EH ∝ MH → EH ∝ M) since about 0.5%
of stellar mass energy is released by H→He, EH . 0.005Mc2.

Main Sources of Energy Production

Stars on the main sequence produce energy through two mechanisms: the proton-proton chain
(or pp-chain) and CNO cycle. On the main sequence, the hydrogen fusion process takes place
through both the pp-chain and the CNO cycle [see Chapter 2 in 47]. In what follows we briefly
describe both mechanisms.

The net effect of the proton-proton chain, as shown in equation 1.2, is the conversion of
four hydrogen atoms into helium accompanied by the release of 26.731 MeV of energy (corre-
sponding to an 0.71 percent mass defect). However, neutrinos carry away 2-30% of this energy;
therefore depending on the exact reactions this value can change [see e.g. 20].

41H→ 4He + 2e+ + 2ν (E = 26.73MeV) (1.2)
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Figure 1.1: Left: The reactions involved in the CNO cycle. Right: The reactions involved in
pp-chain [66].

The steps involved in pp-chain were understood by von Weizsäcker [126] and Bethe [9];
in all cases, the first few reactions are:

1
1H + 1

1H→ 2
1D + e+ + νe (E = 1.442MeV, Eνe

= 0.265MeV) (1.3)

e− + e+ → 2γ (E = 1.02MeV) (1.4)
2
1D + 1

1H→ 3
2He + γ (E = 5.493MeV) (1.5)

The pp-reaction chain begins with the formation of deuterium (2
1H or 2

1D) releasing a positron
and a neutrino (see Eq. 1.3). Almost immediately, the positron annihilates with an electron
and produces two gamma ray photons with a total energy of 1.02MeV (Eq. 1.4). Thereafter,
the combination of deuterium produced in step 1.3 with another hydrogen nucleus leads to the
formation of 3He (Eq. 1.5). From here on the 4He can form through three possible paths (or
branches). Figure 1.1 shows the steps involved in each branch. The branching of the proton-
proton chain to any one of these three possibilities depends on temperature and the ratio of
helium to hydrogen abundance [For more details see e.g. 20, 86, 66].

Another source of energy production is the CNO Cycle (a.k.a. Bethe-Weizsäcker Process)
in which carbon, nitrogen and oxygen act as catalysts for the combination of four protons
which leads to formation of helium-4 [9]. The sequence of the CNO cycle reaction is shown
in Figure 1.1. The reaction 14N(p,γ)15O is the bottleneck reaction of the CNO cycle and will
cause the abundance of 14N to exceed that of any other CNO nucleus [17]. When the CNO
cycle reaches the reaction (15N+1H) the cycle takes two possible paths (CNO bi-cycle). It can
produce 12C and repeat the main cycle (CNO-I), or (once out of every 104 cases) it can produce
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Figure 1.2: This plot illustrates the contribution of the CNO cycle and pp-chain in energy
production as a function of temperature. The CNO cycle dominates the pp chain at higher
temperatures [66].

16O and enter a secondary cycle (CNO-II).
The CNO cycle is much more temperature dependent than the pp-chain, therefore the

proton-proton chain dominates at the lower temperatures of low mass stars while the CNO
cycle takes over the energy generation at higher temperatures [66]. This is because unlike
pp-chain, the reactions in CNO cycle start occurring at the higher temperature of intermediate
mass stars and the rate of energy production rapidly increases with increasing temperature.
Figure 1.2 shows the contribution of each as a function of temperature.

Evolution on Main Sequence

As a star spends time on the main sequence, the composition of the core slowly changes from
mostly hydrogen to mostly helium. As the star consumes its hydrogen on the main sequence,
four hydrogen nuclei get converted to one helium nucleus, which results in a slight decrease in
the pressure and therefore the star gradually contracts. This slow contraction releases gravita-
tional potential energy, thus heating up the core, which increases the rate of fusion. Over the
MS lifetime, this process slightly increases the luminosity of the star and thus pressure so that
balance is restored. This creates a width for the main sequence band which distinguishes the
zero-age main sequence stars from those stars that have already spend some time on the main
sequence.

Main sequence stars are classified based on their temperature and spectral characteristics.
The Morgan–Keenan(MK) system classifies stars following a sequence of letters; O, B, A, F,
G, K, and M which represented a sequence from the highest temperature (O-type) to the lowest
temperature (M-type). Furthermore, each of these classes are subdivided into 10 numeric dig-
its with 0 being hottest and 9 being coolest. The MK system also includes a luminosity-based
classification which is denoted using Roman numerals; Supergiants(I), Bright Giants (II), Gi-
ants (III), Subgiants (IV), Main Sequence Stars (V). In the next two chapters of this thesis, we
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will focus our attention on two specific classes: A- and B-type stars.
A-type star occupy about 0.63% of the main sequence stars in the solar neighborhood. They

usually have surface temperatures between 7600–10,000K. In their spectra they show strong
hydrogen Balmer lines, lines of ionized metals such as Fe ii, Mg ii, Si ii, and weak CaK lines.

B-type stars occupy about 0.13% of the main sequence star in the solar neighborhood. They
usually have surface temperatures between 10,000–30,000K. In their spectra they show strong
hydrogen Balmer lines, neutral helium (He I) lines, and ionized metal lines including Mg ii,
Si ii, and Si iii. Their characteristic will be discussed in greater detail in the following chapters.

1.1.2 Post Main Sequence Evolution: To AGB & Beyond

As low to intermediate mass stars exhaust hydrogen in their core, they evolve off the main
sequence. From this point on the evolutionary path is slightly different for low mass stars than
it is for intermediate mass stars. We present a very brief overview in this chapter. The details
involved in every step of the evolution are slightly marginal to the purpose of this thesis but are
included in an appendix for the interested reader (see Appendix A).

In summary, after the core gradually exhausts hydrogen, it will turn into an inactive helium
core with a fusing hydrogen shell. The shell fusion will add more helium to the inactive core.
This process leads to the expansion of the hydrogen shell and contraction of the helium core.
Upon reaching the Hayashi limit, the star becomes fully convective. The luminosity increase
at this stage will cause the star to move up the HR diagram almost vertically onto the Red
Giant Branch (RGB). It is worthwhile to mention that convection can penetrate the interior
layer and bring up nucleosynthesis products to the surface. This is known as the “first dredge-
up” which can change the surface abundance of elements such as 13C,14N, and 12C [see e.g.
59, 41, 35, 19, 5, and references therein for further details]

As the star ascends the RGB branch, the inactive helium core continues to contract gravita-
tionally which results in temperature and density increase until it reaches temperatures of about
≈ 108 K when helium can ignite. In case of a low mass star the core will become electron-
degenerate and the helium will burn in an explosive manner also known as the “helium flash”.
In the case of an intermediate mass star, there will be no degenerate condition, so helium fu-
sion will take place in a gentle manner. Helium fusion (in both degenerate and non-degenerate
conditions) occurs through a process known as the triple-alpha (3-α) process. The 3-α process
converts three α particles (4He) into one carbon nucleus (12C). The triple-alpha process is very
sensitive to the temperature: the nuclear reaction rates scale typically with T40 [66]. Both low
and intermediate mass stars that are fusing helium steadily in their core will settle down on the
horizontal branch (HB) on the HR-diagram.

As helium gradually burns in the core, the supply of helium as well as the radiation pressure
decreases; once again, this leads to a slight drop in pressure and the core slowly undergoes
gravitational contraction to maintain hydrostatic equilibrium. When the core runs out of He, the
gradual contraction heats up the surrounding shell and switches on the shell burning process.
As before, this results in an increase in luminosity and a decrease in effective temperature
through expansion. The star has then reached the asymptotic giant branch(AGB) phase [76],
so called because it asymptotically touches the RGB.

The structure of an early-AGB star consists of a hot and dense electron degenerate core
of carbon and oxygen, surrounded by two shells of helium and hydrogen which are mostly
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Figure 1.3: The theoretical Hertzsprung-Russel diagram including the zero-age main sequence
(solid line) for various initial masses and their corresponding evolutionary tracks (Figure taken
from Schaller et al. [107]).

responsible for the luminosity in this phase. These two shells are not always actively burning
at the same time. However, the nuclear energy released from one shell can reignite the other
shell and begin a phenomenon known as “double shell burning”. It is worthwhile to mention
a phenomenon that occurs in this stage known as the “second dredge-up”. It only occurs in
intermediate mass stars with masses greater than 4 M⊙ [47, 3] because the convection can
penetrate the region in between the hydrogen and helium shells and it can bring up the leftover
products of nucleosynthesis in that region. This can lead to changes in surface abundances of
a few elements such as 16O, 14N, 18O, 22Ne [see 3, & Appendix A].

The He shell becomes thinner as more He is consumed. It eventually undergoes a certain
type of thermal instability described in detail by Schwarzschild Hárm [112] and give rise to
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“thermal pulses” or “helium shell flash”. Thermal pulses introduce a second stage of AGB
evolution known as the thermally pulsing AGB (or TP-AGB). As a result of the helium shell
flash, the region between two shells becomes convective. As in the first and second dredge-up,
the convective layer will bring nucleosynthesis products to the surface in a series of events col-
lectively referred to as “third dredge-up” which changes the surface abundances of particularly
12C and 4He [43, 47].

A key ingredient in the evolution of AGB stars is that stellar winds reduce the mass of the
envelope from the outside through mass loss (see Appendix A). Unlike most other phases in
stellar evolution for which the amount and consumption rate of fuel determines the evolution,
the AGB stellar evolution is characterized by rates at which material is removed from the outer
layers of the star. At rates of 10−8–10−3 M⊙ per year (with mass loss rates increasing as stars
climb the AGB), mass loss sets an AGB lifetime of ≈ 2 × 106 yr [54]. It is thought that near the
tip of the AGB, AGB stars will experience a so-called superwind phase with mass-loss rates
of up to 10−3 M⊙/yr, which effectively ejects the entire remaining stellar envelope in a short
amount of time (∼ 1000 years), and leads to the termination of AGB phase.

After that, in what is known as post-AGB phase, the deeper and hotter layers will grad-
ually be exposed as the outer layers are expelled. The steps include the formation of a pre-
planetary nebula phase(PPN) which then turns into a short phase of planetary nebula (PN)
from which the remnant is a compact electron degenerate core of carbon and oxygen known
as white dwarf. Upon formation, the white dwarf is quite stable and it will start its cooling
journey on timescales of billions of years.

1.2 Stellar Spectroscopy: History & Development

In year 1835, a well known French philosopher, Auguste Comte, stated that humans will never
comprehend the chemical composition of stars. Not too long after that, scientists proved this
statement wrong. The two new fields of study, spectroscopy and photography, emerged. The
father of stellar spectroscopy was Josef von Fraunhofer (1787-1826) who made the first crude
spectroscope by mounting a prism in front of a telescope. He observed dark lines in the spec-
trum of the sun or bright stars like Sirius, but he could not ascribe a cause to these lines, there-
fore his contribution was confined to data acquisition. A major advance was made by Gustav
Kirchhoff (1824-1887) and Robert Bunsen (1811-1899) who interpreted the dark lines as selec-
tive absorption of light by chemical elements in the atmosphere of stars. They also found that
every chemical element has a one of a kind spectral signature know as its “finger print”. The
discovery of helium in the sun and its later confirmation by chemist William Ramsay solidified
spectroscopy as an investigative technique in astronomy.

In the 19th century, scientists like William Huggins and Angelo Secchi used photographic
plates to gather as many spectra as possible and came up with the first basic classification of
stars; blue/white, yellow (or solar-type stars), and red stars. In continuation of this program,
by mid-19th century, Edward C. Pickering and Annie Jump Cannon gathered over a quarter
of a million stellar spectra and developed the classification system which is accepted by as-
tronomers to this day. This system was also described in §1.1.1 and contains O, B, A, F, G,
K, and M which classifies stars based on their atmospheric temperature (from 40,000 down to
3000K).
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After establishing spectroscopy as a promising tool for the science of astrophysics, the
tools also began to evolve over the years. The early spectrographs involved optical tools such
as prisms but the dispersion was insufficient, particularly in the red. The early designs were
gradually replaced by alternatives like diffraction gratings which could result in higher resolu-
tion and larger dispersion. Gratings are evenly spaced grooves ruled on a surface which uses
the wave nature of light to break it into a spectrum. This method was later improved by Henry
A. Rowland, an American physicist, who introduced Rowland’s gratings into spectroscopy. His
design made line spacing of the grating much more accurate than before. He also introduced
concave gratings which focused the spectra directly on a photographic plate [128].

However, the science of spectroscopy is definitely not limited to the dispersion of visible
light into rainbow colors, but it also covers other regions of the electromagnetic spectrum.
In year 1800, Sir Frederick William Herschel (1738-1822), discovered infrared light through
measuring the temperature of a solar spectrum beyond the red portion of the visible spectrum.
He realized that the temperature increased from the violet end to the red end and reached
its highest beyond the red. Not too long after that, in year 1801, Johann Ritter (1776-1810)
discovered ultraviolet radiation through observing the reactions of silver chloride to the violet
end of the spectrum.

The birth of infrared and ultraviolet spectroscopy opened a whole new chapter in astro-
physics. Astronomy is now equipped with tools that can help us learn about stellar physics,
structure and evolution. In the following two sections we will provide an overview of the de-
tails involved in the analysis of the stellar spectra (§1.3) and present day implications of UV
and IR spectroscopy (§1.4).

1.3 Spectral Lines: Formation & Analysis

When emitted radiation at wavelength λ flows through a medium, it can either be absorbed,
reflected or transmitted. The fractions of the radiation that is absorbed, reflected or transmitted
is called absorptance, reflectance and transmittance. The sum of these three is unity. If we
have an object for which the absorptance is equal to unity at all wavelengths, we call that object
a “blackbody” and if the absorptance is less than unity at all wavelengths then we have a “grey
body”.

In mid-nineteenth century, Gustav Kirchhoff’s (and Bunsen’s) studies greatly influenced the
foundations of spectroscopy. The first of Kirchhoff’s principal results was that “good emitters
are good absorbers”. Let’s consider a cavity, at a certain temperature, that is filled with radiation
Eλ. If the absorptance is a(λ) then the energy absorbed by the walls of the cavity is a(λ)Eλ.
Upon this absorption, the body will become warm and begins to radiate energy. If the rate
at which it radiates energy is denoted by Mλ then the Kirchhoff’s Law states that in thermal
equilibrium a(λ)Eλ = Mλ. In case of a blackbody, the absorptance is unity, thus the “blackbody
radiation” or “cavity radiation” refers to a system that absorbs all the radiation that is incident
upon it and re-radiates the same amount. Therefore, for a blackbody the absorptance is unity
and the emission is determined by the Planck function.

The atmosphere of a star is a layer of gas that approximates a blackbody radiator. Thus
the stellar atmosphere emits into space a continuous spectrum at all wavelengths that roughly
follows the Planck function. The remainder of Kirchhoff’s laws are concerned with the ab-



1.3. Spectral Lines: Formation & Analysis 9

sorption and emission spectrum. In general terms a hot diffuse gas (low density) will emit at
specific wavelengths once placed against a a cooler background which creates an emission line
spectrum, and a cool diffuse gas will absorb light at specific wavelengths once placed in front
of a hotter source of continuum spectrum, which creates an absorption spectrum.

In astronomy, we often make a simplifying assumption regarding the structure of the stellar
interior. The atmosphere is for example, sometimes approximated as an isothermal homoge-
neous slab where temperature and density are invariant with radius, whereas in reality, the gas
layer from which stellar radiation is emitted into space, has a steep pressure and mass gradient
and a temperature that declines rather modestly through the atmosphere while the energy flux
remains constant. The atmosphere is usually in hydrostatic equilibrium:

dm

dr
= 4πr2ρ(r) (1.6)

dP

dr
= −Gm

r2
ρ(r) (1.7)

Equation 1.6 is known as the mass conservation which represents the infinitesimally small
element of mass in the stellar atmosphere as a function of density. The total mass of the
atmosphere will be the integration of equation 1.6 from bottom to top. Equation 1.7 is known
as the hydrostatic equilibrium. It describes the balance between forces of upward pressure
and downward gravity at any point in the stellar interior (r) for any hypothetical element of
mass of ∆m with height dr and surface area of dS . It shows that the stellar atmosphere is not
isobaric and that pressure varies with radius. The derivation of these equations is marginal to
the purpose of this section but an interested reader may look into [66].

As mentioned above, the basic treatment of stellar atmospheres involve several assump-
tions. However, in addition to equations 1.6 and 1.7, we adopt the assumption of Local Ther-
modynamic Equilibrium (LTE) when dealing with stellar atmosphere. This rather self explana-
tory term means that all thermodynamic properties in a small volume have the thermodynamic
equilibrium values at the local values of temperature and pressure. These thermodynamic prop-
erties can include: number density of atoms in a certain excitation or ionization level, opacity,
emissivity, etc.

The assumption of LTE is particularly good, when purely collisional processes are dom-
inant, since conditions are naturally determined on a local basis. However, if we consider a
medium where the mean free path of photons is larger than that of particles, then this assump-
tion may break down. In stellar atmospheres, this can be the case where one region of the
atmosphere is not only locally influenced by the collision of particles but also influenced by
the radiation field from other parts of the atmosphere. In general, when the radiation field
starts playing a major role in the ionization/excitation of particles, LTE assumption is replaced
by non-LTE (nLTE). However, non-LTE calculations are far more complex and time consum-
ing. Thus for simplicity of calculations, we adopt the assumption of LTE throughout this work.
Under the assumption of LTE, we can simplify the following calculations;

I. The velocity distribution of ions and electrons is Maxwellian and is given by;

dn(v)
dv
= n(

m

2πkTk

)3/2e
−mv2
2kTk (1.8)

II. In any given atomic gas, the population of each level of one excitation state of one
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element, is dependent on various factors and it is formulated by Boltzman’s Law,

n j

ni

=
g j

gi

e−(E j−Ei)/kT (1.9)

where n is the population of any given level, g is the statistical weight and E is the energy of
that level relative to the ground state.

III. The population distribution between ionization states in an atom is also dependent on
its physical conditions such as temperature, and it can be formulated by the Saha equation,

nr+1

nr

Pe =
ur+1

ur

2
(2πme)3/2

h3
(kT )5/2e−χr/kT

where χr is the ionization potential of state r and u is the partition function for each ionization
state.

IV. Locally, the source function is equal to a Planck function at the local temperature S ν =

Bν(T ). If an emergent photon from the hot interior, is now absorbed by an atom, higher up in
the atmosphere of the star, it is going to cause an absorption line in an otherwise continuous
spectrum because the temperature-dependent source function is directly related to the emergent
intensity and high up in the atmosphere the temperature cools down. In the following sections
1.3 and 1.3.2, we will discuss several difference sources of opacity in a star which are also used
in the following chapters of this thesis.

1.3.1 Atomic Spectroscopy

In an otherwise uniform continuum, there sometimes appears a deficiency or excess of photons
over a range of wavelengths. The deficiency is referred to as “absorption lines” and the excess
is referred to as “emission lines”. The spectral region for atomic and molecular lines spans
from microwave to ultraviolet, depending on the specific transition. The opacity caused by
interactions between photon and microscopic particles (atoms, electrons,etc.) include; bound-
bound (bb), bound-free(bf), free-free (ff) transitions which includes electron scattering (es).
Thus the total opacity in the stellar interior is given by;

κν = κν,bb + κν,b f + κν, f f + κν,es

It is evident that lines in stellar spectra show a clear variety in terms of strength and shape.
There are several factors that go into describing a line. A line in the spectrum of a star, is
characterized by its profile, which is essentially the distribution of energy as a function of
frequency. Let’s denote the distribution of flux in the line by Fν, the continuum flux by Fc and
the absorption depth by Aν. The simplest form for the line profile function, considering only
thermal broadening is;

φν =
1
√
π∆ν

e−(
ν−ν0
∆ν

)2
(1.10)

where ∆ν = ξ0ν0/c is the thermal width and ξ0 = (2kT/m)1/2 is the most probable thermal
velocity. The absorption depth of a line is then,

Aν ∝ 1 − Fν

Fc

, 0 ≤ Aν ≤ 1 (1.11)
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Aν represents the line strength at any given wavelength, however the integrated line strength is
called the equivalent width Wν (=

∫ ∞
0

Aνdν). The absorbing effect of a line, however, is depen-
dent on various other factors: The number of absorbers per unit volume capable of absorbing
photons at that particular frequency (ni), the classical total absorption cross section (πe2/mec),
the equivalent number of electrons or the oscillator strength ( fi j ∼0.01-0.1), as well as the nor-
malized line profile φν such that

∫
φνdν = 1. The absorption coefficient of a spectral line can

be written as follows;

lν = ni(
πe2

mec
) fi jφν

This expression is general and it can vary according to the specific type of transition. The
continuous absorption coefficient is the sum of the absorption resulting from many physical
processes which once measured in per neutral hydrogen atom it is denoted by κν. This is per
units of square centimeter per gram and has frequency (or wavelength Aλ = Aν) dependence.
In what follows we briefly describe each of the processes for an atmosphere that consists of
pure hydrogen. The detailed discussions are available in [66, 79].

Electron Scattering

Another form of free-free interactions is known as scattering where incident photons are scat-
tered by a free electron. These transitions, appears as individual absorption/emission lines in
the spectrum.

Let’s consider a pure hydrogen gas. In case of electron scattering, the absorption coefficient
is proportional to the number density of electrons in the medium (ne/ρ), the cross-section for
scattering of photons off electrons (σe), the total number of atoms (NA);

κes =
ne

ρ
σe

where most of the electrons are provided from hydrogen.

σe =
8π
3

(
e2

mec2
)2 = 0.665 × 10−24 cm2 (1.12)

In this equation σe is the Thomson cross-section for electron. Therefore, in the stellar at-
mosphere, assuming that it is only made of hydrogen and that hydrogen is fully ionized, the
electron scattering opacity is directly related to the mass fraction of hydrogen (X). Note that
all the expressions for electron scattering are independent of wavelength.

Bound-Free Transition

In this transition, the electron moves between an atomic state and an unbound state. Similar to
bound-bound transitions, this type of transition can also result in continuous opacity as opposed
to a single spectral line. For example, a photon with the minimum energy of 13.6eV is capable
of moving a bound electron in the ground state (n=1) of the hydrogen atom to the first unbound
ionized state (n=∞). Note that the bound-free transition of hydrogen can occur from any level
(n=1,2,3,4,...) to the continuum (n=∞). The bound-free opacity is also computed numerically.
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The bound-free absorption coefficient was first derived by Kramers [62] and the later mod-
ified by Gaunt [32] which brought it into agreement with quantum mechanical results;

An(λ) =
A0g′nλ

3

n5
, λ < λn

= 0, λ > λn

with A0 = 1.044× 10−26 and λ is the wavelength in angstroms, e is the electron charge with the
value of 4.803 × 10−10 esu and g′n is the Gaunt factor which is different from the gn used for
the statistical weight. Note that An is only effective before the wavelength limit of any given
series; Lyman (λ=912 Å), Balmer (λ=3646 Å), Paschen, Brackett, etc and it drops abruptly to
zero at the highest wavelength edge of each series (see Figure 8.2 in Gray [31]). The bound-
free opacity is then just the sum of the numbers of absorbers in each level times the absorption
coefficient An;

κb f ,ν =

∞∑
n0

Aν,n

Nn

N
cm2 g−1 (1.13)

where, Nn/N is the number of hydrogen atoms excited to the nth level per neutral hydrogen
atom. We refer the reader to the Boltzman equation presented in 1.9. This is roughly 100 times
greater than the free-free opacity.

Free-Free Transition

This transition occurs when a free electron picks up an acceleration upon passing close to an
ion. An accelerated charge will emit a radiation which is referred to as free-free emission or
Bremsstrahlung emission. If the electron passes close enough to an ion it can absorb radiation
and lead to a free-free absorption. This transition becomes important, in highly ionized plasma
which occurs at extremely high temperatures or very low densities.

The free-free absorption coefficient is proportional by several factors; The number density
of electrons and ions that are present in the plasma, the minimum velocity that is needed to
result in an absorption of a photon of frequency ν, which considering a Maxwellian distribution
is vmin = (2hν/me)1/2, the temperature (T ) of the medium, and in the end of course the density
of the medium itself (ρ). Taking into account all of these factors, the free-free absorption
coefficient can be written as;

A f f ,ν ∼
2

3
√

3

h2e2R

πm3

1
ν3

(
2m

πkT
)1/2 (1.14)

where R is the Rydberg constant for hydrogen (1.0968 × 105 cm−1). The free-free opacity can
then be simplified to the following expression;

κ f f ,ν =
A f f ,νg f NiNe

N0
= A f f ,νg f

(2πmkT )3/2

h3
e−hcR/kT (1.15)

where R = 2π2me4/h3c , and Ni, Ne, N0 are number densities of ions, electrons and neutral
hydrogen, g f is the free-free Gaunt factor [32].
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Bound-Bound Transition

In this transition, the electron moves up or down in between two bound states in an atom or
ion. As a result there will be a photon emitted or absorbed with the energy equal to that of the
difference between the two energy levels involved. This efficiency of this process is inversely
related to temperature of the medium.

The main direct process that is involved with bound-bound transitions is the direct absorp-
tion of a photon with the energy of hν = |Ei − E j| which leads to a transition upward from a
lower bound state (i) to a higher bound state (j). There are also two return possibilities associ-
ated with this process; spontaneous emission of a photon, and stimulated emission which is an
emission induced by a radiation field.

The computation of bound-bound opacity is usually carried out numerically which involves
the summation of millions of individual absorption lines. The spectral lines due to bound-
bound transitions will influence the structure of the atmosphere by altering the temperature
gradient so that the continuum flux entering the atmosphere from inside the star can still emerge
from in between the blocking spectral lines. The bound-bound transitions also influence the
spectral line shape itself through blending with other spectral lines. This effect will be illus-
trated with examples in chapters 2 and 3.

H− Opacity

In the envelopes of cooler stars, such as AGB, the negative hydrogen ion (H−) can be a domi-
nant source of opacity. When a free electron passes by a neutral hydrogen atom, the negative
charge in the electron can introduce a dipole moment in the atom. The positive side of the
dipole, can now hold on to the electron for a short time and result in hydrogen anion or nega-
tive hydrogen ion H−. This rather fragile bond can absorb energies in the range of 0.75-4.0 eV
through either bound-free or free-free absorption;

κb f : H− + hν⇌ H + e−(ν) (1.16)

κ f f : H + e−(ν) + hν⇌ H + e−(ν) (1.17)

The photons would be absorbed in the visible or infrared region of the electromagnetic spec-
trum. The opacity associated with this process will indeed depend on a number of factors; the
number density of H− ions which can be calculated from Saha equation and the metallicity
(Z) since the presence of metals can enhance the H− opacity by their additional supply of free
electrons. This source of opacity becomes less dominant in the coolest stars due to a decreased
supply of free electrons.

The bound-free atomic absorption coefficient has been calculated [see 31, and references
therein]. It is accepted that on a logarithmic scale, the bound-free absorption coefficient varies
nearly parabolically as a function of wavelength λ with a peak around 8000 Å (see Figure 1.4).
The bound-free component of the H− opacity is most important in the optical.

The free-free component however, becomes dominant in the infrared. The detailed deriva-
tion of the absorption coefficient can be found in Gray [31, and references therein]. The be-
havior of H− absorption coefficient A f f as a function of wavelength λ is shown in figure 1.4.
We leave the detailed derivation of absorption coefficients and opacities to the interested reader
[see 66, 79, 31, and references therein].
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Figure 1.4: Left: The bound-free absorption coefficient of the H− ion per cm2 per ion per
electron pressure. Right: The free-free absorption coefficient of the H− ion per cm2 per ion
[Figures taken from 31].

1.3.2 Molecular Spectroscopy

Interactions of radiation with matter is not limited to atoms. Molecules and dust particles can
interact with photons and create their own unique set of absorption and emission features. In
this section we provide a very brief overview of the types of transitions that occur in molecule-
photon interactions.

Molecular species can be categorized as diatomic, triatomic, and polyatomic. The theory
of quantum mechanics dictates that all energy levels in atoms or molecules are discrete and are
given by the solution to the Schrödinger equation;

[−
~

2

2µ
∇2 + V(r)]ψ = Eψ (1.18)

where ~ = h/2π (h = Planck’s constant), ψ is the wavefunction and µ (= m1m2/(m1 + m2)) is
the reduced mass, E and V(r) represent energy levels and potential energy, respectively.

Depending on the geometry of the molecule, it is possible to solve the Schrödinger equation
to find a theoretical expression for the energy levels (linear, symmetric top molecules), however
in some cases the solution can only be achieved numerically with help of a computer (asym-
metric top molecules). Furthermore, selection rules will put further constraint on transitions as
to which ones are and are not allowed. We do not include details of such calculations here, but
we refer the interested reader to the book “Spectra of Atoms and Molecules” By Bernath [11]
for extensive details.

The energy of a molecule can change through three main transitions; electronic, vibrational,
and rotational. At times a combined transition will take place such as Rotational-vibrational
or Rovibronic (Rotation-Vibration-Electronic) transitions. According to Born-Oppenheimer
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approximation the energies associated with these three transitions can be treated separately
(Etot = Eel + Evib + Erot). The spectral region of all these molecular transitions also fall into the
range between microwave to ultraviolet region of the electromagnetic spectrum.

Let’s consider a diatomic molecule such as carbon monoxide (CO). It consists of two nuclei
and an electron cloud. The molecule is in its ground electronic state if all the electrons have
their lowest possible energies. If a photon has the exact energy to take an electron to another
orbit at a higher energy level, then the molecule is said to be in an excited electronic state.
The photons that lead to electronic excitation of molecules are typically in the ultraviolet and
visible regions.

In addition to electronic excitation, molecules can also undergo vibrational motions. Con-
sider a diatomic molecule as two atoms that are connected by a spring and are vibrating like
a harmonic oscillator. Therefore, the solution to equation 1.18 using the harmonic oscillator
potential V(r) = 1/2k(re − r)2 becomes,

Eν

hc
= Gν = ω(v +

1
2

) [cm−1] (1.19)

where ν is the frequency of vibration and v is an integer for the vibrational energy level. Thus,
ν=0 corresponds to the lowest, and higher ν values correspond to higher vibrational frequen-
cies. Molecular vibration can only occur at discrete frequencies therefore has discrete energies.
The vibrational energy states give a fine structure to the electronic states, thus within electronic
states (typically separated by ∼20,000 cm−1) there will be several vibrational states (typically
separated by ∼2000 cm−1). Of course, this is a very simplified approach; the solution using
Morse function will result in a more accurate structure for the energy levels. We will not
include the extensive calculations here [see 11, for detailed calculations].

In addition to this, molecules can also rotate at certain frequencies. Therefore, it is possible
to measure the quantized energy state of molecules as they rotate. These energies can be
derived theoretically under the assumption that molecules are rigid rotators. This assumption
allows us to solve the Schrödinger’s equation for V(r) = 0 and find;

EJ =
h2

8π2I
J(J + 1)

where J is an integer, I is the moment of inertia (µr2
0) and µ is the reduced mass. Similar to

equation 1.19, for rotational energy levels we can write;

FJ =
EJ

hc
=

h

8π2cI
J(J + 1) = BJ(J + 1) [cm−1] (1.20)

where J corresponds to rotational state. Thus J=0 corresponds to the lowest, and higher J num-
bers correspond to higher rotational energy states. Overall, the rotational energy states result in
a fine structure in every vibrational state, therefore within vibrational states (typical separation
∼2000 cm−1), there will be several rotational energy states (typical separation ∼few hundreds
of cm−1). A comparison between the three kinds of energy levels, electronic, vibrational, and
rotational, is illustrated in an energy level diagram in figure 1.5.

Note that rotational transitions mostly result in microwave and far-infrared absorption
bands, vibrational transitions appear in the mid- and near-infrared and electronic transition
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Figure 1.5: This figure shows the energy level diagram for three different transitions; electronic,
vibrational and rotational [Figure takan from 72].

occur in the ultraviolet regions. This knowledge is indeed important in many ways. As an
example, the mid- to near-infrared spectra of AGB stars is dominated by molecular features.
In chapter 4 of this thesis, we will attempt to model these molecular features in a set of mid- to
near-infrared (∼5–38µm) AGB spectra. Knowledge of specific spectra helped us identify the
vibrational bands of several molecular species such H2O, SiO, CO, etc. (see chapter 4 for more
details).

1.3.3 Equation of Radiative Transfer

In section 1.3, we briefly covered several atom-photon interactions that can lead to transitions.
Now the question that remains is how can we determine the emergent electromagnetic spec-
trum, taking into account all the effects of the atomic medium that the photon passed through
before it had reached the observer. We consider a very simple model of radiation emerging
from a stellar atmosphere.

The equation of radiative transfer describes the change that occurs in specific intensity of
a light as it passes through an isothermal slab. The quantity that describes the radiation is
called the specific intensity Iν(θ, φ) which measures the energy passing per second and per unit
frequency, through a normal unit area and solid angle d(θ, φ) = dΩ and take the units of ergs
cm−2 s−1 Hz−1 ster−1. Here, we assume for simplicity that the incident photons only undergo
absorption and emission transition and that scattering is negligible. The probability of photons
of a certain frequency ν being absorbed per unit length, is called the absorption coefficient (κν),
and the energy radiated by the medium per unit time, frequency, solid angle and volume is
called the emission coefficient (jν).



1.3. Spectral Lines: Formation & Analysis 17

Therefore, what happens to the beam of radiation passing through a medium can be formu-
lated as follows;

dIν = (−κνIν + jν)ds (1.21)
dIν

ds
= −κνIν + jν (1.22)

This is the basic form of the radiative transfer equation. The length through which the beam
of light travels ds, can be written as ds = dz/µ where µ = cos θ. Another useful definition
in this context is the optical depth τ which is a measure of how much light is allowed to pass
through a given medium. The optical depth depends on the depth in the atmosphere (z) and the
absorption coefficient (κν) and is defined as a function of frequency as such, τν = −κνdz. We
can re-write equation 1.22 in terms of optical depth as follows:

µ
dIν

dτν
= Iν −

jν

κν
= Iν − S ν (1.23)

where S ν is the source function. The optical depth and source function are generally simpler
physical quantities than emission and absorption coefficients. For this reason this form of
radiative transfer equation is more commonly used.

Now let’s consider a star whose atmosphere is in local thermal equilibrium. This means
that according to equation 1.23, Iν = S ν which in case of a stellar atmosphere it simply means
that the radiation flow is solely determined by a blackbody spectrum S ν(T ) = Bν(T ) at the local
temperature T .

In order to solve equation 1.23 for more general cases, we multiply each side of the equation
by e−τν/µ and get;

µ
dIν

dτν
e−τν/µ − Iνe

−τν/µ = µ
d

dτν
(Iνe−τν/µ) = −S νe

−τν/µ (1.24)

If we consider a beam of radiation that flows from somewhere in the atmosphere outwards to
infinity, then this equation can be solved through integration from some optical depth of τν to
∞ as follows,

Iν(τν) = eτν/µ
∫ ∞

τν

S ν(τ′)e−τ
′/µdτ′/µ (1.25)

This is the general solution to the equation of radiative transfer. We can divide this solution by
separating it into two integrations; The intensity integrated from τν within the atmosphere to
the surface of the stellar atmosphere where τ = 0 for all frequencies, and the intensity which is
integrated from stellar atmosphere to infinity;

Iν(τν) = Iν(0)e−τν/µ +
∫ τν

0
S ν(τ′)e−(τν−τ′ν)/µdτ′/µ (1.26)

where Iν(0) is the initial intensity diminished by absorption and the second term is the integrated
source diminished by absorption. Let’s consider a simplified case of an isothermal slab model,
for which the source function is a constant. The solution to equation 1.26 then becomes,
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Iν(τν) = (Iν(0) − S ν)e−τν/µ + S ν (1.27)

When τν → ∞ then Iν → S ν and as τν → 0 then Iν(0) → S ν(0) so the physical inter-
pretation would be that the specific intensity always approaches the source function at a given
optical depth. Now let’s consider a slightly more realistic case, where the atmosphere is no
longer isothermal. In reality, the temperature changes as we move up in the atmosphere. For
simplicity, let’s assume this change occur in a linear fashion, assuming that the source function
at a given frequency, can be modeled with a straight line as a function of optical depth of the
continuum τc. The source function is truly a more complicated function of position z but we
make this approximation for simplicity.

S (τc) = S 0(1 + βτc) (1.28)

where S 0 is the source function at the surface. In this case, the solution to equation 1.26 takes
the form of;

I(0) = S 0(1 + βµ) = S (τc = µ) (1.29)

The physical interpretation of this result is similar to the case of an isothermal slab. The specific
intensity emerging from the atmosphere at any given angle θ (where cos θ = µ), tends to
approach the source function at the continuum optical depth τc = µ. Therefore, we can model
the emerging specific intensity in various directions, for instance when a beam is emerging
vertically θ = 90◦, then I = S(τc=1) or when a ray is emerging almost horizontally then I =
S0. The specific intensity at different angles effectively sample the source function at different
depths in the atmosphere. In what follows, we will discuss the details involved in the formation
of spectral lines.

1.3.4 Spectral Line Formation: The Milne-Eddington Model

A spectral absorption (or emission) line is characterized by its frequency dependent absorption
coefficient.

lν = l0e−(ν−ν0)2/∆ν2
(1.30)

where l0 is the absorption coefficient at the center of the line and ν0 is the frequency of the line
center and ∆ν = ξ0ν0/c is the thermal width in which ξ0 = (2kT/m)1/2 is the most probably
thermal velocity. Note this is the simplest form where we only take into account the thermal
broadening (which could include microturbulence).

Now let’s consider an atmosphere in which the ratio lν/κc is a constant ην. Therefore the
total probability of absorption κ is the sum of the continuum and the line absorption coefficients;

κ = κc + κν = (1 + ην)κc (1.31)

ην is a function of frequency but we assume that it does not change with depth. From the
relation between τ and κ we can write;

τν = (1 + ην)τc (1.32)
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from which the continuum optical depth can be written as;

τc = (
1

1 + ην
)τν (1.33)

Instead of a linear relation as a function of continuum optical depth (τc)(§1.22), we can now
approximate the source function in terms of a frequency dependent optical depth τν as follows;

S (τν) = S 0(1 +
β

1 + ην
τν) (1.34)

Substituting this source function into equation 1.26, one can solve the radiative transfer equa-
tion for a spectral line as follows;

Iν(0) = S 0(1 +
βµ

1 + ην
) (1.35)

where Iν(0) is the specific intensity of the spectral line which in this case is pure absorption
(we did not take into account scattering). The ratio of line to continuum absorption coefficient
ην, varies with frequency and it reaches its maximum at the line center (ν0). The intensity of
the absorption line as shown in equation 1.35, is inversely related to ην. This implies that the
intensity of the spectral line, as we go from one side to the other starts from a continuum level,
goes down to a very small value ∼ S 0, then goes back up to the continuum level. Note that
µ = cos θ depends on the direction with which light beam is emerging. In case of µ ≪ 1 the
line will be depressed less which is referred to as line weakening.

In case of a strong absorption line, the coefficient of absorption of the line is much greater
than that of the continuum (ην ≫ 1). In this scenario, the second term in equation 1.35 become
negligible which means that the depth of the line in that region does not vary with increased
abundance anymore, except for the wings of the line where ην is of the order of one or slightly
less. This is known as saturation. In case of weaker lines, where ην ≪ 1, the equivalent width
and depth of the line increase linearly with increasing line strength (e.g. increased abundance,
increased oscillator strength, etc.). This is because when ην ≪ 1 we can approximate the
second term of equation 1.35 with 1/(1 + ην) ∼ (1 − ην) which implies that the depth of line
Ic-Iν is linearly proportional to ην. The behavior is also referred to as the curve of growth.

1.4 Spectral Analysis: Tools and Methods

In the field of astronomy, a wide variety of spectral lines are observed, covering a wide range of
wavelengths and sources. In this thesis, we will focus our attention on ultraviolet and infrared
spectroscopy. The proper interpretation of a stellar spectrum requires a diagnostic tool in order
to infer the state of the atmosphere and the circumstellar environments. This yields a quantita-
tive chemical abundance analysis which helps astronomers construct a coherent picture of the
structure, current state and evolution of the universe. In sections 1.3 and 1.4.2 we will briefly
discuss the tools and methods used in this work.
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1.4.1 Spectrum Synthesis in Ultraviolet: Abundance Analysis

The focus of the first two projects (chapters 2 and 3) in this thesis is on performing spectrum
synthesis on two early main sequence stars, for the purpose of better determining their atmo-
spheric chemical abundances. The abundance analysis is particularly important, since in later
stages of evolution of these stars, the chemistry of the circumstellar envelope and the material
returned into the ISM via mass loss is closely linked to these initial atmospheric abundances.

There are several tools to carry out the process of spectrum synthesis but here we use the
FORTRAN program ZEEMAN [74]. The original program was designed to model the mag-
netic Ap stars but it works equally well for non-magnetic atmospheres. The code is designed
under the assumption of Local Thermodynamic Equilibrium. The detailed description of the
code is documented by Landstreet [74]. Here we only provide a brief application of the code
on our specific cases of study.

The ZEEMAN.f program essentially solves the radiative transfer equation under the as-
sumption of LTE (§1.3). The program uses a stellar atmospheric model [71] with solar compo-
sition precomputed for us by Piskunov & Kupka [101], and a set of atomic line data from the
Vienna Atomic Line Database(VALD; Piskunov et al. [99], Ryabchikova et al. [104], Kupka et
al. [70, 100]). As input parameters, the program requires the effective temperature (Te), gravi-
tational acceleration (log g), rotational velocity (v sin i), microturbulent parameter (ξ), and indi-
vidualized abundances, in order to compute the emergent atmospheric spectrum. The program
first computes a spectrum with the given parameters, then optimizes the fit to the observed
spectrum through iteratively searching for best-fit abundances.

The process of spectrum synthesis has been carried out extensively in the optical region of
the electromagnetic spectrum. In this work, we want to show that spectrum synthesis in the
ultraviolet is as useful and accurate for the purpose of abundance determination. There are a
number of elements that do not have any lines appearing in the optical region but have plenty
of transition in the ultraviolet. The practice of abundance determination through UV spectral
synthesis is relatively new to the literature.

In chapters 2 and 3, we will carry out an abundance analysis for two early main sequence
stars; The B-type star HD160762 (ι Her) and A-type star HD72660 (HR 3383). Our assess-
ments provided new results for this particular branch of stellar spectroscopy. The atmospheric
abundances of elements provide valuable insights about the formation and evolution history of
stars.

The two stars presented in this work both have intermediate initial masses and upon evo-
lution will turn into AGB stars. The study of atmospheric chemical abundances in the early
phases of stellar evolution can hold keys to explain the more complex chemistry observed in
later stages of evolution, such as molecules and dust chemistry around circumstellar environ-
ments of AGB stars, the details of which are discussed in Appendix A.

1.4.2 Infrared Spectroscopy: Dust & Molecules

In chapter 4 of this thesis, we will shift our focus from ultraviolet to Infrared spectroscopy and
from stellar atmospheres to circumstellar envelopes. We will present a study of a homogeneous
sample of asymptotic giant branch (AGB) stars in the Galactic bulge population from the ISO-
GAL survey. Our target stars cover a wide range of mass loss rates (∼ 10−8–10−4 M⊙ yr−1)
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and differ primarily by their age on the AGB. This homogeneous sample is thus ideally suited
for the primary purpose of our study which is to assess the correlation between dust formation
process and age on the AGB phase.

The observations were carried our by the Infrared Spectrograph [IRS, 39] on board the
Spitzer Space Telescope [127]. The raw data requires further processing in order to yield an in-
formative spectrum. We reduced the Spitzer-IRS observations using the SMART package [40]
and custom IDL routines. There are several procedures available within the SMART package
that will assist the users with a more accurate data reduction (e.g. IRSfringe , IRSclean ,
Optical Extraction ,etc. Higdon et al. [see e.g. 40], Lebouteiller et al. [see e.g. 73]).

Based on previous infrared spectroscopic studies, a typical infrared spectrum of an AGB
star would, in addition to its continuum, include molecular absorption/emission lines as well
as a dust emission depending on the stage of evolution. In our sample, we find that several
stars show no signs of a detectable dust feature. We used these “naked stars” to characterize
the stellar and molecular contributions to the infrared spectra of our target stars.

A reliable and relatively recent tool available for studying and modeling the molecular fea-
tures is the Spectrafactory database [12]. Spectrafactory is an online database of molecular
absorption/emission model spectra which is accessible to users through a web-based inter-
face. The parameters can be adjusted based on the user’s needs. The database overall contains
250,000 model spectra for 41 molecular species covering wavelengths ranging from 350 nm–
3 mm, temperatures ranging from 100-3000K and column densities ranging from 1016–1024

cm−2 [see 12, for details.] This tool greatly facilitates the modeling of molecular lines in the
AGB infrared spectra. As will be described in great detail in chapter 4, with help of molec-
ular model spectra extracted from Spectrafactory, we managed to construct the spectrum of
the photosphere and the molecular layers that lie under the dust features. Now one can easily
obtain the dust spectrum by subtracting this model.

The resulting dust spectra contain a wealth of information concerning the formation history
and evolution of the stars. In case of our targets, they show a significant variety in their spectral
appearance, pointing to differing dust compositions for the targets. For instance, the silicate
emission at 10µm is common in almost all our spectra. This fact can be used to classify the
spectra based on the shape of the 10-µm feature, following the scheme by Sloan & Price [77].
We find that the early silicate emission (SE) classes associated with oxide dust, are generally
underrepresented in our sample due to extinction effects. We also find a weak 13-µm dust
feature in two of our otherwise naked star spectra, suggesting that the carrier of this feature
could potentially be the first condensate in the sequence of dust condensation. This is a brief
overview of the usefulness of infrared spectroscopy. The details of our study are provided in
the following chapters.
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Chapter 2

Ultraviolet Spectral Synthesis of Iota

Herculis

2.1 Introduction

The star ι Herculis (HD 160762, HR 6588; B3 IV) is a slow-rotating early B-type star. Such
stars are of great interest for elemental abundance analysis, since their initial chemical abun-
dances remain fairly intact throughout their short lifetimes. Although B-type stars are usually
rapid rotators (v sin i &100km/s), ι Herculis is an exception. Its very low rotational veloc-
ity makes this star particularly suitable for the measurement of weak and/or blended spectral
lines.

Over the past four decades, the optical spectrum of ι Herculis has been exhaustively stud-
ied; the literature now approximately agrees on the values of effective temperature, surface
gravity and rotational velocity [see 13]. The literature contains numerous studies regarding
the chemical composition of ι Herculis [see e.g. 33, 17, 11, 27, 6, 34, 28, 7, 12, 35, 13, 32].
Table 2.1 summarizes these abundance determinations. The measurements listed in Table 2.1
have mostly been carried out at visible wavelengths except for those of Peters & Polidan [34]
who studied the abundances of ι Herculis in the ultraviolet, using the same spectrum as this
project, and reported near solar abundance for all the elements they identified.

Since then, however, the literature has not yet converged into a fully consistent set of abun-
dances, and the number of elements included in the analyses is rather limited. Therefore, a
complementary study of this target may be very useful and potentially improve the situation.
In this paper we model a high resolution, high signal-to-noise ratio (SNR) spectrum of ι Her-
culis covering the full spectral window from 999 to 1400Å, in an attempt to improve our
knowledge of the elemental abundances in this star. In spite of being publicly available data,
this ultraviolet spectrum has not previously been used for modern analysis very much. We
will further investigate: (1) the usefulness of full spectrum synthesis of small windows as a
tool to measure abundances in crowded spectral regions; (2) the accuracy and completeness
of the line-list in the UV for spectrum synthesis; (3) the accuracy of abundance measurements
that can be achieved in the UV in comparison to abundances determined in the optical in the
previous literature; (4) abundance values of elements that are accessible in the UV but have
not been previously measured in the literature; (5) and we try to understand how well LTE
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synthesis works at this temperature in the UV.
Section 2.2 describes the observation and reduction of the data in more detail. In Sec-

tion 2.3.2 we discuss the modeling methods and tools used in this work. Section 2.4 provides a
comprehensive element-by-element discussion of our results as well as of the ”missing lines”.
Finally, in Section 2.5, we compare our results to the literature and summarize our new results.

2.2 Observation and Data Reduction

The results presented in this work are based on the high-spectral-resolution ultraviolet observa-
tions obtained from the Copernicus Spectral Atlas of ι Herculis [52]. The Copernicus satellite
was the third Orbiting Astronomical Observatory (OAO-3), launched in August 1972; it oper-
ated until 1982.

The Copernicus satellite contained a Paschen-Runge scanning spectrometer including six
data channels: U1-3, and V1-3. The U and V channels were movable photo-multipliers which
were sensitive to two wavelength ranges between 910-1450Å, and 2000-3000Å, respectively
[16]. The spectrometer used a concave reflection grating with a 3mm long and 24.2µm wide
entrance slit which covered 390” × 0.314” on the sky. The light struck the concave grating and
was then focused onto the Rowland circle. Photo-multipliers moving along this circle collected
the data [for more details see 39, 48, 47].

An exit slit followed by an open-face photo-tube counted the number of photo-electrons
for 14 seconds at a fixed wavelength. The photo-tube was next moved by 0.025Å in about 2
seconds and the same observing procedure was repeated. A second U photo-multiplier was
held at a fixed position to provide ratio measurements which compensated for small guiding
variations [for more details see 48]. The spectra used in this work contain two orders, covering
wavelengths from 999.3-1422.2Å (U1, second order) and 1417.9-1467.7Å (U1, first order).
The data have reasonably high spectral resolution of λ/∆λ ∼ 14, 000 in first order, and λ/∆λ ∼
24, 000 in second order, and the co-added data reach S/N>100 [16].

The acquired data from Copernicus spectrometer have been reduced with considerable care,
including wavelengths calibration, spectrometer temperature correction, Doppler shift correc-
tions, background corrections for cosmic rays and charged particles, an estimate of scattered
light, and corrections for the stellar image drift on the spectrometer slit [see 52, for more de-
tails]. The Copernicus wavelength scale was calibrated using an optimized algorithm that could
bring the wavelengths of numerous identified absorption lines of τ Sco (e.g. Lyman interstel-
lar bands of H2 between 1028-1116Å) into agreement with their laboratory values [see e.g.
47]. The wavelength calibration algorithm is accurate to ±10mÅ, and the average wavelength
difference between the observed and laboratory spectral lines is less than 1mÅ. The remain-
ing 10mÅ difference arises from other potential sources of error such as misidentification of
features and errors in the laboratory wavelength measurements [see 40, for more details].

Due to the presence of background counts, the direct readings from the photo-multipliers do
not represent the stellar flux. Rogerson & Upson [40] discuss the removal of the two sources of
background counts: the cosmic ray counts obtained when the photo-multipliers are not exposed
to stellar flux, and also the photo-multiplier’s fluorescence after exposures to strong flux.

A normalized version of the spectrum is also provided in the Copernicus atlas, using a
smooth envelope defined by maxima in the Fourier-smoothed spectra. However, this normal-
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ization is not a very accurate representation of the real stellar continuum. The total uncertainty
of the results of the atlas, range between 4-18% of local continuum in both orders [52].

We originally used the normalized atlas spectrum in our modeling routine, but we found
a clear mismatch between models and the observations in the sense that the computed high
points in the spectrum often lie above the atlas continuum (see §3.3.2 for details). We resolved
this by re-normalizing the spectrum in three steps; (1) specifying continuum points using the
graphics cursor over intervals of ∼20 Å, (2) fitting the continuum as the exponential of a cubic
spline, and (3) dividing the spectrum by our smooth fit. The re-normalization process was
iterated until the least mismatch between the observation and model was achieved (see section
§3.3.2). However, this process introduces a new source of uncertainty which will be discussed
in section §3.3.3.

2.3 Methods

2.3.1 Line Broadening Mechanisms and Considerations

Over the years, there have been many studies of the sources of line broadening in massive hot
stars. In order to bring the computed shapes of the lines into agreement with observations,
we must take into consideration a few phenomena; microturbulence, macroturbulence, and
rotational velocity. In what follows we briefly discuss each of them.

Microturbulence

The microturbulent velocity ξ is the non-thermal component of the local gas velocity in the
spectral line formation region of the stellar atmosphere [7]. The validity of this concept has
been the subject of debate for decades. For instance, it has been suggested that the use of
non-LTE in spectral analysis should eliminate the need for microturbulence.

However, Cowley [7] argues that, similar to the solar surface observations [26], we can
safely assume that the velocity fields in the atmospheric gas also exist in other stars. They
have incorporated these motions in the calculations of the emergent intensity and shown that
the microturbulence term is indeed present, regardless of the computational line formation
algorithm, LTE or non-LTE. The same result is found by Nieva & Simón-Dı́az [25], who find
that consistent fitting of many spectral lines in early B stars with an advanced non-LTE code
still requires the introduction of microturbulence.

It is suggested that the origin of the photospheric microturbulence in hot stars is the sub-
surface convection. Convective regions in the envelope of a hot massive star are generated
by the opacity peaks of ionized iron and (nearer the surface) of the He ii to He iii ionization
zone [see 6, for more details]. (There may also be very weak convection at the He i to He ii
ionization zone, which is within the visible atmosphere.)

Nieva & Przybilla [32] have carefully carried out an extensive non-LTE analysis of high-
resolution optical spectra for a sample of early B-type stars including ι Herculis. Through an
iterative process, they have constrained the stellar parameters including the microturbulence.
They find a microturbulence of ξ ∼ 1 km/s for ι Herculis. We have included their result in our
calculations.
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Macroturbulence

In contrast to microturbulence, macroturbulence is the photospheric velocity field with scales
much longer than the mean free path of the photons. This broadening component changes
the overall shape of spectral lines from roughly Gaussian (when thermal and microturbulent
broadening dominate) or U-shaped (when rotational velocity broadening dominates) to a more
triangular form. It has been proposed that macroturbulent broadening in hot stars may be the
result of many low-amplitude pulsation modes [3].

In general, to explain the observed line shapes of early B stars, we need rotational broad-
ening and microturbulence together with macroturbulence. However, Nieva & Przybilla [32]
showed that in case of ι Herculis, macroturbulence is negligible since the spectral line profiles
can be reproduced with only rotational broadening and microturbulence.

Rotational Velocity

The rotational motion of the star about its axis usually introduces broadening into the spectral
lines. The portion of the stellar surface that has a radial velocity component (v sin i) toward
the observer is blue-shifted. Similarly, the portion that is moving away from the observer is
red-shifted.

It is crucial to take into account the impact of microturbulence as well as macroturbulence,
when measuring the v sin i values [49]. The v sin i value of 6 km s−1, determined by Nieva &
Przybilla [32], satisfies this important condition. It also fits the UV data well, confirming the
claimed resolving power of Copernicus. Therefore, we have used this result here.

2.3.2 Abundance Determination Method

In this work, we use the FORTRAN spectral synthesis program ZEEMAN.f [74, 23, 39]. This
program was originally designed for magnetic stellar atmospheres, but works well (if a little
slowly) for non-magnetic stellar spectra as well. Thus far, the literature does not contain any
conclusive evidence for the presence of magnetic fields in the atmosphere of Iota Herculis.
Recent attempts to search for weak or complex magnetic fields in this star have not detected
any non-zero Zeeman signatures [40].

ZEEMAN uses stellar atmospheric models produced with the code of Kurucz [71] with
solar composition, precomputed for us by Piskunov & Kupka [101], and a set of atomic line
data from the Vienna Atomic Line Database (VALD; Piskunov et al. [99], Ryabchikova et
al. [104], Kupka et al. [70, 100]). As input parameters, the program requires the effective
temperature (Te), gravitational acceleration (log g), rotational velocity (v sin i), microturbulent
parameter (ξ), and individualized abundances, in order to compute the emergent atmospheric
spectrum. For our synthesis we used Te = 17500K, log g = 3.8, ξ = 1 km/s, and v sin i =

6.0 km/s [see Table 5; 32]. These parameters were not varied. ZEEMAN can then adjust the
abundance of any element of choice through an iterative process until a least squares best fit
with (automatically selected) spectral features is achieved. This process of course works best
for unblended lines for which the abundance can be adjusted without any contamination from
other elements.
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ZEEMAN was designed for LTE conditions; this is marginally appropriate for ι Herculis,
whose effective temperature is near the boundary at which non-LTE effects start to become
important. However, Przybilla et al. [28] have shown that for the main sequence stars with
effective temperatures (T . 22000K) and carefully selected spectral lines, pure LTE modeling
can yield meaningful results. They also show that despite the conceptual superiority of NLTE
modeling, inadequate model atoms can potentially result in larger systematic errors than LTE
modeling.

In this work, we will use LTE modeling, even though an ideal global match between syn-
thetic and observed spectra can only be achieved when the NLTE effects of the lines are also
carefully and properly taken into consideration. We used a spectral line list retrieved from
VALD covering wavelengths 900.01791 to 1499.9723Å, selected for significant depth at the
effective temperature and gravity of ι Her. The elements included in the resulting line list
within this spectral range, assuming solar abundance, are all listed in Table 2.2.

We extracted line data from the VALD database using the Extract Stellar option. The
criteria we used to select our line-list were the following: starting wavelength: 900 Å, ending
wavelength: 1500 Å, detection threshold: 0.01(fraction, in the range 0-1), microturbulence:
1km/s, Te: 17500 K, and log g: 4 (in cgs units). We requested the long extraction format in
October, 2014. Recall that one of the purposes of this project is to investigate the completeness
of the VALD list in this wavelength region for such high temperature and ionization level, in
order to explore the extent to which there is a need for additional data.

One of the main challenges in using a crowded spectral region for abundance analysis is to
identify spectral features that respond primarily to the abundance of a single element. ZEE-
MAN has a mode for determination of abundance of elements one at time, in which the program
first tries to identify features that respond primarily to the abundance of the element being fit,
and then iteratively modifies the abundance until a best least squares fit is achieved to the fea-
tures, or parts of features, identified as sensitive primarily to that element. The identification of
such features is carried out by computing two trial synthetic spectra of the observational win-
dow being fit, one with an assumed abundance of the element being fit that is slightly enhanced
compared to the final value expected (or guessed), and a second computed with the element
entirely absent. ZEEMAN compares these two spectra and then selects individual wavelengths
in the model spectrum to use for fitting based on simple criteria (which can be adjusted by the
user by modifying a couple of lines of code). An example of criteria used would be to require
that any blending feature (i.e. still present in the spectrum with the fitted element removed)
either (1) be no deeper than 0.95 of the continuum, and that the depth of the feature with the
desired element present be deeper than 0.7 of the continuum, or (2) that the line be deeper than
0.7 of the continuum, and more than 4 times deeper than blending features.

After selecting a list of wavelength grid points in the computed spectrum based on such
criteria, ZEEMAN iterates the abundance of the desired element to find a least squares best
fit to the selected wavelengths, using a downhill simplex method. At the end of the process,
the value of the abundance which produces the best fit and the value of χ2/ν averaged over all
points used is reported, along with a plot file of the current best fit spectrum for the window,
the initial spectrum without the element being fit, and a map of wavelengths used in the fit.
Graphical visual examination of these spectra enables the user to decide if the program has
actually found useful spectral features or not, to decide if the fit found is based on strong
enough evidence to consider that the reported value is useful, and to see whether the best fit
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is consistent over the various features available in the window used or not. Many such fits
to small windows, comparing the observed spectrum to both the model spectrum with a best
fitting abundance, and also to a spectrum with the fitted element absent (e.g. Figure 1), will be
used in this paper to illustrate our results. The examination of such comparison spectra is an
extremely useful technique for studying synthetic spectral models of crowded spectral regions.

Using the techniques outlined above, we find that several elements exhibit a few apparently
clean and unblended lines. After identifying those lines, we used them to adjust the abundances
of those elements (see §3.4 ). Table 2.2, which presents the abundance values (ion by ion) that
are found to best fit the observed spectrum, lists the lines that we found to be most useful.

For some elements of interest, reasonably strong lines are present in our spectrum, but
most are not really free of blends. The analysis of blended lines is slightly more challenging
since they can have more than one element contributing to the overall shape of the line profile.
In these cases, a few more steps are required. We first iterated over the abundance of each
element, assuming solar abundance for the rest in order to identify which wavelength window
could best be used to adjust the abundance of that particular element. This first approximate
model gives us a first estimate of the abundance even though it is not the final result. Once
the first iterations are carried out, we are left with an initial set of model parameters. Having
selected the most useful window(s) for each element, we then iterated the abundances of both
the element of interest and also the blending element(s) until we obtained the best possible
global fit to the observation.

The computed model spectrum, using the final set of abundances, results in a reasonably
good fit to the observed spectrum (see Appendix B), although it is quite clear that there are
lines in the observed spectrum that are missing from the VALD list. One significant source of
such lines is due to absorption by the Lyman bands of interstellar H2.

2.3.3 Sources of Uncertainty

The stellar parameters used here (e.g. T and log g), of course, are not exact but have rela-
tively small uncertainties. The uncertainties associated with T and log g are about ±200 K and
±0.05 (cgs), respectively [see Table 5; 32]. We find that an increase of 0.05 in surface gravity
would result in an increase of typically about 0.02 in the abundance, and the rise in temperature
by 200K will cause the abundance to increase by 0.035. Therefore, the uncertainty arising from
uncertain stellar parameters is roughly about 0.04.

Another, probably more important, source of error is the re-normalization of the spectrum
(§3.2). In order to evaluate this uncertainty, we have used multiple spectral lines of one atom
and attempted to determine abundance for each of them separately (see e.g. nickel §3.4.17).

A similar source of error is the correction for background and scattered light, which sets
the zero level of the spectrum. In some parts of the spectrum, the strongest computed lines
are deeper than the observed lines (for example in the cores of the C ii resonance doublet of
UV multiplet (1) at 1335 Å), suggesting that the background correction should be a little larger
than the one used by Upson & Rogerson [52]. We have not tried to correct for this effect. The
uncertainty actually introduced by this effect is small because in lines deep enough for this to
be a significant source of error, we frequently have fitted the (sometimes rather broad) damping
wings rather than the core depth.
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In some cases, the best-fitting models of several individual lines or multiplets will not
result in the same abundance value for that element. This may be produced by the effect of
lines missing from our VALD line list, by inaccurate atomic data, and by non-LTE effects of
under- or over-ionization of minority ionization stages.

The effects of missing blending lines can sometimes be identified by careful comparison of
the observed and calculated line profiles. It is not possible to generalize about the uncertainty
resulting from this problem, but in a few cases we can include an estimate of the effect in our
uncertainty estimates.

The atomic data uncertainties for individual lines can be estimated in some cases from the
literature, especially for resonance lines for which very accurate theoretical and/or experimen-
tal oscillator strengths are sometimes available (for example, according to the NIST database
[10] the accuracy of the oscillator strengths of the C ii resonance lines of multiplets (1) (at
1335 Å) and (2) (at 1036 Å) is ”A”, with uncertainties of about ±3% or 0.01 dex).

For most of the line data in VALD, very accurate oscillator strengths are not available
(typical uncertainties for logarithmic oscillator strengths of a light ion such as Si ii are of the
order of ±0.1 dex, while those of Fe ii lines are of the order of ±0.2 dex, for example). These
uncertainties are similar to those for the optical lines often used for abundance analysis [e.g.
38], and probably set an important lower limit to uncertainty. Except when we use lines of very
well determined oscillator strengths, we will assume that atomic data introduce uncertainties
of this order.

Non-LTE effects can alter the relative populations of various levels of a single ionization
stage, and also the relative numbers of different ionization stages. We do not have any very
useful method for identifying such effects within a single ionization stage except by looking for
large discrepancies between different ”reliable” lines of that ionization stage, and comments in
the literature about individual lines and multiplets. In contrast, we expect the non-LTE effects
on relative numbers of different ionization stages to affect primarily the ionization stages with
relatively small populations. In order to identify the sensitive stages, we have computed (in
LTE) the relative populations of various ions of interest for temperature – electron density
values appropriate to about continuum optical depth (evaluated at 5000 Å) τcont ∼ 0.2 and
∼ 0.001. The results are given in Table 2.3. We believe that abundances derived for ionization
stages that in LTE account for at least about 10% of the total population of an element are not
very sensitive to under- or over-ionization effects, but that less populated stages may be. Thus
we may be able to identify a few cases of non-LTE ionization effects by finding systematic
discrepancies between abundances derived from dominant ionization stages and from weakly
populated stages.

In a general way, we expect that the effects discussed above will lead to uncertainties in
the derived (logarithmic) abundances of the order of ±0.3 dex or perhaps somewhat more (or
less) in some cases. We shall sometimes be able to estimate the abundance uncertainties of
individual atoms by looking at the dispersion of results obtained from different multiplets, and
the scatter is indeed often of this amplitude.
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2.4 Summary of Individual Elements

In this section, we present separately our results for every element clearly identified in the
spectrum of ι Her. We have usually used several spectral lines for abundance determination, in
order to reduce the bias due to the kinds of uncertainties discussed above. The final abundances
determined for individual ionization stages of these elements are listed in Table 2.2. In section
3.5, we will compare our results to the literature values and we will put them in the context of
the stellar evolution state of ι Herculis.

We have correspondingly omitted from our modeling a few Åon either side of Lyman α
(1215.67 Å) and Lyman β (1025.72 Å). In fact the wings of these two lines extend to ap-
proximately ±20 and ±15 Å from line center respectively. ZEEMAN has not been enabled to
compute these lines correctly, although there would be no difficulty in principle with this. The
modification of the code and the proper analysis of these lines will be the focus of future work.
We have modeled strong lines in the farther wings of these two lines in spite of the omission
of Lyman line wing opacity, because the opacity of strong lines so completely overwhelms the
opacity of the Lyman line wings (important mainly in the deeper atmosphere layers in any case)
that the line strengths are largely independent of the neglect of the Lyman line wings. In fact
the syntheses of the strong metallic lines in the Lyman line wings are surprisingly successful.

It is worthwhile to mention that iron provides strong line opacity over the entire wavelength
range studied here. Probably most of the lines of other elements are at least slightly blended
with iron. Therefore, iron was the first element for which we determined the abundance (see
section §3.4.15). However, the following sections are presented in ascending order of atomic
number.

2.4.1 Boron, Z=5

There are only a few boron lines in our VALD line list. According to the Saha equation (see
Table 2.3), the dominant states of ionization in the atmosphere are B ii and iii. We have used
the B ii resonance line at 1362.461Å for abundance determination. This is the only boron
line expected to be detectable in our spectrum, and fortunately it is not heavily blended. The
oscillator strength is very precisely known (it has quality ”A” on the NIST Atomic Spectra
Database scale, corresponding to an uncertainty of the transition probability of only about
3 % [10], and since this is a resonance line of a dominant ionization state, our LTE treatment
should introduce no important errors. We estimate the uncertainty from fitting to be about ±0.1.
Therefore the abundance is log(nB/nH)= −−10.1±0.1 for this element. Figure 2.1 shows the fit
to the observed profile.

Boron is a rare and fragile light element that is not produced through stellar nucleosynthesis
(except for the very minor PP iii chain), but is destroyed in the interiors of stars. There are
several suggestion regarding the formation of this element, such as cosmic ray interactions
with the ISM, or supernova neutrino spallation on particularly 4He or 12C [see 53, for extensive
details].

In comparison with the solar abundance of log(nB/nH) = −9.30 ± 0.03[1], the abundance
value found here is about a factor of 6 smaller. The presence of boron may indicate that outer
layers of ι Her have at most been partially mixed into the stellar interior since the period of star
formation. (In contrast, for instance, in Sirius A, the absence of detectable boron is consistent
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Figure 2.1: This figure shows the observation (in black), calculated model with log(nB/nH) =–
10.1 (in blue) and without boron (in red).

with the hypothesis that the outer layers were earlier inside its companion [29].)

2.4.2 Carbon, Z=6

Carbon is a very abundant element in the spectrum of ι Herculis. In the VALD line list used
here, most of the carbon lines are in neutral form. The rest are lines of C ii, C iii, and C iv.
The distribution of carbon over ionization states in LTE in the atmosphere of ι Her is shown
in Table 2.3. Most carbon is in the form of C ii and C iii, and both contribute numerous lines.
However, even though it is a very minor constituent, weaker C i lines are evident throughout
the spectrum. No C iv lines are detected.

We determined the abundance of carbon using a simultaneous fit to lines of C iUV multiplet
(4) at 1329 Å, C ii UV multiplet (11) at 1324 Å and UV muliplet (1) at 1335 Å, and C iii UV
multiplet (4) between 1172 and 1180 Å, and UV multiplet (9) at 1247 Å. Although most of
these lines have saturated line cores, several have strong wings that are reasonably sensitive to
abundance. A good global fit is found for a logarithmic abundance of −3.55, quite close to the
solar value.

The 5 C iii triplet lines at 1174-76 Å and the singlet line at 1247.38 Å have ”A+” g f values
according to NIST. The 1175 Å triplets are at 6.5 eV, the 1247 Å line is at 12.7 eV. The 4 C ii
lines at 1323.9 Å have ”A” g f s, and are at 9.3 eV. The C ii resonance lines at 1334-35 Å also
have ”A” quality g f s. Non-LTE effects may play a role but the g f values are very accurate,
and contribute negligibly to the overall uncertainty.

It is notable that the worst fit in these windows is to the C i lines at 1329 Å. These lines
are considered by Kramida et al. [10] to have accuracy ”B”, with uncertainties of about ±0.04
in log g f , so the atomic data make an unimportant contribution to the total error budget. The
abundance derived from the best fit of these lines is about –4.65, about one dex lower than that
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Figure 2.2: The figure shows the observation (in black), calculated model with log(nC/nH)=
–3.55 ± 0.30 (in blue) and without carbon (in red). Top left: The unblended multiplet (11)
triplet of C ii at 1324 Å. Top right: The single line of multiplet (9) of C iii at 1247 Å. Bottom:

The C iii lines of multiplet (4) around 1174 Å, with prominent wings extending to several Å
from the deepest part of the feature.

derived from lines of C ii and C iii, the two dominant ionization stages. This illustrates the
dangers of relying on a (very) minor ionization stage, which in this case seems to be subject to
quite significant overionisation.

It is worthwhile to mention that we removed from our VALD3 linelist, six lines of C i at the
following wavelengths; 1253.410, 1253.467, 1253.539, 1253.541, 1254.489, 1254.511Å, due
to apparently inaccurate values of oscillator strength and/or damping constants. There are large
inconsistencies between the values reported in VALD2 and VALD3, and neither set resulted
in a good fit with our observation. Figure 2.2 shows the fit to the observed profile at these
wavelengths.



38 Chapter 2. Ultraviolet Spectral Synthesis of Iota Herculis

2.4.3 Nitrogen, Z=7

The selected subset of the VALD database contains overall 233 lines of nitrogen. Almost half
of these lines are for the neutral form (N i), and the rest are N ii and N iii, together with a few
N iv lines. The strongest nitrogen contribution to the UV spectrum seems to be primarily due
to N ii. There are only a few strong lines of of N i and N iii. All the N iv lines are much weaker
and less prominent. This distribution is consistent with the expected ionization ratios in the
atmosphere according to the Saha equation (see Table 2.3).

With a few exceptions, most nitrogen lines are rather blended in the UV spectrum of this
target. Although some N i lines appear largely unblended, the tiny fraction of N in this for
makes abundance determination using such lines rather unreliable. Instead we have used the
weakly blended N ii line of UV multiplet (1) at 1083.99 Å and lines of N ii at 1275.04, 1276.20
and 1276.22 Å to estimate the abundance of nitrogen. Uncertainty in both the zero point
and continuum normalization, together with the fairly weak dependence of line strength on
abundance, lead to a large uncertainty on the best compromise abundance of −4.65 ± 0.8 dex.

Several observed lines as well as the model are shown in Figure 2.3.

2.4.4 Oxygen, Z=8

Oxygen - has a few very strong but blended lines in the spectrum of Iota Herculis. The selection
of VALD lines used here contains 218 oxygen lines, of which half are in neutral form and the
rest are in the form of O ii and O iii, together with a few O iv lines. The UV spectrum of
ι Herculis shows a strong presence of O ii and O iii with a moderate contribution from O i and
absolutely no trace of O iv, which is expected given the effective temperature of this target. This
distribution is consistent with the expected ionization ratios measured from the Saha equation
(see Table 2.3).

We used the strong O ii triplet at 1131 Å. These lines are slightly blended with nickel and
iron, for which we have reasonable abundance estimates (see §3.4.15 & §3.4.17). The best-
fitting model yields log(nO/nH) =–3.5±0.3. We have used the strong O i UV multiplet (3) at
1039–1041 Å to confirm this value; the figure 2.4 shows only the longer wavelength end of the
feature due to a long gap between strong lines. We also used the strong 1302–1306 Å lines of
O i of UV multiplet (2); in the figure 2.4 , we have shown only the short wavelength end. These
lines are blended with iron lines (see §3.4.15). The best-fitting model results in the same value
of log(nO/nH) =–3.5±0.3, thus we adopted this value for the oxygen abundance. Figure 2.4
shows the observation and the models.

2.4.5 Magnesium, Z=12

In our subset of VALD database, there are only a few magnesium lines. The dominant ioniza-
tion stage is predicted by the Saha equation to be Mg iii (see Table 2.3). However, because the
lowest excited states are more than 50 eV above the ground state, no lines of Mg iii are present
in our window. We are therefore obliged to use lines of the weakly populated Mg ii. There are
numerous lines in our window that arise from low excitation levels about 4.5 eV above ground,
and even a couple of resonance lines. However, all these lines have very small log g f values,
around -3.
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Figure 2.3: The figure shows the observation (in black), the best-fitting model calculated with
log(nN/nH) =–4.65±0.80 (in blue) and without nitrogen (in red). Top left: N i UV multiplet (5)
at 1243 Å, Top right: N ii multiplet (1) at 1085 Å, Bottom left: N ii multiplet at 1275–1276 Å,
Bottom right: N i multiplet (1) at 1199–1200 Å

We used the Mg ii doublet at 1367 Å to determine the abundance of magnesium. We find
log(nMg/nH)= –3.90±0.19. We confirmed this value using the strong line at Mg ii 1240 Å.
Figure 3.4 shows the fit to the observed profile at these wavelengths.

2.4.6 Aluminum, Z=13

Aluminum is most prominent at longer wavelengths. Our selection of the VALD lines contains
88 aluminum lines in total; more than half of them are in the form of Al ii and the rest are
in Al iii form. At this temperature, almost all of aluminum is expected to be in Al iii form
with a moderate Al iv contribution (see table 2.3). In the spectrum of ι Herculis, most of the
aluminum lines present are contributed by Al ii, with a moderate number of Al iii lines and no
trace of Al iv. The lack of lines of Al iv is clearly due to the atomic energy structure, which has
only no excited states below 75 eV.
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Figure 2.4: The figure shows the observed line (in black), the best-fitting model calculated
with log(nO/nH)=–3.5±0.3 (in blue) and without oxygen (in red). The lines are blended with
iron. Top left: O ii triplet at 1132 Å. Top right: O i doublet at 1041 Å, Bottom left: Strong O i
at 1302 Å, Bottom Right: O i doublet at 1305–1306 Å.

The available lines of Al are heavily blended throughout the spectrum. We used the Al iii
line at 1379 Å which is only blended with iron (see §3.4.15). The best-fitting model results in
the abundance of log(nAl/nH)= –5.90±0.58 for aluminum. We confirmed this value by fitting
the following lines; Al ii triplet at 1189–1190 Å, a strong Al iii triplet at 1352 Å, and another
Al ii triplet at 1191 Å. Figure 3.5 shows the observation and the model fits.

2.4.7 Silicon, Z=14

The VALD lines selected here include 361 silicon lines. The majority of these lines are in the
form of Si ii and Si iii and a small fraction of them are in the form of Si i and Si iv. In the UV
spectrum of ιHerculis, silicon is largely observed in the form of Si ii and Si iiiwith a very minor
contribution from Si iv and no trace of Si i. This is generally consistent with the expectations
from the Saha equation. The fact that lines of Si ii, Si iii and Si iv are all found in the spectrum
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Figure 2.5: This figure shows the observation (in black), the calculated model with
log(nMg/nH)= –3.9±0.19 (in blue) and without magnesium (in red). left: Mg ii doublet at
1367 Å, right: strong line at Mg ii 1240 Å

is because all these ionization stages have lines arising from the ground state or low lying level
that occur in the window we are modeling.

We determined the abundance of Si using the relatively unblended and strong Si iii lines of
multiplet (4) between 1294–1310 Å, and the lines of multiplet (5) between 1108–1114 Å. We
find the abundance of log(nSi/nH)= –4.65±0.26 for silicon. For confirmation, we have used this
abundance to model the blended multiplets (4) and (5) lines of Si ii at 1190–93 Å and 1260–
64 Å, and strong Si ivmultiplet (3) line at 1128 Å. Figure 2.7 shows the best-fitting models and
the observed spectrum.

Note that the fit to the lines of Si ii in the middle panel is poor, and suggests an abundance
of Si larger than we have chosen. Major discrepancies between abundances deduced with
Si ii and Si iii are common in hot stars, and may represent important departures from LTE or
possibly stratification of Si in the atmosphere [5], but in this case the discrepancies may be due
to unidentified blends.

2.4.8 Phosphorus, Z=15

There are overall 133 phosphorus lines in the subset of the VALD database selected here;
mostly in the form of P ii, a smaller subset are in the form of P iv, P iii, and there are only a few
P i and P v lines. In the UV spectrum of ι Herculis, phosphorus lines are mostly observed in
the form of P ii and P iii and there is a very minor contribution from other ionization states (e.g.
P iv, P v and P i). This is consistent with the ionization ratios obtained from the Saha equation
at this temperature (see Table 2.3). All the P ii and P iii lines in the wavelength range studied
here arise from low lying energy levels (0–1.1 eV) which justifies their clear appearance in the
observed spectrum.

We have used a strong P iii lines of UV multiplet (1) at 1344-45 Å. These lines both arise
from low initial energy level ( 0.07eV) with a fairly accurate [10]) oscillator strength value
of “D” log g f ∼ -1.5. They are slightly blended with iron for which we have a reasonable
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Figure 2.6: This figure shows the observation (in black), the calculated model with
log(nAl/nH)= –5.90±0.58 (in blue) and without aluminum (in red). Top left: Al iii line at
1379 Å. Top right: Al iii triplet at 1352 Å, Bottom left: Al ii triplet at 1189 Å, Bottom right:

Al ii triplet at 1191 Å.

abundance determination (see §3.4.15). Modeling these lines yields log(nP/nH) =–6.7±0.7.
We confirmed this value using two strong lines of P ii at 1249.8Å and P iii at 1003.6Å with
log g f values close to zero and a P iii resonance line at 1334.8Å with “D” log g f values close
to -1. Figure 2.8 shows the observation and the best-fitting models.

2.4.9 Sulfur, Z=16

There are 474 lines in the subset of the VALD database used here. In the observed UV spectrum
of ι Herculis as well as the VALD database, sulfur has a few strong lines in the form of S ii, S iii
and S iv and a large number of weaker S i lines. This is consistent with the expected ionization
ratios predicted by the Saha equation.

We have modeled the strong S iii resonance lines of UV multiplet (1) at 1200Å. The best-
fitting model results in the value of log(nS/nH) =–5.20±0.10. We confirmed this value using
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Figure 2.7: This figure shows the observation (in black), the best-fitting model spectrum
with log(nSi/nH) =–4.65±0.26 (in blue) and without silicon (in red). Top: Strong Si iii lines
of multiplet (4) between 1294–1310 Å, we only show 1298.892Å (left) and 1301.149Å (right),
Middle: A multiplet (5) of Si ii between 1260–64 Å at 1260.422Å (left) and 1264.737Å (right),
Bottom left: An Si ii multiplet (4) between 1190–93 Å at 1190.415Å, Bottom right: A strong
Si,iv line at 1128.340Å.
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Figure 2.8: This figure shows the observation (in black), the calculated model with
log(nP/nH) =–6.7±0.7 (in blue), and without phosphorus (in red). Top left: P iii doublet at
1344.326, 1344.850 Å, Top right: P ii line at 1249.829 Å, Bottom left: P iii at 1003.600Å Bot-

tom right: A resonance P iii line at 1334.813Å

the S iv multiplet (1) at 1072 Å. This line is blended with iron, nickel and manganese, but can
still be used for our purposes (see §3.4.15, §3.4.17, §3.4.14). We also used S ii resonance lines
of multiplet (1) in the window between 1250-59Å, and a S ii resonance line at 1072Å. The
oscillator strength of all the lines used here are around -1 with a “D” accuracy [10] and they all
arise from low energy levels. The observation and models are shown in Figure 2.9.

2.4.10 Chlorine, Z=17

Chlorine has 117 lines in our selected database majority of which are in neutral form. In
our spectral window of ι Herculis, chlorine is observed mostly in shorter wavelengths. The
observed spectrum is mostly dominated by Cl i lines with minor contribution from other ion-
ization states (e.g. Cl ii, Cl iii, and Cl iv). As predicted by the Saha equation (see Table 2.3),
the dominant ionization state at this temperature should be Cl iii. However, this ionization state
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Figure 2.9: This figure shows the observation (in black), the calculated model with
log(nS/nH) =–5.20±0.10 (in blue), and without sulfur (in red). Top left: The strong S iii triplet
at 1200.956, 1201.722, 1202.120 Å, Top right: The S iv doublet at 1072.996, 1073.528 Å,
Middle: strong S ii resonance doublet line at 1250.584, 1253.811Å, Bottom left: A strong
resonance S ii line at 1259.519Å, Bottom right: A strong S ii line at 1072.996Å
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Figure 2.10: This figure shows the observation (in black), the calculated model with
log(nCl/nH) =–7.150±0.100 (in blue), and without chlorine (in red). Left: Cl ii line at
1071.036 Å, Right: Cl ii line at 1075.229 Å.

contributes only very weakly. The lowest excited states of Cl iii are 18 eV above the ground
state [10], which explains why there are virtually no Cl iii lines seen in the spectral window
studied here.

We determined the abundance of chlorine using the unblended Cl ii resonance line of mul-
tiplet (1) at 1071 Å shown in Figure 2.10. This line has a “C” log g f value of roughly –1. The
best-fitting model to this line results in the value of log(nCl/nH) =–7.15±0.10. We confirmed
this value by also modeling the Cl ii line at 1075 Å. This line also arises from a very low energy
level of 0.1eV and has a “C” log g f of –1.7 [10]. The observation and models are shown in
Figure 2.10.

2.4.11 Argon, Z=18

Argon appears with 66 lines in the subset of VALD database selected here. In the spectrum of
ι Herculis, argon is observed mostly in the form of weak Ar ii lines with a minor contribution
from stronger Ar i and Ar iii lines. As measured from the Saha equation, the dominant ioniza-
tion state at this temperature is Ar ii (see Table 2.3). The reason for the under-population of
Ar ii lines in the observed spectrum is that in this wavelength window, almost all of the Ar ii
lines arise from high excitation energy levels which are at least ∼16 eV above the ground state.

For the abundance determination, we modeled two suitable lines of Ar i; first a UV multiplet
(1) line at 1048Å as well as another UV multiplet (1) line at 1066 Å. These two lines are both
resonance lines and have relatively well determined “C+” log g f values of around -0.5 and
-1.0, respectively [10], and the line at 1048 Å appears unblended. The best-fitting model yields
log(nAr/nH) =–4.90±0.10 in both cases. Figure 2.11 shows the observation and the models.
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Figure 2.11: This figure shows the observation (in black), the calculated model with
log(nAr/nH) =–4.900±0.100 (in blue), and without argon (in red). Left: Ar i line at 1048.220 Å
Right: Ar i line at 1066.660 Å.

2.4.12 Calcium, Z=20

In the UV spectrum of ι Herculis, calcium is not strongly observed. The subset of VALD
database selected here contains overall 43 calcium lines which are almost equally distributed
between Ca ii and Ca iii. The prediction of the Saha equation shows that Ca iii must be the
dominant state of ionization at this temperature (see Table 2.3). However, because the lowest
excited states are more than 30 eV, there is almost no contribution from Ca iii state in the
observed spectrum of ι Herculis.

Despite the lack of clean and unblended lines, we could determine the abundance using
blended lines. Modeling the two Ca ii lines at 1369 and 1432 Å window yields log(nCa/nH) =–
5.30±0.10. These lines are suited for our purpose since they both arise from a low energy state
(∼1.6eV). They both have relatively well determined “C” log g f values of –0.8 [10]. Figure
2.12 shows the observations and models.

2.4.13 Titanium, Z=22

Titanium has 156 titanium lines in our selected database. Most of them are in Ti iii form and a
smaller fraction of them are in Ti ii with little to contribution from Ti iv. In the UV spectrum
of ι Herculis, Ti iii is dominantly observed and there is a minor contribution from Ti ii lines
at longer wavelengths. This is consistent with the ionization ratios calculated from the Saha
equation for this temperature (see Table 2.3).

We determined the abundance of titanium using lines of the two strong Ti iii multiplets (1)
and (2) in the 1286-93 Å window. They are suitable choices because the arise from low lying
energy levels (∼0.00-0.05) and have relatively well determined (“D”) log g f values of around
–0.5. Only parts of these multiplets are shown in Figure 2.13.

The best-fitting model results in the abundance of log(nTi/nH) =–6.90±0.17. We confirmed
this abundance by modeling the Ti iii UV multiplet (2) at 1282Å at 0.02 eV and Ti iii resonance
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Figure 2.12: This figure shows the observation (in black), the calculated model using
log(nCa/nH) =–5.30±0.10 (in blue), and without calcium (in red). Left: Ca ii line at 1432.502 Å,
Right: Ca ii line at 1369.559 Å.

lines at 1295-98 Å. These lines all have a “D” log g f values of around –0.50 and despite a slight
blending with nickel (see §3.4.17) they still serve our purpose. Figure 2.13 shows the observed
lines as well as the calculated models.

2.4.14 Vanadium, Z=23

Our line database contains 234 vanadium lines where all are in the form of V iii. In the spectrum
of ι-Herculis vanadium is also observed only in V iii form. The predictions of the Saha equation
shows (see Table 2.3) that V iii is the dominant state of ionization and V i, V ii are severely
underpopulated in this temperature and wavelength range. The lines of V iv are absent because
the allowed transitions in our spectral region arise from excited states that are higher than
(∼18 eV).

We have used the four strong and fairly clean V iii lines at 1154-1160, 1252, 1332 Å. They
all arise from low lying energy levels (∼1.5 eV) and log g f values around zero. Despite slight
blending with Ni ii line (see §3.4.17), they still serve our purpose.

The best-fitting model to these lines, n resulted from a vanadium abundance of log(nV/nH) =–
8.15±0.18. Figure 2.14 shows the best-fitting model to the observation. The blending of nickel
and vanadium provides a reasonable fit to the observation.

2.4.15 Chromium, Z=24

The selected line-list contains 1645 chromium lines. In the UV spectrum of ι-Herculis, chromium
is mostly observed in Cr iii form, with smaller contributions from Cr ii and Cr iv. This is con-
sistent with the ionization ratios predicted from the Saha equation (see Table 2.3.

We used the Cr iii doublet in the 1098 Å window to determine the abundance. This line
is unblended and it arises from a fairly low lying energy level of 2 eV and loggf of ∼–2. The



2.4. Summary of Individual Elements 49

1285.5 1286.0 1286.5 1287.0

0.0

0.2

0.4

0.6

0.8

1.0

1281.5 1282.0 1282.5 1283.0

0.0

0.2

0.4

0.6

0.8

1.0

1295.0 1295.5 1296.0 1296.5

0.0

0.2

0.4

0.6

0.8

1.0

1298.5 1299.0

0.0

0.2

0.4

0.6

0.8

1.0

Figure 2.13: This figure shows the observation (in black), the calculated model with
log(nTi/nH) =–6.90±0.17 (in blue), and without titanium (in red). All the plots belong to
the same ionization state Ti iii; Top left: A resonance line at 1286.232, a part of a UV multi-
plet at 1286.368 Å, Top right: at 1282.483 Å, Bottom left: at 1295.883 Å, Bottom right: at
1298.697 Å

accuracy on the oscillator strengths of chromium lines are not known very well. The best-fitting
model results in log(nCr/nH)=–6.10±0.65.

We confirmed this value using Cr iii doublets at 1040Å and 1064 Å windows and a strong
Cr iii line at 1051 Å. What they all have in common is that they arise from low energy levels
and have oscillator strengths that is between 0 and –1. Figure 2.15 shows the observation and
the best-fitting models.

2.4.16 Manganese, Z=25

In database selected here, there are 1448 manganese lines. Almost all of them are in the
form of Mn iii, and the rest are in the form of Mn ii with very few lines of Mn iv. In the UV
spectrum of ι Herculis manganese is observed mostly in the form of Mn iii lines throughout,
with a few strong Mn ii lines. The contribution from Mn iv is too weak to be discernible. The
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Figure 2.14: This figure shows the observation (in black), the calculated model with
log(nV/nH)=–8.15±0.18 (in blue), and without vanadium (in red). All of the plots belong
to the same state of ionization; V iii at; Top left: 1160.761 Å, Top right: 1154.225 Å, Bottom

left: 1252.104 Å, Bottom right: 1332.002 Å

measurements from the Saha equation, indicates that Mn iii is the dominant state of ionization
at this temperature which is consistent with our observation.

We have used the unblended strong Mn iii lines in the 1088 Å window to determine the
abundance. We find log(nMn/nH)=–6.78±0.45 for manganese. We confirmed this value by also
modeling the Mn iii doublet lines in the 1046, 1239 and 1111 Å windows. All the lines chosen
here have log g f values around -1 and arise from low lying energy levels (∼4 eV). The observed
spectrum and models are shown in Figure 2.16.

2.4.17 Iron, Z=26

Iron lines are prominent in almost every region of the UV spectrum of ι Herculis. Our selection
of the VALD database contains 8165 iron lines, more than half of them are in the form of Fe ii.
The Fe iii lines, even though fewer in number, seem to be stronger and deeper than the lines of
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Figure 2.15: This figure shows the observation (in black), the calculated model with
log(nCr/nH)=–6.10±0.65, and without chromium (in red). The plots belong to the same ion-
ization state; Cr iii doublet at 1098.609, 1098.736 Å (Top left), Cr iii doublet at 1064.317,
1064.409 Å (Top right),Cr iii resonance at 1040.059 with contribution from a part of a mul-
tiplet at 1040.168 Å (Bottom left), strong Cr iii line at 1051.897 Å (Bottom right)

Fe iv which are very weak.

In the UV spectrum of ι Herculis the majority of iron lines are observed in the form of
moderately strong Fe ii lines and fewer Fe iii lines. The lowest excited state is ∼19 eV above
the ground state, therefore Fe iv does not appear in in our observed spectral window. The
calculations from the Saha equation (see Table 2.3) indicate that the dominant ionization state
at this temperature is Fe iii. Fe iii lines do not appear as much since for most such lines the
lower level is on average 10 eV or more above the ground state. In contrast the lower levels of
strong Fe ii lines are only slightly (about 4eV) above the ground state which makes this state
more populated.

Despite the frequency of Fe ii lines in the spectrum, they are heavily blended and are not
ideal for abundance measurements. We instead used the strong pair of Fe iii lines in the 1130 Å
window with a slight overlapping blend from Fe ii lines. This set of lines is suited for our
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Figure 2.16: This figure shows the observation (in black), the calculated model with
log(nMn/nH)=–6.78±0.45, and without manganese (in red). These plots belong to the same
ionization state of Mn iii; doublet lines at 1088.705, 1088.735 Å (Top left), doublet line at
1046.180, 1046.479 Å(Top right), doublet line 1239.239, 1239.255 Å (Bottom left), doublet
line at 1111.103, 1111.212 Å (Bottom right).

purpose because they, not only are unblended, but also arise from very low lying energy state
( 0.1eV) with log g f of -1 (VALD3). The best-fitting model results in log(nFe/nH) =–4.9±0.4.

We confirmed this value through modeling a cluster of iron lines in the 1142-43 Å window
including Fe iii and Fe ii lines, Fe ii lines around 1135-26 Å, and Fe iii lines in the 1154 Å win-
dow. All these lines arise from very low lying energy levels (0-4 eV) and have log g f values
around zero or –1. Figure 2.17 shows the observation and the modeled spectra.

2.4.18 Cobalt, Z=27

The selected database here contains 581 cobalt lines. In the UV spectrum of ι Herculis, cobalt
is observed over the entire wavelength range. Almost all of the strong lines are in the form of
Co iii, with a few Co ii lines and only one Co iv line. The Saha equation predictions shown in
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Figure 2.17: This figure shows the observation (in black), the calculated model with
log(nFe/nH)=–4.9±0.4 (in blue), and without iron (in red). Top left: The Fe iii lines at 1130.396,
1130.410 Å, blended with Fe ii lines at 1130.175, 1130.443, 1130.342 Å, Top right: A set of
Fe ii doublets at 1135.548, 1135.577 Å, and 1135.302, 1135.184 Å, Bottom left: Fe iii doublet
at 1154.573, 1154.615 Å, Bottom right: The strong Fe iii line at 1142.95 blended with Fe ii
lines at 1142.757, 1143.225, 1143.325 Å.

Table 2.3 are consistent with the observed ionization ratio.
We modeled a group of Co iii in the window between 1043-88 and found log(nCo/nH) =

–7.55±0.49. These lines all arise from low energy states at 1.9 eV with well determined oscil-
lator strength values around –1 (VALD3). We tested this value by also modeling the resonance
Co ii line at 1466Å. Figure 2.18 shows the best-fitting model and the observation.

2.4.19 Nickel, Z=28

The line list selected for this work contains 2145 nickel lines. More than half of the lines in the
list are in the form of Ni iii. A smaller fraction is in the form of Ni ii plus only a few lines of
Ni iv. In the UV spectrum of ι Herculis nickel is observed mostly as Ni iii and Ni ii with very
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Figure 2.18: This figure shows the observation (in black), the calculated model with
log(nCo/nH) = –7.55±0.49 (in blue), and without cobalt (in red). Top left: Co iii line at
1043.242 Å, Top right: Co iii line at 1046.756 Å, Bottom left: Co iii line at 1088.508 Å, Bottom

right: Co ii line at 1466.211 Å.

little contribution from Ni iv. The Ni iv lines hardly appear in the spectrum because the excited
states are at least 14 eV above the ground state (VALD3). This distribution is consistent with
the ratios estimated from the Saha equation (see Table 2.3).

We determined the abundance of this element using the Ni iii triplet in the 1321-22 Å win-
dow and found log(nNi/nH) =–5.70±0.35. These lines arise from ∼6 eV and have log g f around
-2, but they are suitable for this purpose because they are clean and unblended.

We confirmed this value by modeling three resonance Ni ii lines in three wavelength win-
dows including 1308, 1345, 1370 Å. Figure 2.19 shows the resulting model using this abun-
dance and the fit to the observation.
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Figure 2.19: This figure shows the observation (in black), the calculated model with
log(nNi/nH) =–5.70±0.35 (in blue), and without nickel (in red). Top left: Ni iii triplet at
1322.254, 1321.324, 1321.799 Å, Top right: a resonance Ni ii lines at 1370.132 Å, Bottom

left: a resonance Ni ii line at 1345.878 Å, Bottom right: a resonance Ni ii line at 1308.865 Å.

2.4.20 Copper, Z=29

In the subset of VALD database used here there are 62 Cu ii lines. In the UV spectrum of ι-
Herculis, copper is observed in the form of Cu ii throughout the entire wavelength range studied
here. The results of the Saha equation indicate that copper must be dominated by Cu iii at this
temperature which is inconsistent with our line list. The reason seems to be a lack of atomic
data about Cu iii.

We modeled the strong resonance line of Cu ii at 1358Å with log g f of almost 0, and found
an abundance of log(nCu/nH) =–9.0. This line is the only unblended line that we have avail-
able in our spectrum. We present this as an upper limit for this element due to lack of other
unblended lines for comparison. The uncertainty could not be estimated on this value since
there are not enough clean lines for comparison. The least uncertainty on this value is due to
stellar parameter inaccuracy which is of the order of 0.04dex (see §3.3.3). Figure 2.20 shows
the observation and the model.
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Figure 2.20: This figure shows the observation (in black), the calculated model with
log(nCu/nH) =–9.00 (in blue), and without copper (in red). This is a resonance Cu ii line at
1358.773Å.

2.4.21 Zinc, Z=30

Zinc has 127 weak lines in the form of Zn iii in our selected VALD line list. In the spectrum
of ι Herculis, zinc is mostly observed in the longer wavelengths and it appears only in the
form of Zn iii. This ionization distribution is consistent with the ratios estimated from the Saha
equation (see Table 2.3).

The lines are weak and heavily blended and arise from at least 9 eV above the ground state.
The lowest excited energy state belongs to a Zn iii doublet line in the 1456-64Å window. These
lines are weak but fairly unblended. We have used them for abundance determination and
found log(nZn/nH) =–6.85±0.20. The uncertainty arises from the fact that each of these lines
can best be modeled with a slightly different abundance (see Figure 2.21). The Zn iii doublet
line at 1359Å window can also be used to confirm this value. The observation and models are
shown in Figure 2.21.

2.4.22 Germanium, Z=32

In the VALD line list selected here, there are 8 Ge ii lines. All of these lines arise from very
low lying energy states (0–0.2 eV) with log g f values between 0 to -1. However, most of these
lines are heavily blended which greatly complicates the task of abundance determination. We
have used a relatively strong resonance Ge ii line at 1237Å to find log(nGe/nH) =–8.50. We
do no have any other clean lines to confirm this value but a Ge ii doublet in 1261–64Å region
shows that this value can provide an upper limit. Figure 2.22 shows the model and observation.
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Figure 2.21: This figure shows the observation (in black), the calculated model with
log(nZn/nH) = –6.85±0.20 (in blue), and without zinc (in red). Top: Zn iii doublet at 1456.709,
1464.180 Å. Bottom: Zn iii doublet at 1359.601, 1359.799 Å.

2.4.23 Platinum, Z=78

The selection of VALD list used here, contains 148 platinum lines. All of them are in the
form of Pt iii. There is only one Pt ii line in the selected list. The dominant state of ionization
as estimated by the Saha equation (see Table 2.3), is consistent with what is observed in the
spectrum of ι-Herculis.

There are only a few weak lines throughout the spectrum with a minor concentration at
shorter wavelengths. We have used a fairly clean Pt iii line around 999Å. This calculation
yields log(nPt/H) =–8.825. Results are shown in Figure 2.23. This value was not confirmed
with any other line since there are no other clean and unblended lines available throughout our
data. Therefore, we present this value as an upper limit for this element for which we can not
determine an uncertainty.
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Figure 2.22: This figure shows the observation (in black), the calculated model with
log(nGe/nH) =–8.50 (in blue), and without germanium (in red). left: A strong line at
1237.072Å, right: A part of a doublet at 1261.913Å.
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Figure 2.23: This figure shows the observation (in black), the calculated model with
log(nPt/nH) = –8.825 (in blue), and without platinum (in red). This is the Pt iii line at 999.665 Å.

2.4.24 Mercury, Z=80

The subset of the VALD database selected here contains 13 mercury lines. In the observed
spectrum of ι Her, the majority of mercury lines are observed in Hg iii form with a minor
contribution from Hg ii. In our wavelength range, apart from two resonance lines, the rest
of Hg ii lines arise from higher energy states of around ∼7 eV. At this temperature, the Saha
equation also predicts the same ionization distribution.

There are only very few mercury lines suitable for our purpose and they are mostly blended.
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Figure 2.24: This figure shows the observation (in black), the calculated model with
log(nHg/nH) = –8.95±0.13 (in blue), and without mercury (in red). Left: Hg iii at 1377.830 Å,
Right: Hg iii at 1330.770 Å

We used the Hg iii line at 1377 Å and 1330 Å and we find log(nHg/nH) =–8.95±0.13. Figure
2.24 shows the resulting model and the observation.

2.4.25 The Missing Lines

We have done the spectrum synthesis from which we have derived abundances using the atomic
data provided in the VALD database. However, the spectrum of ι Her (shown in Appendix C)
still contains some fairly strong lines that are partially or entirely missing from the calculated
model (see e.g. 1001.85 Å, 1003.33 Å, 1051.05 Å, 1062.9 Å, 1077.72 Å, 1078.95 Å, etc. in
Appendix B).

One source of lines missing from our synthesis is lines due to interstellar absorption by the
Lyman bands of the H2 molecule. The transitions that affect our data are the resonance lines
of electronic transitions between the ground electronic-vibrational state (the normal state for
interstellar H2 below about 30 K) and the low vibrational states of the first electronic state. The
relevant wavelengths are provided for example in Table 4 of Swamy & Tarafdar [43]. These
absorption lines are all present in ι Her, in some cases clearly coinciding with strong observed
lines for which our synthesis has no match whatever (1001.8 Å, 1062.9 Å, 1077.1 Å, in other
cases also coinciding with strong absorption lines, but with ones for which stellar lines in out
synthesis fill a part of the profile (1012.8 Å, 1092.2 Å). It is quite clear that H2 Lyman band
interstellar absorption contributes a number of significant lines to the observed spectrum of
ι Her below 1108 Å.

We also investigated the possibility that a few of the missing lines might be in the VALD
database with incorrect log g f values. Using the “Extract all” option, we requested all lines
in the database close to some of the strongest unidentified features, and examined the result-
ing short lists for good wavelength coincidence. We then considered how large a change in
oscillator strength would be required to fit the observations, and whether such a change would
be plausible. Although we found a few good coincidences, in all cases no reasonable change
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Figure 2.25: This figure shows a comparison between the solar abundances of 24 elements
and the abundances derived from this work and the literature. Note that the literature values
are the mean taken from Table 2.1.

in oscillator strength would lead to a good fit. This line of investigation was eventually aban-
doned.

We suspect that most of the remaining strong unidentified features are high-excitation lines
of abundant ions, perhaps usually of iron peak elements, that simply lack oscillator strengths.

2.5 Discussion and Conclusions

2.5.1 Comparison with Literature

This work presents the first detailed UV spectral synthesis for Iota Herculis. It is important to
compare the outcome of this new approach with previous work. In this project, we investigated
the abundance of 27 elements starting from Z=5 up to Z=80. We could not determine the
abundance of a few elements that we tried to detect, specifically neon(Z=10), gold(Z=79),
tin(Z=50) because their spectral features were too weak and heavily blended to be useful for
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abundance analysis. Among the remaining 24 elements, there are 16 that have been studied in
previous works.

The results of this study are listed in Table 2.2, and shown graphically in Figure 2.25. All 16
elements, except for one, are in good agreement with previous work (see Table 2.1) within the
estimated uncertainties. The UV spectrum synthesis was not commonly accepted as reasonable
tool for abundance determination. However, this work indicates that it is, at least for sharp-line
stars with fundamental parameters similar to ι Her.

The only exception to this generalization is magnesium. We find a higher abundance of
–3.90±0.19 for magnesium that even within the measured uncertainties, is still higher than
previous estimates. This difference is probably due to the fact, discussed in Sec. 4.5, that the
dominant ionization state for magnesium at this temperature is Mg iii, but the line list contains
only lines of Mg ii. Thus abundance determinations for this element are likely to be affected by
non-LTE effects which may well vary from line to line.

The line list used here does contain a few lines of gold(Z=79), tin(Z=50), neon(Z=10).
These lines are found to be very weak and heavily blended. Thus, unfortunately, they do not en-
able us to determine the abundance of these elements. However, we have been able to estimate
a value or an upper limit for the abundance of nine elements that were not previously studied,
presumably because of a lack of useful lines in the optical wavelength window usually used for
analysis; boron(–10.10±0.10), chlorine(-7.15±0.05), cobalt(–7.55±0.49), nickel(–5.70±0.36),
copper (–9.00), zinc(–6.85±0.24), germanium(–8.5), platinum(–8.825±0.100), and mercury(–
8.95±0.17). In the atmosphere of ι Herculis the abundance of boron is sub-solar, nickel and
cobalt and germanium are almost solar, and platinum and mercury are slightly more than solar.

Overall, the aims of this project, as described in §3.1, have been addressed. In addition
to identifying seven previously unreported elements that could be studied in the available UV
spectrum, we find – in spite of severe line blending – that abundances of previously studied
elements are generally in acceptable agreement with previous work, and that the uncertainties
we find are usually comparable to or only moderately larger than those from optical region
studies. Because of severe line blending even at very low v sin i values, this conclusion probably
only applies to quite sharp-line stars. We find that LTE modeling in the UV is a useful tool for
determining elemental abundances, at least in stars with Te not much higher than that of ι Her.
Finally, in agreement with the results reported by Landstreet [29], we find that the available
VALD line lists seem to be missing a significant number of moderately strong lines (quite
possibly many are high-excitation lines of iron peak elements), and that the incompleteness of
the line lists appears to grow with decreasing wavelength, even over the limited wavelength
range of this study.

2.5.2 Further Considerations and future work

We have searched our data for possible indications of a stellar wind. Numerous studies have
shown that early type stars reveal the presence of a stellar wind primarily through blue-shifted
excess absorption in the wings of resonance lines [15, 16]. We have modeled resonance lines
of C ii at 1334-35 Å, of N ii at 1083-85 Å, and Si iv at 1393-1402 Å. These appear to be
the strongest such lines present in regions for which we have data and that we can model
confidently (i.e. they are not in the wings of Lyman α of Lyman β. All these lines were modeled
reasonably well (e.g. Figure 3), and in none of them did we find any hint of excess blue wing
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absorption. Modeling with a code able to model the Lyman lines, and/or data covering a larger
wavelength window, could further clarify this situation. In any case, the absence of a detectable
(mixed) stellar wind in this star is consistent with the wind computations of Babel [4].

Diffusion is also another process that can occur in the stable atmosphere of slow rotating
B stars. Under the action of gravity alone, heavier atoms would sink through the ambient
hydrogen down into the stellar interior under the influence of gravity.

However, sometimes observation shows a large abundance of heavy elements (e.g. Mn, Sr,
Pt, Hg, etc.) in the atmosphere, and an under-abundance of lighter elements (e.g. He, Ne, O,
etc.). This kind of abundance peculiarity occurs when radiation pressure from the radiation
flowing out of the stellar interior reverses the downward drift of low-abundance elements. This
phenomenon is known as “radiative levitation”. Radiative levitation can operate particularly
effectively in slowly rotating stars, and although we do not know the actual rotation rate of
ι Her, its very low v sin i value suggests that it may well be a slow rotator.

In the atmosphere of ι Herculis, we find,in agreement with other studies, that most of our
light elements have almost solar abundances, but heavier elements such as zinc (Z=30), plat-
inum (Z=78) and mercury (Z=80), apparently have a higher abundance than the solar value.
These values, even with their uncertainties, are still much higher than solar abundance. This
over-abundance of heavy elements in the atmosphere of ιHerculis may potentially be explained
by radiative levitation in this star. In a way, it mirrors the phenomenon observed by Hill &
Landstreet [8], that even most normal but slowly rotating A0V stars seem to have overabun-
dance of some heavy elements such as Zr, Ba and La.

Chemical abundances of stars provide probably the most powerful probes of their structure
and of the complex mixing and separation processes that occur in the stellar interior and enve-
lope and that influence evolution on the main sequence and in later stages. Obtaining accurate
measurements of the relative abundances of as many elements as possible is an essential first
step to interpreting the information content of stellar chemistry. This work has shown that the
ultraviolet wavelength window can make a very useful contribution to this step towards a better
understanding of such sharp-line mid-B stars as ι Her.
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Table 2.1: Iota Herculis- Summary of Literature Abundances. (1) Pintado & Adelman [35]; (2) Schmidt [50]; (3) Balona [6]; (4) Lester
et al. [28]; (5) Kane et al. [17]; (6) Barnett & McKeith [7]; (7) Grigsby [12]; (8) Dufton et al. [11]; (9) Peters & Polidan [34] ; (10) Peters
& Aller [33]; (11) Nieva & Przybilla [32]. Note: Solar Abundances are taken from Scott et al. [32, I & II], Grevesse et al. [9] and [1]
Species 1 2 3 4 5 6 7 8 9 10 11 log(N/NH)⊙

He I –1.07 –0.042 –1.07±0.01
C II –3.39±0.28 –3.50 –3.47 –3.30 –3.87 –3.87 –3.48 –3.23±0.38 –3.60±0.07 –3.57±0.05
N II –3.84±0.17 –4.10 –3.99 –4.10 -4.11±0.39 –3.72±0.22 –4.11±0.12 –4.17±0.05
O I –3.01±0.15 –3.20±0.09 –3.31±0.05
O II –2.91±0.23 –3.30 –3.11 –3.33±0.44 –3.31±0.05
Ne I –3.35±0.19 –3.95±0.07 –4.07±0.10
Ne II –3.97 –3.36±0.26 –4.07±0.10
Mg II –4.78±0.26 –4.46 –4.66±0.09 –4.72±0.09 –4.44±0.06 –4.41±0.04
Al II –6.03 –5.57 –5.57±0.04
Al III –5.49±0.25 –5.58±0.24 –5.47±0.17
Si II –5.16±0.23 –4.49 –4.96±0.47 –4.86±0.34 –4.49±0.05 –4.49±0.03
Si III –4.45±0.34 –4.59±0.44 –4.45±0.25
Si IV –4.61±0.06
P II –5.90 –5.63±0.55 –5.65±0.36 –6.59±0.03
P III –6.25±0.13 –6.98±0.6
S II –4.91±0.20 –4.83±0.35 –4.90±0.18 –4.88±0.03
S III –4.64±0.10 –5.05±0.36 –4.99±0.43
Ar II –5.18±0.25 –5.14±0.59 –5.22±0.33 –5.60±0.13
Ca II –6.03 –5.84 –6.85±0.09 –5.68±0.03
Ti III –6.63±0.55 –7.07±0.04
V III –7.70±0.83 –8.11±0.08
Cr III –6.59±0.63 –6.38±0.04
Mn III –6.45±0.40 –6.58±0.04
Fe II –5.14±0.24 –4.37 -5.18±0.41 –5.87±0.43 –4.49±0.08 –4.53±0.04
Fe III –4.35±0.24 –4.50±0.31 –4.37±0.23 –4.53±0.04
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Table 2.2: This table shows the abundances determined in this work for every ion and the
recommended value for every element, the solar abundances from Scott et al. [32, I & II],
Grevesse et al. [9] and Asplund et al. [1], and the wavelengths used to determine these values.

Element Abundance log(N/NH) log(N/NH)⊙ Useful Line
or ion (this work) Wavelengths[Å]

B ii –10.100±0.100 –10.100±0.100 –9.300±0.020 1362.461
C ii –4.450±0.300 1323.905,1323.951,1323.995,1141.624, 1141.657,1141.744
C iii –3.750±0.250 1247.383, 1174.933, 1175.263, 1175.711 , 1175.987, 1176.370
C –3.55±0.300 –3.570±0.05
N i –4.350±0.340 1199.550, 1200.223, 1200.710, 1243.171, 1243.179, 1243.306, 1243.313
N ii –4.860±0.340 1085.546, 1085.701, 1275.038, 1275.251, 1275.275, 1276.201, 1276.225, 1276.800
N 4.650±0.800 –4.170±0.050
O i –3.500±0.300 1040.943 1041.688
O ii –3.550± 0.300 1131.914,1132.389,1132.975
O –3.500± 0.300 –3.310±0.050

Mg ii –3.900±0.150 –3.900±0.190 –4.410±0.040 1240.395, 1367.257, 1367.708
Al iii –5.900±0.580 –5.900±0.580 –5.570±0.040 1379.670, 1352.858, 1189.185, 1190.046, 1190.051, 1191.803, 1191.808, 1191.814
Si ii –4.650±0.27 1190.415,1265.002,1264.737
Si iii –4.950±0.20 1144.309, 1144.959, 1145.669, 1301.149
Si iv –4.750±0.15 1128.340
Si –4.780±0.260 –4.490±0.030

P iii –6.750±0.680 1344.326 ,1344.850
P ii –6.400±0.660 1152.818, 1249.829, 1301.874
P –6.700± 0.700 –6.590±0.030

S ii –5.300±0.050 1250.584,1253.811,1259.519,1072.996
S iii –5.200±0.100 1200.956, 1201.722, 1202.120
S iv –5.200±0.100 1072.996, 1073.528
S –5.200± 0.100 –4.880±0.030

Cl ii –7.150±0.100 –7.150±0.041 –6.500±0.030 1071.036, 1075.229
Ar i –4.900±0.100 –4.900±0.041 –5.600±0.13 1048.220, 1066.660
Ca ii –5.700±0.100 –5.700±0.010 –5.680±0.030 1330.912, 1368.422
Ti iii –6.900±0.170 –6.900±0.130 –7.070±0.040 1282.483,1286.232,1286.368, 1295.883, 1298.697
V iii –8.150±0.180 –8.150±0.180 –8.110±0.080 1154.225, 1160.761, 1252.104, 1332.002
Cr iii –6.100±0.650 –6.100±0.650 –6.380±0.040 1040.059, 1040.168, 1064.317, 1064.409, 1098.609, 1098.736, 1051.897
Mn iii –6.780±0.450 –6.780±0.450 –6.580±0.040 1046.180, 1046.479, 1088.705,1088.735, 1111.103, 1111.212, 1239.239, 1239.255,
Fe ii –4.950±0.390 1130.175, 1130.443, 1130.342, 1135.548

1135.577, 1135.302, 1135.184, 1142.757, 1143.225, 1143.325
Fe iii –4.750±0.400 1130.396, 1130.410, 1142.95
Fe –4.900±0.400 –4.530±0.040

Co ii –7.550±0.100 1466.211
Co iii –7.450±0.490 1043.242, 1046.756, 1088.508
Co –7.55±0.490 –7.070±0.050
Ni ii –5.500 ±0.360 1370.132, 1345.878, 1317.217
Ni iii –5.800 ±0.300 1322.254, 1321.324, 1321.799
Ni –5.700±0.350 –5.800±0.040

Cu ii –9.000 -7.830 1358.772
Zn iii –6.850±0.200 –6.850±0.200 –7.440 ±0.050 1359.601,1359.799, 1456.709, 1464.180
Ge ii –8.500 –8.630 1237.072, 1261.913
Pt iii –8.825 –8.825 –10.240 999.665
Hg iii –8.950±0.130 –8.950±0.130 –10.910 1330.770, 1377.830
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Table 2.3: The percentile ionization ratios directly measured from the Saha equation. Note that ntot is the total number density in
every state (ntot = n0+n1+n2+n3). Note that this table shows the calculations at two different regions; left column: The region where the
continuum and weak lines are formed (τ=0.2, T∼ 17000K, ne ∼ 3.84 × 1014) and right column: The region where line core of strong
line are formed (τ=7×10−4, T ∼ 11800K, ne ∼ 5.13 × 1012), respectively [14].

τ = 0.2 τ = 7×10−4

Species [I]/ ntot [II] /ntot [III] /ntot [IV] /ntot [I]/ntot [II] /ntot [III] /ntot [IV] /ntot

B 0.002 27.30 72.69 0.009 2.07×10−3 97.52 2.50 4.25×10−8

C 0.007 72.84 27.14 1.71×10−5 0.01 99.53 0.46 0.00
N 0.03 95.68 4.29 3.03×10−7 0.08 99.91 9.76×10−3 0.00
O 0.073 99.55 0.37 0.00 0.17 99.83 1.3×10−4 0.00
Ne 1.11 98.88 0.005 0.00 26.31 73.70 1.81×10−7 0.00
Mg 4.98×10−7 0.17 99.83 0.00 5.60×10−7 0.60 99.40 0.00
Al 5.80×10−6 0.49 92.73 6.77 1.34×10−5 6.42 93.56 2.20×10−2

Si 1.49×10−5 1.19 97.84 0.97 2.93×10−5 6.39 93.61 5.53×10−4

P 5.02×10−5 2.84 96.42 0.73 4.75×10−4 33.66 66.34 9.06×10−4

S 7.30×10−4 8.92 90.96 0.12 5.35×10−3 84.85 15.15 7.78×10−6

Cl 5.70×10−3 40.64 59.34 0.01 2.50×10−2 97.84 2.13 3.05×10−8

Ar 0.02 72.46 27.52 4.00×10−4 0.11 99.74 0.16 0.00
Ca 2.13×10−8 0.02 99.98 2.48×10−5 0.00 2.55×10−2 99.97 0.00
Ti 9.53×10−8 0.04 88.28 11.68 5.68×10−8 9.44×10−2 99.85 5.80×10−2

V 1.98×10−7 0.05 94.16 5.78 1.53×10−7 0.18 99.80 1.47 ×10−2

Cr 2.01×10−7 0.05 97.01 2.94 2.82×10−7 0.32 99.68 4.20×10−3

Mn 6.37×10−7 0.14 98.06 1.79 8.30×10−7 0.65 99.35 1.02×10−3

Fe 1.27×10−6 0.22 98.99 0.79 2.30×10−6 1.15 98.85 1.21×10−3

Co 2.23×10−6 0.24 99.32 0.43 5.22×10−6 1.72 98.28 2.60×10−4

Ni 4.03×10−6 0.33 99.46 0.21 1.25×10−5 3.27 96.73 7.07×10−5

Cu 3.57×10−6 0.29 99.60 0.11 2.25×10−5 5.64 94.36 2.05×10−5

Zn 1.14×10−5 1.19 98.73 0.07 5.50×10−5 10.36 89.64 5.10×10−6

Ge 9.60×10−6 0.91 98.49 0.60 1.54×10−5 4.32 95.67 2.72 ×10−4

Sn 2.60×10−6 0.36 92.80 6.84 2.46×10−6 1.21 98.78 1.17×10−2

Pt 1.07×10−5 0.75 82.89 16.36 6.54×10−5 9.53 90.41 6.61×10−2

Au 5.20×10−5 3.04 92.20 4.75 3.81×10−4 42.40 57.60 5.65×10−3

Hg 1.95×10−5 1.01 98.68 0.30 1.72×10−4 11.34 88.66 1.30×10−4
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Chapter 3

Ultraviolet Spectral Synthesis of HD72660

3.1 Introduction

The star HD 72660 (HR 3383, HIP 42028; A1 V) is a slowly rotating (vsini = 6 km s−1), rela-
tively hot early Am-type star. For decades, the elemental abundance analysis of this target has
been the subject of study. Earlier studies were carried out in the visible wavelengths [33, 34].
In more recent years, the UV spectrum has also been used on occasions to derive abundances
[37].

These studies have reported a high abundance for heavy post-iron group elements such
as Pt, Au, and Hg. However, a more complete table of abundances, covering all accessible
elements from Z = 6 to Z= 82, is a worthwhile goal for this target. In this paper we study the
high resolution ultraviolet spectra of HD 72660 covering two spectral windows between 1650-
1999 Å and 2650-2900 Å, in order to obtain a complete abundance table. In addition we will
investigate the efficiency and completeness of the line-list in the ultraviolet; (2) the accuracy of
abundance measurements in the UV in comparison to available measurements based on visible
spectra; (3) elements that have not been previously measured in the literature; (4) how well
LTE synthesis works at this temperature in the UV.

This paper is organized as follows; in Section 3.2 we explain the details of data acquisition
and reduction. In Section 3.3 we discuss the modeling methods and tools used in this work.
Section 3.4 provides a comprehensive results and discussions for each individual element and
also the “missing lines”. Finally, in Section 3.5, we compare our results to the literature and
discuss their implications in the context of stellar evolution for HD 72660.

3.2 Observation and Data Reduction

In this paper, we have used the high resolution ultraviolet spectra obtained by Space Telescope
Imaging Spectrograph (STIS) on board Hubble Space Telescope (HST).

STIS has two types of detector systems; CCDs and MAMAs. Despite the efficiency of
CCDs in the optical and near IR, they face unsolved difficulties at UV wavelengths. In order
to observe in the UV, we need filters to block the visible flux. However, the combination of
CCDs and filters did not yield the desired efficiency. Instead, for a higher photon-count rate
and better efficiency, CCDs have been replaced by MAMA (Multinode Microchannel Array)

69
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detector technology. This kind of detector uses either CsI or Cs2Te photocathodes, which reject
visible photons. The wavelength range between 1650-3100 Å is covered by a Cs2Te MAMA
detector [see 38, and references therein, for details on the detector’s function]

The spectral data used here contains two windows; The wavelength region between 1650-
1999 Å was retrieved from the MAST archive and obtained with the STIS/NUV-MAMA in-
strument (ID : 9146, PI: Evans, Observation ID: O6G403010). The wavelength region between
2650-2900 Å was retrieved from the MAST archive and obtained with the same instrument (ID
: 9455, PI: Peterson, Observation ID: O6LM51020). The resolving power of both these spectra
is R≈114,000.

We normalized the spectrum by first specifying continuum points by means of a graphics
cursor over intervals of ∼20 Å, then fitting the continuum as the exponential of a cubic spline
[order 2, see norm.pro taken from IDL library 20], and finally dividing the spectrum by our
smooth fit.

The re-normalization process was iterated until the least mismatch between the observation
and model was achieved (see section §3.3.2). This of course can give rise to a new source of
uncertainty that will be addressed in section §3.3.3.

3.3 Methods

3.3.1 Line Broadening Mechanisms and Considerations

In order for the models to match the observation, we need first to consider line broadening
effects. Microturbulence, macroturbulence, and rotational velocity, are three phenomena that
can introduce broadening to the observed lines. In this section we discuss all three.

Microturbulence

The non-thermal component of the local gas velocity in the spectral line formation region
of the stellar atmosphere is referred to as the microturbulent velocity and denoted with the
symbol ξ [7]. Microturbulence has been referred to as a “fudge” factor many times and it has
been suggested that the use of non-LTE in spectral analysis would eliminate the need for this
phenomena. However, there are extensive studies in the literature showing that independent of
the computation algorithm (LTE or non-LTE), a microturbulence term is present in the spectra
of many kinds of stars [7, 26].

It is believed that the origin of the photospheric microturbulence in stars such as HD 72660
is the atmospheric and sub-surface convection. A convective region in the outer envelope of
a hot intermediate-mass star is generated by the opacity peak (near the surface) of the He ii
to He iii ionization zone [see 6, for more details]. In and immediately below the atmosphere,
convection is due to the He i to He ii and the H i to H ii ionization zones.

Landstreet et al. [21] have carried out an extensive spectroscopic survey of B and A-type
stars including HD76220. Through comparison of observed with model spectra, they have
constrained the stellar parameters including the microturbulence. They find a microturbulence
of ξ ∼ 2.3 ± 0.3 km s−1for HD72660. We have included this result in our calculations.



3.3. Methods 71

Macroturbulence

The photospheric velocity fields that occur over longer scales compared to the mean free path
of the photons are called macroturbulence. In the absence of this broadening mechanism the
shape of spectral lines are roughly Gaussian, however, in presence of macroturbulence they
can become more U-shaped, or triangular and asymmetric. The former occurs when rotational
velocity dominates and the latter occurs when microturbulent broadening takes over. It has been
proposed that macroturbulent broadening in hot stars may be the result of many low-amplitude
pulsation modes [3]. In this work, we do not include macroturbulence since Landstreet et al.
[21] argued that this star shows no significant trace of macroturbulence.

Rotational Velocity

The rotational velocity is the angular motion of the star around its own axis, which can result in
spectral line broadening. The part of the stellar atmosphere that has a radial velocity component
toward the observer (v sin i) is blue-shifted and the part that is moving away from the observer
is red-shifted. A recent high resolution spectroscopic survey of B and A-type stars reports a
low v sin i value of 5.0 ± 0.5 km s−1for this star Landstreet et al. [21].

3.3.2 Abundance Determination Method

Because the ultraviolet spectra region of intermediate temperature stars has very high line den-
sity, classical abundance analysis by modeling single unblended lines is of limited value. Spec-
trum synthesis provides a more powerful tool, both for identifying suitable lines for abundance
determination and for optimizing the model of the observed spectrum for a best-fitting abun-
dance table.

The observed UV spectra of HD72660 has been modeled using the FORTRAN spectrum
synthesis program ZEEMAN.f [version zabn4.f, see 74, 23, 39, for detailed description]. This
program was originally designed to model line profiles of magnetic stars, however it can be
used for non-magnetic cases as well. Spectropolarimetric studies have classified Am stars as
non-magnetic [35, 4]

Kurucz [71] developed the FORTRAN program ATLAS which can compute stellar atmo-
spheres for a very wide range of parameters. Piskunov & Kupka [101] used this ATLAS with
some experimental ODFs (opacity distribution functions) to compute a grid of model atmo-
spheres for solar abundances. The Zeeman program uses this grid, and a set of atomic line
data from the Vienna Atomic Line Database(VALD; Piskunov et al. [99], Ryabchikova et al.
[104], Kupka et al. [70, 100])

As input parameters, the program requires the effective temperature (Te), gravitational ac-
celeration (log g), approximate rotational velocity (v sin i and micro-turbulent (ξ) parameters,
and individualized abundances, in order to compute the emergent atmospheric spectrum. Land-
street et al. [21] find the following stellar parameters for HD72660; T = 9650±300K, logg f =

4.05±0.25, vsini = 5.0±0.5 km s−1, ξ=2.3±0.3 km s−1. We use these values as fixed input
parameters to our synthesis program.

A major problem in making abundance analysis in crowded spectral windows is identifying
lines or features that respond primarily to the abundance of a single element. ZEEMAN deals
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with this problem by synthesizing two versions of a potentially useful window, one with the
abundance of the element under study enhanced somewhat from the expected value, and a
second with the desired element completely absent. Comparison of these two computations
allows the program to identify wavelength regions that can safely be used to determine the
abundance of the studied element, and later allow the user to visually see whether the identified
regions are useful for abundance analysis, and to evaluate the quality of the final fit.

The program can automatically carry out an iterative process to adjust the abundance of
any chosen element, until a least squares best fit is achieved with the automatically selected
spectral features. The optimum results happen when lines are clean and unblended where a
particular element can be adjusted without any contamination from other elements. However,
good results can be achieved even with spectral lines that are weakly or partially blended with
lines of other elements.

We used a spectral line list retrieved from VALD covering two wavelength windows; be-
tween 1628 to 1903 Å(sp170) and between 2100 to 2900 Å (sp285). We extracted the line data
from the VALD database using the Extract Stellar option. Our search criteria included; detec-
tion threshold: 0.01(fraction, in the range 0-1), microturbulence: 2.3 km s−1, Te f f :9650 K, and
log g: 4 (in cgs units). The request was submitted for the long extraction format (required by
ZEEMAN), on November, 2014.

The process of abundance determination has several steps. At first we divide our full spec-
tra into several wavelength windows for the purpose of running the program faster. The main
challenge for every element is then to find a few specific lines that are sensitive to the abun-
dance of that particular element alone. ZEEMAN determines the abundance of elements of
interest one at a time. The program first tries to identify features that respond primarily to the
abundance of the element being fit, then enters an iterative process over the abundance of that
element until the best least square fit of the model spectrum to the particular features selected
by the program is achieved.

In order to identify the relevant features of a certain element, the program computers the
spectra once in complete absence of the element and once again including the element with
and initial estimate of the abundance. In the next step, ZEEMAN selects individual wavelength
windows for fitting that chosen element. This process is carried out based on simple criteria
that can be manually altered by the user. For example one set of criteria could be to require that
any blending feature (i.e. still present in the spectrum with the fitted element removed) is no
deeper than 0.95 of the continuum, and that the depth of the feature with the desired element
present is strong enough have a central depth at least 0.8 (where the continuum is at 1.0), or
more than four times deeper than any weak blend. At the end of the iterations, the output of the
program contains the best-fitting spectrum for that window, the χ2/ν value and best abundance
for each iteration, the original input spectrum, and a map of wavelengths used in the fit.

The results show that, in most cases, different wavelength window, results in a slightly dif-
ferent abundance for their best-fitting model spectrum. Through graphical visual examination
of these windows, the user can select the best and most useful representative lines for each
element. Once a few representative lines are selected, a smaller window surrounding them will
be plotted including the observation and the model spectrum computed with the best-fitting
abundance and the model in the absence of that element. This illustration technique is quite
useful when studying crowded spectra and an example of this is shown in Figure 3.1.

We used the techniques explained above and find that a number of elements exhibit a few
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apparently clean and unblended lines even in the very crowded spectrum of HD 72660. After
identifying those lines, we used them to adjust the abundances of those elements (see §3.4). Ta-
ble 3.2, which presents the abundance values (ion by ion) that are found to best fit the observed
spectrum, includes the wavelengths that we found to be most useful.

In the UV spectrum of HD72660, some elements shows clean and unblended lines that are
ideally suited for abundance determination. On the other hand, for some elements we only have
lines that are slightly blended. The abundance determination is slightly more difficult in these
cases since the overall shape of the line is influenced by more than one element. In these cases,
a few more steps are required. We first iterated over the abundance of each element, assuming
solar abundance for the rest in order to identify which wavelength window could best be used
to adjust the abundance of that particular element. This first approximate model, gives us a
first estimate of the abundance even though it is not the final result. Once the first iterations are
carried out, we are left with an initial set of model parameters. Having selected the most useful
window(s) for each element, we then keep re-iterating the abundances of both the element of
interest and also the blending element(s) until we obtained the best possible global fit with the
observation.

The computed model spectrum, using the final set of abundances, results in a reasonably
good fit to the observed spectrum (see Appendix C), although it is quite clear that there are
lines in the observed spectrum that have incorrect atomic data or are missing entirely from the
VALD list. The missing lines will be discussed in section §3.4.33.

3.3.3 Sources of Uncertainty

There is an important source of error from the fact that stellar parameters are only known with
a limited precision. The effective temperature used here is accurate within ±3% and the surface
gravity logg is known to about ±0.25 dex [see table 1 21]. We find that these two parameters
together influence the abundance determinations by roughly ±0.1 dex. The microturbulence ξ
is also only accurate within 0.3 dex. We have chosen the strong resonance C I line at 1656.92 Å,
and modeled it with ξ value 2.6 and 2.0. The influence of this uncertainty on the abundance
determination is of the order of 0.08 dex.

An additional uncertainty is the re-normalization process described in section §3.2. As a
result of the uncertain normalization process, different ionization stages of the same element
can be modeled with slightly different abundances. We have evaluated this uncertainty for each
element separately and listed them in Table 3.2.

A rather small uncertainty can be introduced from the fact that we did not correct for the
background and scattered light. This uncertainty is only significant for lines that are deep
enough in which case we attempted to model the (sometimes rather broad) damping wings
rather than the core depth.

Another source of error can be introduced from the database itself. In the NIST database
[10], the accuracy of the oscillator strength on some lines are estimated. For instance, the oscil-
lator strengths of the C i resonance line (at 1657 Å) is “A”, which corresponds to an uncertainty
of about ±3% or 0.01 dex). If the line in use does not have a very accurate oscillator strength,
we will consider an error of this order. However exceptionally, in absence of information about
the uncertainty in the log g f values, we assume an uncertainty of 0.30 dex.
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The collective effects of all the above-mentioned sources will lead to an uncertainty of
the order of ±0.1 dex, on the derived (logarithmic) abundances. However, this is the least
uncertainty and in many cases we should be able to estimate the abundance uncertainties of
individual atoms by looking at the dispersion of results obtained from different multiplets. We
find that the scatter is mostly of the same order of magnitude.

3.4 Summary of Individual Elements

The abundance for every element is separately presented with relevant details. We tried to in-
clude different ionization stages for every elements in order to reduce the effects of systematic
errors. The final results are listed in Table 3.2. However, for the abundance determination,
we tried to select lines from those ionization states that account for at least 10% of the total
population of an element. In order to do this, we used the Saha equation to compute relative
populations of different ions for temperature and electron density values appropriate to con-
tinuum optical depth (evaluated at 5000 Å) of τcont ∼ 0.2 and ∼ 0.001. The results are listed
in Table 3.3. Those states of ionization that are less populated are usually more sensitive to
non-LTE effects. This will appear as discrepancies between the abundances that would best fit
different ionization states of the same element. In section 3.5, we will compare our results to
the literature values and we will put them in the context of stellar evolution.

Iron provides strong line opacity over the entire wavelength range presented in this work. It
is safe to assume that most of the lines of other elements are at least slightly blended with iron.
Therefore, we determined the abundance of iron prior to other elements (see section §3.4.15).
However, the following sections are presented in ascending order of atomic number.

3.4.1 Carbon, Z=6

In the subset of the VALD list selected here, there are overall 15, C i lines and 19, C ii lines.
However, none of C ii lines and only 10 of C i lines have a depth that is equal or deeper than 0.8
of the continuum (they reach a depth at which the central intensity is no more than 0.2 in units
in which the continuum is at 1.0). In the spectrum of HD 72660 such strong lines are almost
always recognizable, unless they are strongly blended. In the spectrum of HD72660, carbon
is mostly observed in the form of C i with a few C ii lines. The measurements from the Saha
equation shows that the dominant state of ionization at this temperature is C ii with a small
contribution from C i lines (see Table 3.3). However, the lack of strong lines of C ii is mostly
due to the fact that the excited states are ∼20 eV above the ground state.

We have used a cluster of strong C i lines between 1656-58 Å to determine the abundance
of this element. These lines are suitable for this purpose because of their low excitation en-
ergy (∼0.005 eV) and “A” log g f values of ∼-0.5. Our models result in the abundance of
log nC/nH=–4.1. We have used the following line to re-confirm this value; The C i UV multi-
plet (62) at 1751 Å. The absence of strong C ii lines from our list as well as lack of dispersion
among the existing lines made it challenging for us to estimate the uncertainty. The oscillator
strength value is accurate within 0.03 dex according to NIST which together with the inaccu-
racies discussed in section 3.3.3, will correspond to 0.1 dex uncertainty for this value. Figure
3.1 shows the observation and models for this element using the estimated abundance.
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Figure 3.1: This figure shows the observation (in black), calculated model with
log(nC/nH) =–4.10±0.10 (in blue) and without carbon (in red). Left: a cluster of C i lines;
Strong resonance line at 1656.928 Å, a doublet at 1657.379,1657.907 Å, a doublet at 1657.008,
1658.121 Å. Right: A strong UV multiplet (62) at 1751.823 Å.

3.4.2 Nitrogen, Z=7

In our selection of VALD list, there are 4 N i lines and 6 N ii lines. None of the N ii lines but all
4 N i lines have a depth that is equal or deeper than 0.8 of the continuum. The Saha equation,
predicts the dominant state of ionization, at this temperature to be N i with no contribution
from N iii lines (see Table 3.3). The fact that all of the N i lines are strong is consistent with
the results of the Saha equation. The reason N ii lines are scarce in this wavelength window is
because they arise from high excited states of ∼13 eV.

The strength of N ii lines were too weak for us to be able to use them as tools of abundance
determination. We only used a pair of strong N i UV multiplets (9) in a window between 1742-
45 Å. Despite their strength, these lines are heavily blended with very strong Fe ii lines between
1742-45 Å window. They arise from low lying energy levels (∼3 eV) and they have “B” log g f

values of –1, thus they still suitable for our purpose.
Due to lack of blend-free lines, we could not determine the abundance of this element or

the corresponding uncertainty. Instead, we present an upper limit of log(nN/nH) =–4.7 for this
element with an uncertainty of 0.3 dex (see §3.3.3). Figure 3.2 shows the observed lines and
the best-fitting model using the given abundance. The right panel in this figure clearly shows
that this value is an upper limit for nitrogen.

3.4.3 Oxygen, Z=8

In the wavelength windows we selected, there are only two relatively weak O i lines, which
have a depth that is 0.33 and 0.03 of the continuum. The dominant ionization state is predicted
by the Saha equation to be O i, at this temperature in the line forming region of the atmosphere
(see Table 3.3). This is consistent with our line list however, the apparent lack of oxygen lines
is mostly due to the fact that majority of oxygen lines, O ior O ii lines arise from high excited
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Figure 3.2: This figure shows the observation (in black), calculated model with
log(nN/nH) =–4.7±0.3 (in blue) and without nitrogen (in red). Left: Strong N i UV multi-
plet (9) at 1745.252, 1745.260 Å, Right: strong N i UV multiplet (9) at 1742.729, 1742.719 Å,
This panel clearly shows that this value is an upper limit.

energy levels of roughly 10, and 22 eV.
The two available oxygen lines at 1641 and 1868 Å window, were not only weak but also

heavily blended which made it rather challenging to model them. Due to lack of blend-free
lines we could not determine an abundance for this element, however we can present an upper
limit of log(nO/nH) =–2.5. The normalization error on this value could not be measured due
to lack of enough clean and unblended lines, also there is not enough information provided
about the uncertainty on the oscillator strength value, thus the error on this value is 0.3 dex (see
§3.3.3). Figure 3.3 show the resulting observation and models.

3.4.4 Magnesium, Z=12

In our selection of VALD list we have overall 318, Mg i lines and 28 Mg ii lines. Among all
of these lines, only 4 of Mg i lines and 10 of Mg ii lines have a depth that is equal to or deeper
than 0.8 of the continuum. The Saha equation, predicts the dominant state of ionization, at this
temperature, to be Mg ii with a small contribution from Mg iii lines (see Table 3.3). However,
in the line list used here, most of our lines are in the Mg i state and there is a shortage of lines
of the two expected dominant ionization states. In the case of Mg ii, most lines arise from a
very high excited energy state of roughly 53 eV. There is no Mg iii transition in our wavelength
window because all the lines in this range arise from an excited state of at least 58 eV.

We have used the strong and unblended Mg I resonance line at 1827 Å, with a “B” log g f

of -1.6 and found the abundance of log(nMg/nH) =–4.2. We confirmed this value by also
modeling the following; A strong resonance UV multiplet (1) of Mg I around 2852 Å, and the
strong resonance UV multiplet (1) of Mg ii around 2795 and 2802 Å. We find the uncertainty
of ±0.22 using the Mg ii lines taking into account the uncertainties discussed in section 3.3.3.
Figure 3.4 shows the fit to the observed profile at these wavelengths.



3.4. Summary of Individual Elements 77

1640.5 1641.0 1641.5 1642.0
λ[A]

0.0

0.2

0.4

0.6

0.8

1.0

1868.5 1869.0
λ[A]

0.0

0.2

0.4

0.6

0.8

1.0

Figure 3.3: This figure shows the observation (in black), calculated model with
log(nO/nH) =–2.5±0.3 (in blue) and without Oxygen (in red). Left: Relatively weak and
blended O i line at 1641.305 ÅRight: Weak O i line at 1868.655 Å

3.4.5 Aluminum, Z=13

The subset of VALD linelist selected here contains 59 Al i lines, 63 Al ii lines, and 2 Al iii lines
in total. However, there are only 2 Al i lines, 16 Al ii lines, 2 Al iii lines have a depth that is
equal or greater than 0.8 of continuum. The Saha equation predicts the dominant ionization
ratio to be Al ii with a much smaller contribution from Al i and Al iii and no contribution from
Al iv (see Table 3.3). This distribution seems consistent with our current line list.

We have modeled a clean and strong Al ii UV multiplet (6) at 1719.442 Å to determine
the abundance and we find log(nAl/nH) =–4.9 for aluminum. This line is at a relatively low
excited state (∼4 eV) with an “A” log g f value of –0.06. We also confirmed this value using
a very strong Al ii resonance line in the 1670 Å window and also a fairly unblended strong
Al i doublet at 1766-69 Å window. We can estimate the uncertainty from the dispersion in the
values that best fit the available lines which in this case is of the order of 0.31 dex. Figure 3.5
show the observation and best-fitting models using this abundance.

3.4.6 Silicon, Z=14

In the selected line list here, there are overall 185 Si i lines, 81 Si ii, and 6 Si iii lines. Among
these lines, there are only 93 Si i lines, 7 Si ii and no Si iii lines with depth equal or greater than
0.8 of the continuum. The results of Saha equation, presented in Table 3.3, predict that at this
temperature, the dominant ionization stage belong to Si ii. This is not reflected in our line list
because most Si ii lines arise from higher excitation energies (∼6 eV).

Nevertheless, we have modeled the strong and unblended Si ii UV multiplet (1) between
1808-17 Å window and determined the abundance of log(nSi/nH) =–4.20. Note that this line
is a resonance line with a “C” log g f of roughly –2. We confirmed this abundance using a
strong Si iUV multiplet (75) in the window 1770-1853 Å. Modeling lines in different ionization
states while taking into account the uncertainties discussed in section 3.3.3 yields an overall
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Figure 3.4: This figure shows the observation (in black), calculated model with
log(nMg/nH) =–4.20±0.22 (in blue) and without magnesium (in red). Top left: Clean and un-
blended Mg I resonance line at 1827.935 Å, Top right: strong resonance UV multiplet (1) of
Mg i at 2852.126 Å, Bottom: A strong resonance UV multiplet (1) of Mg ii at 2802.705 Å(left)

and 2795.528 Å (right)

uncertainty of 0.18 dex for this value. Figure 3.6 show the observation and best-fitting models.

3.4.7 Phosphorus, Z=15

In our selection of the VALD list, there are 66 P i, 6 P ii lines overall. Among them, there are
only 14 P i lines and no P ii lines that have depth that is equal or greater than 0.8 of the con-
tinuum. The region of the stellar atmosphere where the core of strong lines are formed, with
the effective temperature of HD72660, should be dominated by P ii with minor contribution
from P i. This results from the Saha equation (see Table 3.3). According to NIST, in the wave-
length window studied here (∼1600-1900) there are no P ii lines, which might be a deficiency
in NIST database. Nonetheless, a few lines of P ii that appear in VALD database have a very
high excitation energy (∼10 eV).
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Figure 3.5: This figure shows the observation (in black), calculated model with
log(nAl/nH) =–4.9±0.31 (in blue) and without aluminum (in red). Top left: clean and strong
Al ii UV multiplet (6) at 1719.442, 1721.244, 1721.271 Å, Top right: An unblended strong Al i
doublet at 1766.381, 1769.133 Å, which is only partly shown due to the large gap in wave-
lengths. Bottom: The strong resonance Al ii line at 1670.787 Å.

We modeled the strong unblended P i UV multiplet (1) around 1774-87 Å window and we
found the abundance of log(nP/nH) =–7.10 for phosphorus. This is a suitable choice since they
are resonance lines with “C” log g f of roughly –0.2. In order to confirm this value we used the
following: a strong P i UV multiplet (4) at 2135 Å, and a strong P i UV multiplet (5) at 1858 Å.
From the dispersion in four values that fit the strong P i lines shown in Figure 3.7, we found an
overall uncertainty of the order of 0.11 dex (see §3.3.3). Figure 3.7 shows the observation and
models.
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Figure 3.6: This figure shows the observation (in black), the calculated model with
log(nSi/nH) =–4.20±0.18 (in blue), and without silicon (in red). Top : An unblended UV
multiplet (1) of Si ii at 1808.012 Å(Left), and 1816.928, 1817.451 Å (Right) but we have shown
this multiplet in two plots, due to the long wavelength gap. Bottom : A strong UV multiplet
(75) at 1770.629 Å(Left) and 1853.152 Å(Right), Note that we only chose two out of several
lines in this multiplet for illustration.

3.4.8 Sulfur, Z=16

In our selection of VALD database, there are 18 S i lines, and 4 S ii lines. However, only 7 S i
lines and 2 S ii lines have a depth that is equal or greater than 0.8 of the continuum and can
be detected easily by eye. The Saha equation predicts that, at this effective temperature, S ii
is the dominant state of ionization with minor contribution from S i (see Table 3.3). This is
not reflected in what appears in our VALD database mostly because in the wavelength window
studied here, the majority of the S ii lines have excitation energies as high as at least ∼12 eV.

We modeled the strong unblended resonance S i UV multiplet (2) around 1820 Å and found
the value of log(nS/nH) =–4.5. This resonance line has an excitation energy of ∼0.05 eV and
a “C+” log g f of –0.5 which makes it a suitable choice for our purpose. This abundance value
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Figure 3.7: This figure shows the observation (in black), the calculated model with
log(nP/nH) =–7.10±0.11 (in blue), and without phosphorus (in red). Top: A strong un-
blended P i UV multiplet (1) at 1774.949 (Left), 1782.829, and 1787.647 Å(Right), but we
have only shown the first and last here. Bottom left: A strong P i UV multiplet (5) at 1858.871,
1859.401 Å, Bottom right: A strong P i UV multiplet (4) at 2135.469, 2136.182, 2149.142 Å.

results in a very good fit for other unblended S i lines such as UV multiplet (1) at 1900 Å.
However, none of the S ii lines in the current linelist produced a good fit with this abundance.
We have shown the S ii line at 1824.024 Å as an example of this clear dispersion. This may
be due to inaccurate determination of the oscillator strength of these lines but revisiting the
database is beyond the scope of this work. The overall uncertainty is very high and of the order
of 0.98 dex. Figure 3.8 shows the models and the observation.

3.4.9 Calcium, Z=20

In the selected linelist here, there are 6 Ca i lines and 28 Ca ii lines. There are 21 Ca ii and no
Ca i lines that have a depth equal or greater than 0.8 of the continuum. There are no Ca iii lines
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Figure 3.8: This figure shows the observation (in black), the calculated model with
log(nS/nH) =–4.50±0.98 (in blue), and without sulfur (in red). Top: S i UV multiplet
(2) at 1807.311, 1820.341 (Left), and 1826.244 Å(Right), Bottom left: UV multiplet (1) at
1900.286 Å, Bottom right: A relatively strong S ii line at 1824.024 Å.

in our line list at this temperature, despite the fact that the Saha equation predicts it to be the
dominant state of ionization in the line forming region of the atmosphere (see Table 3.3). The
second most important state of ionization is Ca ii which is consistent with our database, but the
absence of Ca iii occurs because the majority of these lines arise from relatively high energy
levels (∼28 eV).

In order to determine the abundance of this element, we modeled the Ca iiUV multiplet (11)
at 1814 Å and found log(nCa/nH) =–5.4 for this element. These lines all arise from low lying
energy levels (∼3 eV) and have “C” log g f of roughly –1. However, the best-fitting models
for several different Ca ii lines result in slightly different abundances. Using this dispersion
together with the uncertainties discussed in section 3.3.3, the overall error for this value is of
the order of 0.26 dex. For better illustration, we modeled a few other Ca ii lines: UV multiplet
(4) at 1838 Å, UV multiplet (3) at 2131 Å, A UV multiplet (9) at 2197 Å. Figure 3.9 shows the
model and the observation.
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Figure 3.9: This figure shows the observation (in black), the calculated model with
log(nCa/nH) =–5.40±0.26 (in blue), and without calcium (in red). Top Left: Ca ii UV multiplet
(11) at 1807.337 to 1814.647 Å, Top Right: A UV multiplet (4) at 1838.008 to 1840.060 Å,
Bottom left: A UV multiplet (3) at 2128.750 to 2132.304 Å, Bottom right: A UV multiplet (9)
at 2197.786 to 2208.610 Å.

3.4.10 Scandium, Z=21

In the linelist selected here, there are only 18 Sc ii lines, of which none are deeper than 0.8
of the continuum. The Saha equation predicts Sc ii to be the dominant ionization state which
is consistent with our database. However, the results of the Saha equation also shows that
Sc iii should have almost half as much population as Sc ii but it is completely absent from the
linelist. None of the available lines are blend-free and strong enough for proper abundance
determination of this element. However, we could find an upper limit of log(nSc/nH) =–9.50
for this element using the UV multiplet (1) at 2552 and 2563 Å. The two lines and best-fitting
models are shown in Figure 3.10. Since there is not enough information provided about the
uncertainty on the oscillator strength value for the lines we used here, we can assume the
uncertainty on the upper limit we find to be of the order of 0.3 dex (see §3.3.3).
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Figure 3.10: This figure shows the observation (in black), the calculated model with
log(nSc/nH) =–9.50±0.30 (in blue), and without scandium (in red). UV multiplet (1) at
2552.354 Å (Left) and 2563.189 Å (Right).

3.4.11 Titanium, Z=22

In the subset of the VALD database used here, there are 465 Ti ii lines and 25 Ti iii lines.
There are no Ti iii lines and 21 Ti ii lines that have a depth equal or greater than 0.8 of the
continuum. According to the Saha equation, Ti ii should be the dominant state of ionization
at this temperature (see Table 3.3). This is somewhat consistent with our database, however,
the Saha equation also predicts a small contribution from Ti iii ionization state but our database
has no representatives of this state, mostly because the majority of Ti iii lines arise from high
excitation energy levels (∼9 eV).

In order to estimate the abundance for this element we modeled Ti ii UV multiplet (16) at
2862 Åand found log(nTi/nH) =–6.60. This line arises from a low lying energy level of ∼1 eV
and a “B+” log g f of roughly –0.5 and it is suitable for our purpose. There is a slight difference
between the abundances that result in the best fit among Ti ii lines lines shown in Figure 3.11.
This dispersion together with the uncertainties described in section 3.3.3 yields an error of the
order of 0.18 dex. We also illustrated the modeled spectrum using the following; UV multiplet
(16) at 2851 Å, and UV multiplet (14) at 2877 Å, and a triplet in between 1642 Å to 1830 Å
window.

3.4.12 Vanadium, Z=23

In our subset of VALD database, there are 446 V ii and 16 V iii lines overall. Among them,
there are no V iii lines and only 7 V ii lines that have a depth equal or greater than 0.8 of the
continuum. The Saha equation predictions shows that V ii is the dominant ionization state at
this temperature. The database reflects this results.

We determined the abundance of vanadium using the V ii UV multiplet (12) at 2880 Å
and found log(nV/nH) =–7.2. This is a resonance line (∼0.3 eV) with a “B” log g f value of
approximately –1.0. As shown in Figure 3.12, V ii lines are best fit with slightly different
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Figure 3.11: This figure shows the observation (in black), the calculated model with
log(nTi/nH) =–6.60±0.18 (in blue), and without titanium (in red). Top: Ti ii UV multiplet (16)
at 2862.319 Å(left),and 2851.101 Å(Right), Bottom left: A UV multiplet (14) at 2877.434 Å,
Bottom right: triplet of Ti ii at 1642.630, 1650.623, 1830.463 Å.

abundances. From this dispersion together with the uncertainties discussed in section 3.3.3,
we estimated an overall error of 0.26 dex. For better illustration we also modeled a V ii UV
multiplet (18) in 1636 Å to 1643 Å window. Figure 3.12 shows the observations and modeled
lines.

3.4.13 Chromium, Z=24

In the subset of VALD database used here, there are overall 38 Cr i, 2140 Cr ii lines and 87
Cr iii lines. Among these, there are no Cr i or Cr iii lines, and only 106 Cr ii lines that have a
depth which is equal or greater than 0.8 of the continuum. This is reflected in the results of the
Saha equation which predicts that at this temperature, Cr,ii is the dominant state of ionization.

To determine the abundance, we modeled one of the Cr ii multiplets at 1718 Å and found
log(nCr/nH) =–5.65. This line arises from a relatively low lying energy state (∼4 eV) and has
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Figure 3.12: This figure shows the observation (in black), calculated model with
log(nV/nH) =–7.2±0.26 (in blue) and without vanadium (in red). Top left: V ii UV multi-
plet (12) at 2880.016, 2882.494 Å, Top right: UV multiplet (18) at 1636.023 Å, Bottom: UV
multiplet (18) at 1637.562 Å (Left), 1643.059 Å (Right).

an oscillator strength of roughly –0.5, the accuracy of which is not specified by NIST.

Due to absence of strong and blend-free chromium lines in other states of ionization, we
could not determine whether there is a dispersion in between the best-fitting abundance values
for different ionization states. However, we modeled a few other Cr ii lines for the purpose
of confirmation and better illustration (see Figure 3.13), and we find that the abundance that
results in the best-fitting model in each one of these lines is slightly different. The overall
uncertainty of this value, including the uncertainties discussed in section 3.3.3, is of the order
of 0.31 dex. In Figure 3.13 we have shown the model and observation for a few other lines:
a part of a Cr ii UV multiplet in between 2858–62 Å window, a small window of a Cr ii UV
multiplet at 1898 Å, together with a rather weak but unblended Cr ii line at 1899 Å, and also a
small window of another UV multiplet around 1732 Å.
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Figure 3.13: This figure shows the observation (in black), calculated model with
log(nCr/nH) =–5.65±0.31 (in blue) and without chromium (in red). Top left: A part of a
Cr ii multiplet at 1718.475 Å, Top right: A small part of a Cr ii UV multiplet at 2860.933,
2862.570, 2858.908 Å, Bottom left: Cr ii UV multiplet at 1898.980 Å, together with a rather
weak but unblended Cr ii line at 1899.642 Å, Bottom right: A part of another UV multiplet at
1732.073 Å.

3.4.14 Manganese, Z=25

In the database selected here, there are 27 Mn i lines, 1550 Mn ii lines, and 3 Mn iii lines.
Among these, there are no Mn i or Mn iii lines and 62 Mn ii lines that have depth that is equal
or greater than 0.8 of the continuum. The fact that Mn ii is the dominant ionization state in our
linelist is consistent with the prediction of the Saha equation shown in Table 3.3.

We modeled a part of an Mn ii UV multiplet at 1868.585 Å. We found the abundance of
log(nMn/nH) =–5.90. This line has a relatively low excitation energy (∼2 eV) and a log g f

of roughly –1.5, the accuracy of which is not determined by NIST. For better illustration and
re-confirmation of this value, we also modeled a strong Mn ii resonance line at 2576 Å(“A+”
log g f ∼ 0.4), A small window of an Mn ii UV multiplet at 1714 Å, and a resonance Mn i
line at 2798 Å. These lines and their best-fitting models are shown in Figure 3.14. Note that
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Figure 3.14: This figure shows the observation (in black), calculated model with
log(nMn/nH) =–5.90±0.22 (in blue) and without manganese (in red). Top left: A part of
an Mn ii UV multiplet at 1868.585 Å, Top right: A strong Mn ii resonance line at 2576.103 Å,
Bottom left: A small window of an Mn ii UV multiplet at 1714.385 Å, Bottom right: A
resonance strong Mn i at 2798.266 Å.

the best-fitting models presented in Figure 3.14, are all modeled using the same abundance.
However, it is evident from the goodness of the fits, that this value is uncertain. Together with
the uncertainties discussed in section 3.3.3, we estimate an overall error of 0.22 dex for the
measured abundance.

3.4.15 Iron, Z=26

The line list selected here, contains 1107 Fe i lines, 5797 Fe ii lines, and 421 Fe iii lines in total.
Among them there are 29 Fe i lines, 1038 Fe ii lines, one Fe iii line that have a depth that is equal
or greater than 0.8 of the continuum. There is a clear dominance in Fe ii which is consistent
with the results of the Saha equation at this temperature (see Table 3.3).

We estimated the abundance of log(nFe/nH) =–3.75 using a small window of a Fe ii UV
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Figure 3.15: This figure shows the observation (in black), calculated model with
log(nFe/nH) =–3.75±0.24 (in blue) and without iron (in red). Top left: A small window
of a Fe ii UV multiplet at 1685.954 Å, Top right: One window of an Fe ii UV multiplet at
2828.626 Å, Bottom left: A part of an Fe iii multiplet at 1895.473 Å, Bottom right: A strong
resonance Fe i lines at 1883.778 Å.

multiplet at 1685 Å. For better illustration, we also modeled the following: one window of an
Fe ii UV multiplet at 2828 Å, a part of an Fe iii multiplet at 1895 Å, a strong resonance Fe i
lines at 1883 Å. Figure 3.15 shows these lines and their best-fitting models using the same
abundance. However, it is evident that this abundance does not result in the best-fitting model
for all of the ionization states. The overall uncertainty associated with this abundance, due to
both the difference ionization states and the uncertainties discussed in section 3.3.3 is of the
order of 0.24 dex.

3.4.16 Cobalt, Z=27

In our selected line list, there are 41 Co i lines, 746 Co ii lines, and 27 Co iii lines overall.
Among them, there are no Co i and Co iii, and 66 Co ii lines that have depth equal or greater
than 0.8 of the continuum. The dominance of Co ii is consistent with the prediction of the Saha
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Figure 3.16: This figure shows the observation (in black), calculated model with
log(nCo/nH) =–6.50±0.12 (in blue) and without cobalt (in red). Top left: A small window
of a Co ii UV multiplet at 2694.683 Å, Top right: A small part of a Co ii UV multiplet at
1687.847 Å, Bottom left: A small part of a Co ii UV multiplet at 1706.899 Å, Bottom right: A
small part of a Co ii UV multiplet at 1845.927 Å

equation at this temperature (see Table 3.3).

We find the abundance of log(nCo/nH) =–6.50 for this element through modeling a small
window of a Co ii UV multiplet at 2694 Å. These lines have low excitation energy (∼1 eV)
and a “C+” log g f value of –0.5. We also modeled the a small part of the following Co ii
UV multiplets for better illustration; 1687 Å, 1706 Å, 1845 Å. These lines and their best fitting
models using the same abundance are shown in Figure 3.16. There are no other strong and
blend free lines available in any other state of ionization so it is not possible for us to determine
whether there is any dispersion associated with that. However, from the figure it appears that
there a slight difference between the abundance that results in the best-fitting models even
among Co ii lines. The overall error, including the uncertainties discussed in section 3.3.3, is
of the order of 0.12 dex.
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3.4.17 Nickel, Z=28

The selected database here contains 204 Ni i, 658 Ni ii, and 175 Ni iii lines overall. However,
only 6 Ni i, 136 Ni ii and no Ni iii lines that have depth equal or greater than 0.8 of the con-
tinuum. The dominance of Ni ii is consistent with the results of the Saha equation (see Table
3.3).

We modeled a strong resonance Ni ii line at 1703.410 Å and found log(nNi/nH) =–5.05. The
log g f value for this line is estimated to be –1.1 but there is no information on NIST about its
accuracy. We confirmed this value by also modeling: I) a resonance Ni i line at 2320 Å, with
“C” log g f of roughly 0.8, II) a strong Ni i line at 2321 Å, with “E” log g f of roughly 0.5, III) a
small window of an Ni ii multiplet at 2312 Å IV) a very strong Ni ii line at 1900 Å. For the last
two, there is no information on NIST regarding the inaccuracies of their measurements. Figure
3.17 shows these lines and their best-fitting models using the same abundance. It appears that
the exact same abundance can not reproduce all the ionization states of nickel perfectly well.
We estimate the overall uncertainty on this abundance, taking into account the uncertainties
discussed in section 3.3.3, to be of the order of 0.36 dex.

3.4.18 Copper, Z=29

In the selected linelist here, there are 21 Cu i lines and 29 Cu ii lines. Among these lines, there
are only 13 Cu ii lines that are equal or deeper than 0.8 of the continuum. The Saha equation
predict Cu ii as the dominant state of ionization at this temperature and in the line forming
region which is consistent with the database used here.

We modeled the strong Cu ii line at 2148.983 Å and found log(nCu/nH) =–7.00 for copper.
This line arises from a relatively low energy of ∼2 eV and has a log g f of –0.5, the accuracy
of which is not provided by NIST. We also modeled the Cu ii line at 2189 Å(E=3.2 eV), and
Cu i lines at 2165 Å(E=0.0 eV), 2230 Å(E=1.4 eV). The observation and models are shown in
Figure 3.18. It appears that the abundance that results in the best-fitting model for Cu i lines
is slightly different (log(nCu/nH) =–7.2). Taking into account the uncertainties discussed in
section 3.3.3, the overall uncertainty associated with this value is of the order of 0.21 dex.

3.4.19 Zinc, Z=30

In the subset of the VALD list selected here, there are 9 zinc lines in total. There is only one Zn i
lines with the depth of roughly 0.9 of the continuum. There are three Zn ii and five Zn iii lines
present that in the strongest case are 0.1 of the continuum. The Saha equation predicts Zn ii
as the dominant ionization state at this temperature which is not consistent with our database
(Table 3.3). This is mostly due to the fact that majority of Zn ii lines have fairly high excitation
energies of about ∼6 eV. the NIST database does not provide much information about this
matter either.

Despite lack of unblended lines, we used the lines of Zn i at 2138.5730 and Zn ii at 2557.948 Å,
and found a value of log(nZn/nH) =–6.70 for this element. The proper estimate of the error on
this value requires more clean lines which we do not have, also there is not enough informa-
tion available about the accuracy of the oscillator strength on the lines we used to model this
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Figure 3.17: This figure shows the observation (in black), calculated model with
log(nNi/nH) =–5.05±0.36 (in blue) and without nickel (in red). Top left: a strong resonance
Ni ii line at 1703.410 Å, Top right: A resonance Ni i line at 2320.034 Å and a strong Ni i line at
2321.383 Å, Bottom left: A small window of an Ni ii multiplet at 2312.917 Å together with a
strong Ni ii line at 2312.315 Å, Bottom right: A very strong Ni ii line at 1900.929 Å.

line, therefore, the uncertainty on this upper limit is assumed to be of the order of 0.3 dex (see
§3.3.3). Figure 3.19 shows the observation and models.

3.4.20 Yttrium, Z=39

In the subset of VALD list selected here, there are 5 Y ii and 4 Y iii lines and none of them
have a depth that is greater than 0.8 of the continuum. According to the Saha equation, Y ii
should be the dominant state of ionization which despite the rarity of Y lines seems to be the
case in our database. However, the Y ii lines were too weak to be of any use for abundance
determination.

We modeled two Y iii lines around 2367 Å, and 2414 Å, and found log(nY/nH) =–7.90.
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Figure 3.18: This figure shows the observation (in black), calculated model with
log(nCu/nH) =–7.00±0.21 (in blue) and without copper (in red). Top left: A strong unblended
Cu ii line at 2148.983 Å, Top right: A strong unblended Cu ii line at 2189.629 Å, Bottom left:

An unblended Cu i line at 2165.095 Å, Bottom right: a relatively weak and blended Cu i line at
2230.085 Å.

These line are both resonance lines (E=0.0 eV) and they have log g f values close to –0.2.
There is no information on NIST on the accuracy of these values. The dispersion between the
best-fitting abundance values can not easily be determined because there is not a noticeable
dispersion between the two available lines that we modeled, and because lines of other ioniza-
tion states for this element are not clean or easy to model. Therefore, due to lack of available
information, the uncertainty is assumed to be of the order of 0.3 dex (see section 3.3.3). Figure
3.20 shows the observation and the models.

3.4.21 Zirconium, Z=40

In our selected linelist, there are 58 Zr ii lines and 20 Zr iii lines and none of them are deeper
than 0.8 of the continuum. According to the Saha equation dominant states of ionization are
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Figure 3.19: This figure shows the observation (in black), calculated model with
log(nZn/nH) =–6.70±0.30 (in blue) and without zinc (in red). Left: This shows a Zn ii line
at 2557.948 Å which illustrates that this value is also an upper limit upon increase of which
the model will no longer fit the observation properly. Right: Zn i line at 2138.573 Å, in which
if we add any more abundance to zinc, it will appear as an excess absorption on top of what
already looks like a relatively good fit.
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Figure 3.20: This figure shows the observation (in black), calculated model with
log(nY/nH) =–7.90±0.30 (in blue) and without yttrium (in red). Both line are relatively clean
Y iii lines at Left: 2367.228 Å, and Right: 2414.643 Å.
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Figure 3.21: This figure shows the observation (in black), calculated model with
log(nZr/nH) =–8.30±0.29 (in blue) and without zirconium (in red). Top left: A strong un-
blended Zr iii at 1798.047 Å, Top right: A moderately strong Zr iii line at 1790.113 Å, Bottom

left: A blended Zr ii line at 2571.391, 2571.457 Å, Bottom right: A resonance blended Zr ii line
at 2567.637 Å.

Zr ii and Zr iii respectively with minor to no contribution from other states (see Table 3.3).

We modeled a resonance unblended Zr iii line at 1798 Å with log g f of almost zero for
which no accuracy is provided by NIST . We found log(nZr/nH) =–8.30. We also modeled the
moderately strong Zr iii line at 1790 Å(E=0.1 eV) a blended Zr ii line at 2568 Å(E=0.1 eV), a
blended Zr ii resonance line at 2567 Å. These lines and models are shown in Figure 3.21. The
plots shows that different states of ionization are best fit with a slightly different abundance.
The overall uncertainty associated with this value, including the discussions of section 3.3.3,
is of the order of 0.29 dex.



96 Chapter 3. Ultraviolet Spectral Synthesis of HD72660

2683.0 2683.5 2684.0 2684.5
λ[A]

0.0

0.2

0.4

0.6

0.8

1.0

Figure 3.22: This figure shows the Mo ii lines at 2683.234, 2684.140 Å (in black), calculated
model with log(nMo/nH) =–9.00±0.30 (in blue) and without molybdenum (in red).

3.4.22 Molybdenum, Z=42

There are 17 Mo ii lines in the selected list here and none of them are deeper than 0.8 of the
continuum. Mo ii is the dominant state of ionization according to the Saha equation (see table
3.3). Even though there are not many lines available, we have made use of the two relatively
weak but unblended Mo ii lines in the 2683-84 Å window and found log(nMo/nH) =–9.00 for
the abundance of this elements. This feature has an excitation energy of around 1.5 eV and
log g f close to zero. There is no information regarding the accuracy of these measurements in
the NIST database. The uncertainty could not be determined because we did not have access
to enough clean and unblended lines in order to estimate the dispersion in between them (or
even various states of ionization). Therefore, the uncertainty for this value comes from what
was discussed in section 3.3.3 and is of the order of 0.3 dex. The line and model is shown in
Figure 3.22.

3.4.23 Ruthenium, Z=44

Among the 45 Ru ii lines present in the selected VALD list, there are no unblended lines that are
strong enough to serve the purpose of abundance determination. Instead, we used a resonance
multiplets of Ru ii at 1896.464, 1897.461, 1875.578 Å, and 1877.201 Å(E=0.1 eV) to estimate
an upper limit for the abundance of this element log nRu/nH ≤–10.50. All these lines have a
log g f of zero but NIST does not provide any information on their accuracy. The uncertainty on
this value can not be determined due to lack of clear lines, however following the discussions
in section 3.3.3, it is affected by an uncertainty of the order of 0.3 dex.
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3.4.24 Rhodium, Z=45

Among the 7 Rh ii lines present in the selected VALD list, there are no lines with depth greater
than 0.8 of the continuum. There are no unblended lines that can be used for abundance de-
termination. Instead, we used the line at 1637.905, 1668.758 Å to estimate an upper limit for
the abundance of this element log nRh/nH ≤–10.0. These two lines arise from a relatively low
lying energy level (E∼0.3 eV) and log g f of zero. NIST does not have any information on
the accuracy of this value. The uncertainty could not be determined because we did not have
access to enough clean and unblended lines in order to estimate the dispersion in between them
(or even various states of ionization). The assumed uncertainty on this value would be of the
order of 0.3 dex as discussed in section §3.3.3.

3.4.25 Tin, Z=50

In the VALD list used here, there are 7 Sn ii lines and the strongest of them is almost half of the
continuum level. Due to lack of clean and unblended lines, we only modeled the resonance line
at 1757 Å, to determine the abundance and found log(nSn/nH) =–8.8. The log g f of this line
is roughly –0.5 but NIST does not provide any information on the accuracy. The uncertainty
associated with this value is not easy to determine due to absence of enough clean and un-
blended lines for a noticeable dispersion (or even in various states of ionization). However, the
fit presented here is not perfectly recreating the observation. We varied the abundance to higher
and lower values but we did not achieve a perfect match. The two values which are just below
or above the perfect match give us a difference of 0.6 in the abundance which corresponds to
twice the reasonable fitting uncertainty. Thus overall, the uncertainty on this abundance, in-
cluding the 0.1 dex discussed in section 3.3.3, is of the order of 0.4 dex. Figure 3.23 shows the
observation and model.

3.4.26 Barium, Z=56

In the subset of VALD selected here, there are only 3 Ba ii lines. The strongest of them is
almost 0.4 of the continuum. The Saha equation predicts Ba iii to be the dominant ionization
state at this temperature but that is not the case in our database (see Table 3.3). This is mostly
due to the fact that majority of Ba iii lines in the wavelength range studied here arise from a
fairly highly excited state at about ∼17 eV.

We modeled the two blended lines of Ba ii at 2304 Å, and 2335 Å and managed to find an
upper limit of log(nBa/nH) ≤–9.65 for this element. The NIST database does not provide any
information on the accuracy of the log g f values for these two lines but according to the VALD
list they are both close to 1.2. The error on this value can not be estimated due to lack of
enough clean and unblended lines. However, the error of 0.3 dex is applicable as discussed in
section 3.3.3. Figure 3.24 shows the observation and the models.

3.4.27 Ytterbium, Z=70

In the VALD list selected here, there are 4 Yb ii and 1 Yb iii lines, none of which are deeper
than 0.8 of the continuum. The Saha equation predicts that at this temperature, Yb ii and Yb iii,
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Figure 3.23: This figure shows the Sn ii line at 1757.905 Å (in black), calculated model with
log(nSn/nH) =–8.8±0.4 (in blue) and without tin (in red).
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Figure 3.24: This figure shows the observation (in black), calculated model with
log(nBa/nH) =–9.65±0.30 (in blue) and without barium (in red). Both lines are Ba ii, left:one at
2304.249 Å, and right: the other at 2335.270 Å.

are both almost equally dominant (see Table 3.3).

Even though all of these lines are resonance lines, the majority of them are heavily blended.
We used the only fairly unblended line Yb iii at 1873 Å, and determined the abundance of
log(nYb/nH) =–9.00. It is a resonance line with log g f value of –0.6, for which NIST does not
provide any information on its accuracy. The uncertainty could not be determined because we
did not have access to enough clean and unblended lines in order to estimate the dispersion in
between them (or even various states of ionization). The overall uncertainty is of the order of
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Figure 3.25: This figure shows the Yb iii at 1873.879 Å (in black), calculated model with
log(nYb/nH) = –9.00±0.30 (in blue) and without ytterbium (in red).

0.3 dex, based on the considerations of Section 3.3.3.

3.4.28 Osmium, Z=76

This lines of this element are barely detectable in the spectrum, even though there are 21 lines
in the VALD list. We used the Os ii line at 2563.163 Å to determine an upper limit of –12.0
for this element. The strongest line is almost 0.3 times the depth of the continuum but heavily
blended that is virtually impossible to model this line. The uncertainty on this value is of the
order of 0.3 dex as discussed in section 3.3.3.

3.4.29 Platinum, Z=78

In the subset of VALD list selected here there are 22 Pt ii lines and none of them are deeper
than 0.8 of the continuum. There was no clean and unblended Pt lines in our sample. The
Saha equation predicts Pt ii as the dominant state of ionization which is consistent with our
database (Table 3.3). Despite the lack of good lines, we still used a small window of a Pt ii
UV multiplet at 1777 Å(E∼0.59 eV, log g f ∼0.70), and a small window of another multiplet
at 1883 Å(E∼1.65 eV, log g f ∼1.2) to determine an upper limit of log(nPt/nH) ≤–9.50 for this
element. NIST does not provide any information regarding the accuracy of the log g f values
for these two lines. Figure 3.26 shows the observation and the models at these wavelengths.
The uncertainty could not be determined because we did not have access to enough clean and
unblended lines in order to estimate the dispersion in between them (or even various states of
ionization). However, the uncertainty of 0.3 dex, discussed in section 3.3.3, is applicable to
this value.
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Figure 3.26: This figure shows the observation (in black), calculated model with
log(nPt/nH) =–9.50±0.30 (in blue) and without platinum (in red). Both lines belong to Pt ii
at left: 1777.086 Å and right: 1883.058 Å.

3.4.30 Gold, Z=79

Among the six Au ii lines present in the selected VALD list, there are no unblended lines that
we can use to determine the abundance of gold. Instead, we used the line at 1749.756 Å to
estimate an upper limit for the abundance of this element log(nAu/nH) ≤–9.00. This line arises
from a relatively low lying energy level (∼2 eV) and log g f of zero. NIST does not provide
any information about the accuracy of this value. The Saha equation also predicts Au,ii as the
dominant state of ionization which is consistent with what we extract from our database. The
uncertainty is 0.3 dex from the sources discussed in section 3.3.3.

3.4.31 Mercury, Z=80

In the subset of VALD list there is only one Hg ii line that occurs at 1649.937 Å. This line is a
resonance lines and has log g f of ∼0.3 and a depth that is 0.6 that of the continuum. The NIST
database does not provide information on the accuracy of this oscillator strength. The Saha
equation predicts a much greater contribution from Hg ii at this temperature (see Table 3.3)
which is not consistent with the database we have. This is mainly due to the fact that majority
of Hg ii lines arise from high excitation states of about ∼10 eV.

The one available line is strong enough for us to determine the abundance. We find the
value of log(nHg/nH) =–9.20 but due to lack of enough clean lines we can not assign a proper
error to this value. The 0.3 dex error from all the sources discussed in section 3.3.3 is still
applicable. Figure 3.27 shows the observation and models.

3.4.32 Lead, Z=82

Among the six Pb ii lines present in the selected VALD list, there are no unblended lines that
we can use to determine the abundance of lead. Instead, we used the lines at 1682.127 and
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Figure 3.27: This figure shows the line at 1649.937 Å(in black), calculated model with
log(nHg/nH) =–9.20±0.30 (in blue) and without mercury (in red).

1726.803 Å to estimate an upper limit for the abundance of this element log(nPb/nH) ≤–10.00.
Both of these lines are resonance lines and they have log g f of –0.5 and zero, respectively. The
NIST database does not provide any information about the accuracy of these values. The error
on this abundance measurement is therefore 0.3 dex from all the sources discussed in section
3.3.3.

3.4.33 The Missing Lines

Up to this point, we have done the spectrum synthesis from which we determined the abun-
dances of several elements using the atomic data provided in the VALD database. However,
the spectrum of HD72660 still shows some relatively strong lines that are missing from the cal-
culated model (see e.g. 1660.04 Å, 1655.97 Å, 1160.04 Å, 1712.07 Å, 1732.30 Å, 1751.21 Å,
1874.55 Å, 1874.25 Å, 2847.20 Å, etc. in Appendix C).

We first investigated the possibility of these missing lines existing in the VALD list but
with incorrect log g f values. There are several ways to extract data from the VALD database.
For this purpose, we used the “Extract All” option which extracts all transitions for all lines
of a given element within a certain wavelength interval. For some of the strongest missing
features, we extracted a short list within a small matching wavelength interval. Even though
the resulting list contained a few good candidate lines for the unidentified features, the change
in the oscillator strength that was required to achieve a good fit was not plausible. Although we
found a few good coincidences, in all cases no reasonable change in oscillator strength would
lead to a good fit. Therefore, we did not continue this investigation any further.

The hydrogen Lyman series also can not be a possible reason for missing lines since it does
not occur in the wavelength window studied here. We suspect that most of the remaining strong
unidentified features are high-excitation lines of abundant ions, perhaps usually of iron peak
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Figure 3.28: This figure shows a comparison between the solar abundances of 29 elements
and the abundances obtained from this work and the literature. Note that the literature values
are the mean taken from Table 3.1. The arrows represent upper limits.

elements, that simply lack oscillator strengths. The proper identifications of these lines as well
as the possible correction to the oscillator strength values, can be the focus of a future work.

3.5 Discussion & Conclusion

3.5.1 Comparison with Literature

This work presents a detailed UV spectral synthesis for HD72660. It is important to com-
pare the outcome of this new approach with previous work. The results of this study are
listed in Table 3.2, and shown graphically in Figure 3.28. In this project, we investigated the
abundance of 32 elements covering atomic numbers from Z=6-82. We attempted to derive an
abundance for every single element that we investigated but in eleven cases, we had to set-
tle for an upper limit. These elements include: Nitrogen (–4.7, see §3.4.2), Oxygen (–2.5,
see §3.4.3), Scandium(–9.5, see §3.4.10), Zinc (–6.7, see §3.4.19), Ruthenium (–10.5,



3.5. Discussion & Conclusion 103

see §3.4.23), Rhodium (–10.0, see §3.4.24), Barium (–9.65, see §3.4.26), Osmium (–12.0, see
§3.4.28), Platinum (–9.5, see §3.4.29), Gold (–9.0, see §3.4.30), Lead (-10.0, see §3.4.32).

The upper limits we find for O, Zn, Rh, Pt, Au are higher than solar whereas that of N, Sc,
Ru, and Os are lower than solar and exceptionally Ba, Pb are almost solar (see Figure 3.28).

There are two elements, sodium and neodymium, that have been studied in the optical
spectra [34] and their abundances are listed in table 3.1. In case of sodium, the majority of
the transition that occur in the wavelength range studied here are in the form of Na iii, Na iv,
Na vi, and Na vii. However, their excitation energies range from 51 eV to 143 eV which is very
high for them to occur in our spectrum. The element neodymium does not have any useful
transitions in our wavelength window.

Table 3.1 provide a list of elemental abundances found in the literature for this particular
target. Most of these abundance that have been reported before are almost solar (see Figure
3.28). Aside from sodium and neodymium, there are 13 elements that are revisited in this work:
C, N, O, Mg, Si, Ca, Ti, Cr, Fe, Ni, Zn, Y, Ba.

Our results show that carbon is the only element for which we find a sub-solar abundance.
We find a higher abundance for Ti, Cr , Fe , Ni, Zn, Y compared to their solar value which is
almost equal to their literature values. We find that the abundances of Mg , Si, Ca are almost
equal to their literature or solar value. For barium and nitrogen we already described the upper
limits above.

There are 12 new elements that we investigated in this work with detailed synthesis for the
first time and managed to find a value for their abundance. They include the following: Al,
P, S, V, Mn, Co, Cu, Zr, Mo, Sn, Yb, Hg. We find that all of these element have abundances
higher than solar except for phosphorous which is less than solar. Sulfur also has a very large
error bar so it is rather difficult to comment on whether or not it is higher or lower than solar
value.

The purpose of this project, as described in §3.1, was to revisit the abundance analysis
and spectrum synthesis in the UV. The task has been accomplished and our result, on average,
suggest slightly higher abundances compared to the results of previous studies.

The high abundance that we find for elements such as mercury, together with an atmo-
spheric excess of elements such as manganese, yttrium, zirconium, platinum, suggest that this
star may belong to a category of stars known as “mercury-manganese (Mn-Hg)” type star.

On the other hand, our results clearly indicate the presence of lanthanides which are a series
of chemical elements with atomic number 57 through 71. They are chemically similar to scan-
dium and yttrium, and they are also referred to as “rare earth elements”. Our results include a
few of these rare earth elements and they show a very high abundance: Y (Z=39, log(nY/nH) =–
7.9), Yb (Z=70, log(nYb/nH) =–9.0) and also from optical windows Nd (Z=60, log(nNd/nH) =–
10.5). Showing an evidence for the presence of lanthanides can put this star into another
category known as “Am“ type stars. This can provide a supporting argument for what was sug-
gested by [36]: HD72660 may represent a transition object in between a late-B type Hg-Mn
star and Am type stars.

3.5.2 Further considerations and future work

One of the important phenomena that needs to be taken into consideration is the presence of
stellar winds. One of the numerous stellar wind indicators in a spectrum is blue-shifted excess
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absorption in the wings of resonance lines [15, 16]. We have modeled resonance lines of Mn ii
at 2576.103 Å, Mg ii at 2802.705 Å, and 2795.528 Å, Si ii 1808.0126, 1816.928, 1817.45 Å, and
they appear to be the strongest such lines present in regions for which we have data and that
we can model confidently. All of these lines are modeled reasonably well (see Figures 3.14,
3.4, 3.6, respectively) and neither one of them show an excess blue wing absorption. Modeling
with a data covering a larger wavelength window, could further clarify this situation. In any
case, evidence of detectable (mixed) stellar wind in this star is absent.

In a calm atmosphere of a slowly rotating star like HD72660 (vsini∼6 km s−1 ), some
heavier elements sink under the force of gravity through the ambient hydrogen and they drift
downwards into the stellar interior. This process is known as “diffusion”. However, in some
cases like HD72660, we observe a large abundance of heavy elements and lower abundance
of lighter elements in the atmosphere. This suggests that there must be another phenomena to
counteract the effects of downward diffusion. This kind of abundance anomaly can occur when
radiation pressure from the stellar interior, reverses the downward drift of the low-abundance
elements. This phenomenon is known as “radiative levitation” which can operate particularly
effectively in slowly rotating stars.

The over-abundance of heavy elements we observe in the atmosphere of HD72660 can be
potentially explained by radiative levitation in this star. In a way, it mirrors the phenomenon
observed by Hill & Landstreet [8], that even most normal but slowly rotating A0V stars seem
to have overabundance of some heavy elements such as Zr, Ba and La.

The evolution on the main sequence and later stages, are greatly influenced by the struc-
ture and processes such as separation and complex mixing that occur in the stellar interior and
envelopes, thus study of chemical abundances in a star can provide powerful tools to investi-
gate these processes. Obtaining accurate measurements of the relative abundances of as many
elements as possible is an essential first step to interpreting the information content of stellar
chemistry. In this work we show that spectrum synthesis in the ultraviolet wavelength window
makes a useful contribution to understanding sharp-line A-type stars such as HD72660
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Table 3.1: HD72660 - Summary of Literature Abundances (log N/NH). (1) Varenne [33] with
vsini=6 km s−1, ξ=2.5 km s−1, (2) Landstreet et al. [21, and unpublished] with vsini=5.0±0.5
and ξ=2.3±0.3 for the published work and vsini=5.6 km s−1, ξ=2.3 km s−1for the unpublished
work in the optical, (3) Varenne & Monier [34] with vsini=10±2 km s−1, for which superscripts
u and o mean that the value is obtained from UV or Optical lines, respectively. (4) Wahlgren
& Leckrone [37] with vsini=6.0±0.5 and ξ=2.0 whose results imply a typical abundance in the
range of +1.0 to +1.5 dex, with respect to the solar values.

Species (1) (2) (3) (4)
C –3.45 ≤–4.45u

N .–5.03u

O –3.13±0.04 –3.64±0.15o

Na –5.67±0.17 –4.91±0.18o

Mg –4.42±0.14 –3.55 –3.97
Si –4.45±0.19 –4.20±0.11 –3.89±0.15o & .–4.45u

Ca –5.64±0.11 –5.56±0.15o

Ti –6.98±0.06 –6.72 –6.10±0.10o

Cr –6.33±0.16 –6.09±0.10 –5.47o & ∼–6.03u

Fe –4.5±0.04 –4.35±0.12 –3.80±0.05o & ∼–4.5u

Ni –5.75±0.08 –5.17 –4.91o

Zn –8.20 ∼–6.70u

Y –9.76
Mo –8.92
Ba –9.87 –8.60 –8.47o –8.81
Nd –10.50
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Table 3.2: This table shows the abundances determined in this work for every element studied,
solar abundances from Scott et al. [32, I & II], Grevesse et al. [9] and Asplund et al. [1], and the
wavelengths used to determine these values. The sign ↓means the given value is an upper limit.

Species log(N/NH) log(N/NH)⊙ Unblended Lines
Wavelengths[Å]

C –4.10±0.10 –3.57±0.05 1656.928, 1657.379,1657.907, 1657.008, 1658.121, 1751.823
N –4.70±0.30 (↓) –4.17±0.05 1745.252, 1745.260, 1742.729, 1742.719
O –2.50±0.30 (↓) –3.31±0.05 1641.305, 1868.655

Mg –4.20±0.22 –4.41±0.04 1827.935, 2852.126, 2795.528, 2802.705
Al –4.90±0.31 –5.57±0.04 1719.442, 1721.244, 1721.271, 1766.381, 1769.133
Si –4.20±0.18 –4.49±0.03 1808.012, 1816.928, 1817.451, 1770.629, 1853.152
P –7.10±0.11 –6.59±0.03 1774.949, 1782.829, 1787.647, 1858.871, 1859.401, 2135.469, 2136.182, 2149.142
S –4.50±0.98 –4.88±0.03 1807.311, 1820.341, 1826.244, 1706.360, 1707.13, 1900.286

Ca –5.40±0.26 –5.68±0.03 1807.337-1814.647, 1838.008-1840.060, 2128.750-2132.304, 2197.786-2208.610
Sc –9.50±0.30 (↓) –8.87 2552.354, 2563.189
Ti –6.60±0.18 –7.07±0.04 1642.630, 1650.623, 1830.463, 2877.434, 2851.101, 2862.319
V –7.20±0.26 –8.11±0.08 1636.023, 1637.562, 1643.059, 2880.016, 2882.494
Cr –5.65±0.31 –6.38±0.04 1718.475, 1732.073, 1898.980, 1899.642, 2860.933, 2862.570, 2858.908,
Mn –5.90±0.22 –6.58±0.04 1714.385, 1868.585, 2798.266, 2576.103
Fe –3.75±0.24 –4.53±0.04 1685.954, 1883.778, 1895.473, 2828.626
Co –6.50±0.12 –7.12 1687.847, 1706.899, 1845.927, 2694.683
Ni –5.05±0.36 –5.79 1703.410, 1900.929, 2320.034, 2321.383, 2312.917
Cu –7.00±0.21 –7.83 2148.983, 2165.095, 2189.629, 2230.085
Zn –6.70±0.30 (↓) –7.40 2138.573, 2557.948
Y –7.90±0.30 –9.80 2367.228, 2414.643
Zr –8.30±0.29 –9.44 1798.047, 1790.113, 2568.871, 2567.637
Mo –9.00±0.30 –10.12 2684.139
Ru –10.5±0.30 (↓) –10.20 1896.464, 1897.461, 1875.578, 1877.201
Rh –10.0±0.30 (↓) –10.92 1637.905, 1668.758
Sn –8.80±0.40 –10.04 1757.905
Ba –9.65±0.30 (↓) –9.91 2304.249, 2335.270
Yb –9.00±0.30 –10.96 1873.879
Os –12.0±0.30 (↓) –10.59 2563.163
Pt –9.50±0.30 (↓) –10.24 1777.086, 1883.058
Au –9.00±0.30 (↓) –11.03 1749.756
Hg –9.20±0.30 –10.91 1649.937
Pb –10.00±0.30 (↓) –10.09 1682.127, 1726.803
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Table 3.3: The percentile ionization ratios directly measured from the Saha equation. Note that ntot is the total number density in every
state (ntot = n0+n1+n2+n3). Note that this table shows the calculations at two different regions; left column: The region where the
continuum and weak lines are formed (τ ∼0.3 near the short wavelength and ∼1.0 near the long wavelength end of the data, T∼ 9600K,
ne ∼ 2.71 × 1014). and right column: The region where line core of strong line are formed (τ=3×10−4, T ∼ 6900K, ne ∼ 1.35 × 1012),
respectively. [14].

τ ∼ 0.2-1.0 τ ∼ 3×10−4

Species [I] / / / ntot [II]/ntot [III]/ntot [IV]/ntot [I]/ntot [II]/ntot [III]/ntot [IV]/ntot

C 7.19 92.80 3.62×10−5 6.89×10−23 11.71 88.29 3.98×10−8 1.26×10−33

N 54.99 45.00 1.25×10−7 3.37×10−26 90.81 9.19 2.48×10−12 1.37×10−38

O 67.05 32.95 3.80×10−10 4.66×10−32 91.42 8.57 7.05×10−16 5.07×10−47

Mg 2.92×10−2 90.96 9.00 5.11×10−34 9.81×10−3 99.03 0.95 2.04×10−49

Al 0.05 99.55 0.39 3.33×10−9 7.21×10−3 99.98 6.41×10−3 9.08×10−15

Si 0.17 99.16 0.67 4.93×10−11 6.96×10−2 99.89 3.52×10−2 3.99×10−17

P 0.89 99.06 4.40×10−2 1.51×10−11 1.05 98.95 4.64 ×10−4 1.18×10−17

S 3.75 96.24 1.81×10−3 8.82×10−15 4.17 95.82 3.45×10−6 1.36×10−22

Ca 8.93×10−4 17.85 82.15 1.19×10−17 2.47×10−4 33.20 66.79 3.84×10−26

Sc 3.75×10−3 33.45 66.55 9.85×10−6 1.30×10−3 64.10 35.89 5.14×10−9

Ti 9.47×10−3 53.52 46.47 1.19×10−6 3.15×10−3 85.55 14.44 9.81×10−11

V 1.77×10−2 73.85 26.13 1.16×10−7 4.62×10−3 96.02 3.98 1.97×10−12

Cr 2.26×10−2 87.75 12.23 1.09×10−8 5.19×10−3 99.32 0.67 3.07×10−14

Mn 3.94×10−2 92.43 7.53 9.33×10−10 1.18×10−2 99.39 0.59 1.04×10−15

Fe 7.02×10−2 96.02 3.91 1.08×10−9 2.54×10−2 99.74 0.23 3.77×10−15

Co 0.11 97.68 2.21 7.21×10−11 0.038 99.87 8.42×10−2 4.21×10−17

Ni 0.13 98.95 0.92 5.89×10−12 4.08×10−2 99.94 2.04×10−2 9.10×10−19

Cu 0.14 99.52 0.33 4.50×10−13 4.53×10−2 99.95 2.69×10−3 1.15×10−20

Zn 0.26 99.45 0.28 0.00 0.19 99.80 6.8×10−3 0.00
Y 0.14 99.52 0.33 4.50×10−13 4.53×10−2 99.95 2.69×10−3 1.15×10−20

Zr 7.25×10−3 40.00 59.98 3.62×10−4 2.80×10−3 73.47 26.52 3.58×10−7

Mo 3.18×10−2 82.40 17.56 1.58×10−6 9.07×10−3 98.78 1.21 3.37×10−11

Ru 5.62×10−2 97.81 2.13 8.38×10−9 1.55×10−2 99.89 9.36×10−2 6.13×10−14

Rh 6.79×10−2 99.28 0.65 4.10×10−10 1.92×10−2 99.96 1.50×10−2 4.63×10−16

Sn 6.34 ×10−2 94.83 5.10 1.42×10−8 1.77×10−2 99.35 0.63 1.11×10−13

Ba 3.68×10−5 2.20 97.80 0.00 3.38×10−6 2.08 97.92 0.00
Yb 1.43×10−3 24.08 75.91 1.10×10−3 4.31×10−4 45.69 54.29 6.67×10−7

Os 0.17 98.05 1.79 1.98×10−6 7.53×10−2 99.85 6.98×10−2 6.67×10−11

Pt 0.31 99.41 0.27 7.88×10−9 0.18 99.81 4.99×10−3 3.01×10−14

Au 0.43 99.54 2.59×10−2 6.63×10−11 0.28 99.71 1.89×10−4 3.90×10−17

Hg 0.94 98.84 0.21 0.00 1.09 98.90 3.5×10−3 0.00
Pb 6.09×10−2 83.37 16.57 4.04×10−9 0.019 98.07 1.90 1.49×10−14
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Chapter 4

IR Spectroscopy of AGB Stars in the

Galactic Bulge

4.1 Introduction

In the dust (and gas) budget of the galaxy, stars on the Asymptotic Giant Branch (AGB) play
a major role [see 37, 31, 34, for reviews about various aspects of AGB phase]. During this
stellar phase, stars with initial masses between ∼0.8–8 M⊙ lose much of their mass through
a dust-driven wind, and eventually end up as slowly cooling white dwarfs with core masses
between ∼0.5–1.4M⊙ [see e.g. 45, 55]. In fact, while the details are not well understood, the
evolution of the star in this phase is thought to be dominated by mass loss from the surface
rather than nuclear burning in the interior. The mass-loss process on the AGB is thought to
be initiated by stellar pulsations which transport material high above the photosphere while
it cools down, allowing small dust particles to nucleate and grow. Radiation pressure rapidly
accelerates these dust grains and the gas is dragged along. This results in slow (5–20 km s−1),
massive (10−8–10−4 M⊙ yr−1) outflows which last for some 106 yr, amounting to 0–0.07 M⊙ of
dust (and 0.3 to 7 M⊙ of gas) [89, 26].

As a result of this mass loss, the IR spectral appearance of AGB stars – as well as their
evolutionary ‘daughters’, the post-AGB objects and planetary nebulae – is dominated by the
dust ejected during the AGB phase. Previous space-based studies (IRAS and ISO) have re-
vealed a large variety of dust materials in these types of objects, including aluminium-oxides
[58, 7], magnesium-iron oxides [7, 67], and various crystalline and amorphous silicates [for a
review on ISO results see 1]. However, while there is some observational evidence that these
compositional variations are related to the mass-loss rate, the origin of these variations and the
physical and chemical processes driving this complexity are not well understood.

Stardust forms through chemical nucleation and growth in cool (∼ 1000 K), dense (∼ 108 cm−3)
gas. Theoretical studies on dust formation have a long history in astrophysics dating back to
Salpeter [71] for stellar ejecta and Grossman & Larimer [30] for the solar nebula. These and
subsequent studies [75, 48] rely on thermodynamic condensation sequences to predict the com-
pounds formed and the fraction of mass locked up in them. For O-rich ejecta, these thermo-
dynamic studies predict that dust formation starts with the formation of very refractory oxides
(aluminium-oxide, spinel) at a temperature of ∼ 1500 K. Through a variety of gas-solid and
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solid-solid interactions, these compounds are then transformed into calcium-aluminium sili-
cates when the out-flowing gas cools further. At about 1200 K, the majority of the silicon
will condense first as magnesium-rich olivine (forsterite, Mg2SiO4), which reacts with excess
gaseous silicon to transform into pyroxene (enstatite, MgSiO3).

There is qualitative confirmation of these predictions for dust formation in stellar ejecta.
Several observations, mostly IRAS/LRS and ISO/SWS have revealed the presence of many
different dust compounds in O-rich AGB stars [86, 64, 77, 87, 79, 21, 7, 67, 6] and many –
but not all – of these compounds are part of the theoretical condensation sequence. Indeed,
AGB stars with high mass-loss rates show copious amounts of silicates, including crystalline
olivines and pyroxenes. The spectra of AGB stars with low mass-loss rates, on the other hand,
only show evidence for spinel, aluminium-oxide and magnesium-iron oxides [6, 46]. This
difference in spectral structure of AGB stars is thought to reflect the rapid “freeze-out” of the
dust condensation sequence, a term used to indicate that the densities in the dust formation zone
are too low for certain condensation reactions to occur, and therefore the dust condensation
sequence stops at an intermediate step.

Thus, studying a sample of similar stars but with different mass-loss rates is a powerful
way to probe the dust condensation sequence observationally, as the freeze-out will occur at
different densities and therefore stop the condensation sequence at different intermediate steps.
The galactic bulge offers an interesting opportunity to select such a sample, and the sensitivity
of the Spitzer Space Telescope allows to study galactic bulge AGB stars in great detail.

The homogeneity and completeness of our sample can be ensured by carefully selecting
stars which have been detected by the ISOGAL survey [63]. ISOGAL is the second largest
survey program performed with the ISO satellite [47] and provides a point source catalog in
5 wavelength bands and includes near-infrared [DENIS, 20], 7 and 15-µm photometry. This
survey covered about 16 square degrees in the inner galaxy down to a sensitivity of 10 – 20 mJy
in the mid-infrared and ∼ 105 sources were detected which are mostly AGB stars, red giants
and YSOs. The survey is complete for sources which are brighter than 9 magnitudes at 7-
µm and 8 magnitudes at 15-µm [63].

An interesting subset are those ISOGAL sources from fields in the “intermediate” Galactic
bulge (|l| < 2◦ and |b| ≈ 1◦ − 4◦). Stars at these latitudes in the direction of the bulge are
believed to belong to the bulge stellar population which only shows a small range in masses.
These giants have evolved from a population of stars of ≈ 1.5 − 2 M⊙ [29, 6]. Omont et al.
[62] and later Ojha et al. [60] demonstrated that all sources detected in these fields are AGB
stars or stars at the tip of the Red Giant Branch, and that the ISOGAL Ks,0 − [15] colours can
be translated into mass-loss rates (see Fig. 4.1). Radiative transfer modelling of a subset of
ISOGAL sources for which ISOCAM CVF (5–17-µm) data were available [6] showed that
the lowest mass-loss rates detected are & 10−8 M⊙ yr−1. As the ISOGAL sample is complete
in terms of magnitudes, it is also complete for the lowest mass-loss rates (& 10−8 M⊙ yr−1);
therefore, AGB stars from the Galactic bulge which are detected in the ISOGAL sample cover
the full range of mass-loss rates. It starts from the onset of dusty mass loss (∼10−8 M⊙ yr−1)
and covers up to the mass-loss rates of ∼10−4 M⊙ yr−1 associated with the so-called super-wind
phase in OH/IR type AGB stars [see e.g. 84].

With all the stars in these fields originating from about 1.5 M⊙ stars, the main difference
between these objects is their age on the AGB, and colour-magnitude diagrams of these stars
as the one presented in Fig. 4.1 effectively correspond to the evolutionary track on the AGB for
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Figure 4.1: [15]/Ks,o-[15] colour-magnitude diagrams for all sources detected in our selected
ISOGAL fields (left panel) showing a linear sequence of increasingly redder colours (and thus
mass-loss rates) for brighter 15-µm. The right panel shows the representative sample that
we have selected. For comparison, we show three tracks corresponding to AGB stars with
luminosities of 2000, 4000, and 10,000 L⊙ (bottom, middle and top curve respectively) and
with mass loss rates increasing from 10−9 to 3×10−6 M⊙yr−1 (squares on the 4000 L⊙ track
indicate mass-loss rates of 10−9, 10−8, 5×10−8, 10−7, 5×10−7, 10−6 and 3×10−6 M⊙yr−1). The
tracks were obtained using a mixture of amorphous silicate and aluminium-oxide dust [see
24, 25, for the radiative transfer models]. The vertical dot-dashed line represents a track of
increasing luminosity without mass loss. Note that the six OH/IR stars in our sample that were
selected from IRAS have no corresponding 2MASS and ISOGAL fluxes and are therefore not
shown in this CMD (Figures Taken From [6], with permission)

a 1.5 M⊙ star, characterized by varying luminosities and mass-loss rates [see e.g. 23]. These
fields therefore offer unique opportunities to study the evolution of 1.5 M⊙ stars and their
circumstellar material as they evolve on the AGB.

Here, we present a first analysis of Spitzer observations of a sample of AGB stars, selected
from these bulge fields. This sample is the core of an observational program whose main
scientific goal is to study the variations in the dust composition as a function of mass loss rate
and other fundamental stellar parameters. We present the selection criteria and the sample of
stars in § 4.2. The Spitzer-IRS observations and the data reduction steps are detailed in § 4.3.
In § 4.4, we describe the strong and variable emission of interstellar dust that contaminates our
observations. In § 4.5, we describe the spectra, and focus in particular on the “naked stars” –
objects without dust emission. These prove particularly useful to characterize the contribution
of the star and the molecular layers to the infrared spectra, and to assess the effect of interstellar
extinction in § 4.6. We characterize our sample in § 4.7 and present the resulting dust emission
spectra in § 4.8. We summarize our findings in § 4.9.
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Table 4.1: Basic data for our sample of galactic bulge AGB stars.
ID Object a RA Dec b l J H Ks [7] [15] AOR key

[J2000] [J2000] [deg] [deg] [mag] [mag] [mag] [mag] [mag]
c32-1 J174117.5-282957 17:41:17.50 –28:29:57.5 1.037 359.874 9.702 7.872 6.996 5.36 4.42 10421504
c32-2 J174122.7-283146 17:41:22.70 –28:31:47.0 1.005 359.858 ... ... ... 3.47 1.54 10421504
c32-3 J174123.6-282723 17:41:23.56 –28:27:24.2 1.041 359.922 10.715 8.993 8.245 7.57 6.98 10422784
c32-4 J174126.6-282702 17:41:26.60 –28:27:02.2 1.034 359.933 11.557 9.285 7.895 5.44 3.83 10421504
c32-5 J174127.3-282851 17:41:27.26 –28:28:52.1 1.016 359.908 10.008 8.306 7.304 5.78 4.40 10421504
c32-6 J174127.9-282816 17:41:27.88 –28:28:17.1 1.019 359.918 9.569 7.828 7.016 6.30 5.24 10421504
c32-7 J174128.5-282733 17:41:28.51 –28:27:33.8 1.024 359.929 9.580 7.968 7.107 6.41 5.34 10421504
c32-8 J174130.2-282801 17:41:30.15 –28:28:01.3 1.015 359.926 11.353 9.662 8.880 7.77 7.44 10422784
c32-9 J174134.6-282431 17:41:34.60 –28:24:31.4 1.032 359.984 10.902 9.137 8.163 5.97 4.87 10421504
c32-10 J174139.5-282428 17:41:39.48 –28:24:28.2 1.017 359.994 9.528 7.801 6.874 5.34 4.00 10421504
c32-11 J174140.0-282521 17:41:39.94 –28:25:21.2 1.008 359.982 9.630 7.977 7.143 6.09 4.15 10421504
c32-12 J174155.3-281638 17:41:55.27 –28:16:38.7 1.037 0.135 9.610 7.739 6.785 5.61 3.91 10421504
c32-13 J174157.6-282237 17:41:57.53 –28:22:37.7 0.977 0.055 9.852 8.272 7.438 6.74 5.18 10421504
c32-14 J174158.8-281849 17:41:58.73 –28:18:49.2 1.007 0.111 10.160 8.415 7.348 5.57 3.85 10421504
c32-15 J174203.7-281729 17:42:03.69 –28:17:29.9 1.003 0.139 10.262 8.501 7.398 5.38 3.96 10421504
c32-16 J174206.85-281832 17:42:06.86 –28:18:32.4 0.984 0.131 9.641 7.893 6.878 4.82 3.12 10421504
c35-1 J174917.0-293502 17:49:16.96 –29:35:02.7 –1.019 359.859 10.869 9.157 8.199 7.40 6.49 10421248
c35-2 J174924.1-293522 17:49:23.99 –29:35:22.2 –1.044 359.868 10.466 9.030 8.417 7.55 7.33 10421248
c35-3 J174943.7-292154 17:49:43.65 –29:21:54.5 –0.989 0.097 10.810 8.889 7.970 6.97 6.23 10421248
c35-4 J174948.1-292104 17:49:48.05 –29:21:04.8 –0.996 0.117 11.401 9.520 8.560 7.75 7.11 10421248
c35-5 J174951.7-292108 17:49:51.65 –29:21:08.7 -1.008 0.122 10.829 9.043 8.116 7.39 6.24 10421248
Ogle-1 J175432.0-295326 17:54:31.94 –29:53:26.5 –2.156 0.176 8.906 7.623 6.957 6.00 4.49 10422528
Ogle-2 J175456.8-294157 17:54:56.80 –29:41:57.4 –2.137 0.387 8.827 7.438 6.757 5.81 4.48 10422528
Ogle-3 J175459.0-294701 17:54:58.98 –29:47:01.4 –2.186 0.318 10.422 8.530 7.287 4.88 2.98 10422528
Ogle-4 J175511.9-294027 17:55:11.90 –29:40:27.8 –2.171 0.436 10.422 9.254 8.841 8.17 7.89 10423040
Ogle-5 J175515.4-294122 17:55:15.41 –29:41:22.8 –2.190 0.429 10.005 8.770 8.271 7.79 7.21 10423040
Ogle-6 J175517.0-294131 17:55:16.97 –29:41:31.9 –2.196 0.430 9.371 8.339 7.839 7.65 7.71 10423040
Ogle-7 J175521.7-293912 17:55:21.70 –29:39:13.0 –2.192 0.472 ... ... ... 8.56 ... 10423040
NGC 6522-1 J180234.8-295958 18:02:34.78 –29:59:58.9 –3.722 0.950 8.177 6.894 6.146 4.66 3.22 10421760
NGC 6522-2 J180238.8-295954 18:02:38.72 –29:59:54.6 –3.734 0.958 9.411 8.327 7.780 7.31 5.83 10421760
NGC 6522-3 J180248.9-295430 18:02:48.90 –29:54:31.0 –3.722 1.054 9.574 8.485 7.969 7.62 6.61 10422016
NGC 6522-4 J180249.5-295853 18:02:49.44 –29:58:53.4 –3.759 0.992 9.932 8.953 8.512 8.15 7.64 10422272
NGC 6522-5 J180259.6-300254 18:02:59.51 –30:02:54.3 –3.824 0.951 9.070 7.880 7.391 6.79 4.86 10421760
NGC 6522-6 J180301.6-300001 18:03:01.60 –30:00:01.1 –3.807 0.997 9.773 8.661 8.219 7.94 7.69 10422272
NGC 6522-7 J180304.8-295258 18:03:04.80 –29:52:59.3 –3.760 1.105 9.888 8.792 8.395 8.02 7.89 10422272
NGC 6522-8 J180305.3-295515 18:03:05.25 –29:55:15.9 –3.780 1.072 8.714 7.620 7.098 6.49 5.11 10421760
NGC 6522-9 J180305.4-295527 18:03:05.33 –29:55:27.8 –3.782 1.070 9.293 8.243 7.810 7.54 6.49 10422016
NGC 6522-10 J180308.2-295747 18:03:08.11 –29:57:48.0 –3.809 1.040 9.470 8.360 7.777 7.16 6.21 10422016
NGC 6522-11 J180308.6-300526 18:03:08.52 –30:05:26.5 –3.873 0.930 8.077 7.064 6.437 5.85 4.41 10421760
NGC 6522-12 J180308.7-295220 18:03:08.69 –29:52:20.4 –3.767 1.121 9.492 8.417 7.878 7.40 6.02 10421760
NGC 6522-13 J180311.5-295747 18:03:11.47 –29:57:47.2 –3.820 1.047 9.353 8.200 7.535 6.53 5.39 10421760
NGC 6522-14 J180313.9-295621 18:03:13.88 –29:56:20.9 –3.816 1.072 9.407 8.398 7.978 7.70 6.96 10422016
NGC 6522-15 J180316.1-295538 18:03:15.99 –29:55:38.3 –3.817 1.086 9.752 8.744 8.276 7.90 7.43 10422272
NGC 6522-16 J180323.9-295410 18:03:23.84 –29:54:10.7 –3.830 1.121 9.536 8.543 8.082 7.59 6.51 10422016
NGC 6522-17 J180328.4-295545 18:03:28.36 –29:55:45.4 –3.856 1.106 8.999 7.879 7.291 6.74 5.13 10421760
NGC 6522-18 J180333.3-295911 18:03:33.26 –29:59:11.5 –3.900 1.065 9.832 8.795 8.357 8.06 7.15 10422016
NGC 6522-19 J180334.1-295958 18:03:34.07 –29:59:58.8 –3.909 1.055 8.658 7.520 6.967 6.50 5.15 10421760
IRAS-17251 IRAS-17251-2821 17:28:18.50 –28:23:55.8 3.492 358.414 ... ... ... ... ... 10423296
IRAS-17276 IRAS-17276-2846 17:30:48.31 –28:49:01.9 2.801 358.367 ... ... ... ... ... 6080768
IRAS-17323 IRAS-17323-2424 17:35:26.00 –24:26:32.0 4.310 2.613 ... ... ... ... ... 10423808
IRAS-17347 IRAS-17347-2319 17:37:46.28 –23:20:52.8 4.442 3.826 ... ... ... ... ... 6080000
IRAS-17413 IRAS-17413-3531 17:44:43.45 –35:32:34.3 –3.281 354.260 ... ... ... ... ... 6081280
IRAS-18042 IRAS-18042-2905 18:07:24.40 –29:04:48.0 –4.191 2.266 ... ... ... ... ... 10424576

aReferences:Omont et al. [63], Ojha et al. [60], Blommaert et al. [6].
Note: The [7] and [15] magnitudes are taken from the ISOGAL catalogue and have uncertainties of typically
0.15 mag [72].
The 2MASS J, H and Ks magnitudes have uncertainties in the order of 0.03 mag, also included is the
Spitzer-IRS observing date.
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Figure 4.2: The location of our targets in galactic coordinates. Note that targets in c32 and c35
are at roughly the same angular distance (about one degree) to the galactic centre.

4.2 The sample selection

ISO/SWS studies of nearby O-rich AGB stars have revealed the presence of at least 5 distinct
dust components in the wavelength range 8–27-µm [see e.g. 7], and several more features
at wavelengths longer than 30-µm [an overview can be found in 1]. Typically, oxide dust
dominates the spectra of stars with low mass-loss rates; while high mass-loss rate objects
exhibit strong silicate emission. From these differences in the dust composition and given
the range in mass-loss rates for these objects, we estimate that we need a sample of ∼ 15
sources per logarithmic bin in mass-loss rate to fully sample these variations in a statistically
significant way.

Ojha et al. [60] and Blommaert et al. [6] showed that the Ks,o − [15] colour is a good
tracer for mass-loss rates for AGB stars in the ISOGAL fields (see also Fig. 4.1). We therefore
selected our targets based on their Ks,o−[15] colour. We included sources with Ks,o−[15] values
close to zero to ensure that we can trace the dust at the onset of mass loss. From the Bulge
fields in the ISOGAL sample (c32, c35, the OGLE field and NGC 6522), we thus selected 47
sources. We also included OH/IR stars to represent the highest mass-loss rates on the AGB.
Since the super-wind phase is extremely short (less than 10,000 years), OH/IR stars are rare in
the ISOGAL bulge fields and we therefore have included 6 OH/IR stars detected with IRAS,
to complete our sample on the high mass-loss rate end. These OH/IR stars were selected from
the same latitude range as our ISOGAL sources and have similar luminosities as the Miras
in our sample. Thus, we expect that these OH/IR stars belong to the same population. Our
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final sample of 53 sources then cover ∼ 4 orders of magnitude in mass-loss rate (10−8 – 10−4

M⊙ yr−1). The complete list of our sample targets is presented in Table 4.1; their position in
galactic coordinates is indicated in Fig. 4.2.

We also obtained ground-based J, H, Ks, and L-band photometry as well as spectroscopic
observations (PRW on the ANU 2.3-m telescope at Siding Spring Observatory) to accurately
determine the pulsation phase and to have consistent photometry for composing spectral energy
distributions. A monitoring program is performed in the K-band to establish pulsational periods
of the AGB variables. These ground based data will be described in a separate paper.

4.3 Observations and data reduction

We observed our targets with the Infrared Spectrograph [IRS, 39] on board the Spitzer Space
Telescope [127] as part of a General Observer program (GO-1, program ID 3167, P.I. J. Blom-
maert) and a Director’s Discretionary Time program (program ID 1094, P.I. F. Kemper). Ta-
ble 4.1 lists the unique Astronomical Observation Request (AOR) key for all observations.

All targets were observed using the IRS Staring Mode observing template at low resolution
(λ/∆λ ∼ 60 − 125). We covered the entire wavelength range (5.2–38-µm) by observing each
target with the Short-Low module (SL, 5.2–14-µm) and the Long-Low module (LL, 14.0–
38-µm). Using this template, each target is observed at two different nod positions within
each of the different IRS sub-slits (SL1, SL2, LL1, LL2). Furthermore, we obtained at least
3 individual exposures for each nod position in order to reliably identify cosmic rays. We
reduced the Spitzer-IRS observations using the SMART package [40] and custom IDL routines,
starting from the pipeline level of Basic Calibrated Data (BCD; S18.18 products). The data
reduction process involves removing bad pixels; subtracting background emission from the
images; extracting the spectra; correcting for instrumental fringes; flux calibration and scaling
of the modules, trimming the order edges and rebinning.

We first used IRSclean to treat rogue pixels using the campaign rogue masks as well as the
bad pixel maps associated with each individual exposure. When necessary, we also used the
routine irsclean_mask to flag additional bad pixels. We then co-added the cleaned images
for each nod using a weighted average [see 40].

The next step in the data reduction process is subtraction of the background emission due
to interstellar dust. For many of our targets, this is quite a challenging aspect since the galac-
tic bulge is a very crowded region with a highly structured and varying background. Indeed,
most of our observations exhibit strong background emission with many spectral features that
furthermore show significant wavelength-dependent variations on small spatial scales – often
even within the IRS low-resolution slit (see Fig. D.1 and § 4.4). In several cases, a proper
characterization of this background emission and its variation is further complicated by the
contamination of other sources in the slit. We removed this background using a combination of
methods described in details in Appendix D. Note that in the slit before extraction or calibra-
tion, the background level is of the order of typically 100e/pix while the source is 1000 e/pix,
so that can introduce up to 10% uncertainty to the final spectra.

For each sub-slit, we then extracted the spectrum using optimal extraction [73] in the
SMART data reduction package. Using an earlier version of the IRS calibration files, we
noticed that optimal extraction resulted in spurious features near 17.4 and 18.9-µm (in the
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LL2 data) for sources that are slightly offset from the nominal position. These can be residuals
of background subtraction or due to imperfections in the relative spectral response function
(RSRF) for offset sources. The most recent (S18.18) RSRF and flux calibration files largely
solve this problem, although a few targets still show weak artifacts near these wavelengths. An
additional problem for sources that are slightly offset from the nominal position, is that there
is often a mismatch (in some cases of up to 20%) between the flux levels of the two different
nods of the SL1 sub-slit after optimal extraction. These discrepancies can be largely removed
by generating a customized point spread function corresponding to the specific offset position
[see 73, for more details]. We thus generated these “on-the-fly” point spread functions for all
sources showing such a mismatch.

The extracted spectra often exhibit instrumental fringes in the LL1 sub-slit. We used the
IRSfringe routine to remove these as much as possible; however, weak fringe residuals re-
main in a few spectra.

For most of our targets, the extracted spectra for the different orders and modules have com-
parable flux levels in adjacent (or overlapping) wavelength ranges; in some cases, small flux
differences (typically a few percent) are present within nods as well as in adjacent modules.
We scaled the nods to their common median, and adjacent modules to the median in overlap-
ping ranges, using the flux in the SL1 module (where most of our targets reach their peak flux)
as a reference. Many spectra still show a few spikes at this point resulting from cosmic ray
hits or insufficient bad pixel removal. We removed those points from our spectra, and also
trimmed the edges of each sub-slit spectrum. Finally, we rebinned the data to a single spec-
trum with a constant resolving power of 120. The resulting full 5–38-µm spectra are shown
in Appendix G, along with earlier IRAS and ISO photometry data. The spectra overall show a
reasonable correspondence with these earlier measurements. We also compared our spectra to
those available from the Cornell Atlas of Spitzer-IRS sources [CASSIS, 50]. The agreement
is very good; in several cases, our detailed inspection of the processing issues has resulted in a
somewhat better data quality.

In the spectra of OH/IR targets, the 10-µm feature appears in absorption due to the presence
of an optically thick circumstellar dust shell. The spectra is presented later in Figure 4.11 in
§ 4.7 along with the rest of the sample however these targets are excluded from the study
presented in this paper.

4.4 Interstellar emission towards the galactic bulge

Although the focus of our research program is on dust formation in AGB stars, our observations
serendipitously include a large number of interstellar emission spectra in the general direction
of the galactic bulge. In fact, we have more and better spectra of this interstellar emission than
we have AGB observations. For each staring mode observation, our target will only be visible
in one of the orders at a time, but the other order still contains a spectrum of the interstellar
emission at a slightly offset location. We thus applied our background fitting (see § 4.3) to each
of the orders for each observations. We extracted calibrated interstellar emission spectra from
these background fits using CUBISM [78].

Fig. 4.3 shows the average interstellar emission for each of the four bulge fields. All spectra
show a thermal dust continuum; for the OGLE field and NGC 6522, this continuum reaches
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Figure 4.3: The (average) interstellar emission spectra for each of the fields. Note how the
spectra reveal significant changes in the excitation conditions for the interstellar gas and dust
for the different fields as one moves away from the galactic centre. Note that depending on
telescope pointing accuracy, there can be mismatch between SL2/SL1, SL1/LL2, or LL2/LL1.

its maximum between 20 and 30-µm; for c32 and c35 on the other hand, the continuum is
still rising up to 35-µm (and it is not clear what happens at longer wavelengths). Superposed
on this dust continuum is emission from polycyclic aromatic hydrocarbons [PAHs, see e.g.
66, 81], exhibiting their usual features at 6.2, 7.7, 8.6, 11.2 and 12.7-µm, as well as plateau
emission between 15–20-µm with additional features at 16.4 and 17.4-µm. The spectra also
reveal several atomic emission lines: [Ne II] at 12.8-µm; [Ne III] at 15.5-µm; [S III] at 18.7
and 33.5-µm; [Fe II] at 25.99-µm and [Si II] at 34.8-µm. In addition, several H2 lines (at 6.90,
9.66, 12.27, 17.03 and 28.2-µm) are present as well. A very weak silicate emission feature
at 9.7-µm may be present, most notably in the spectra of c32 and c35 (see Tielens [81] for a
review on PAHs in the ISM or Kemper et al. [44] for a comparison to LMC).

A first look at the variations in these interstellar spectra reveals different local excitation
conditions. This can be inferred for example from the changes in the [S III](33.5-µm)/[Si II](34.8-
µm) line flux ratio. At the same time, the characteristics of the PAH emission change quite
dramatically, from very weak emission in NGC 6522 to very strong features (and pronounced
15–20-µm emission) when moving in closer to the galactic centre. This suggests that most of
the interstellar emission originates from material in the bulge itself, rather than from the in-
terstellar medium in the solar neighborhood. An in-depth analysis of these interstellar spectra
will be presented elsewhere.

4.5 Stellar and molecular contributions

The target spectra show a great variety in the appearance of spectral features; it is interesting
to note that most spectra are dominated by features that are typically found in an oxygen-rich
environment (e.g. H2O, SiO) while the typical carbon-rich species (e.g. HCN, C2H2, etc.) are
not evidently present. Longward of 10-µm, most of our spectra show various emission fea-
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tures originating from circumstellar dust (see § 4.8.2). To obtain the pure dust emission spectra
from these observations, we need a good knowledge of the underlying emission and absorption
characteristics from the AGB star and the surrounding warm molecular layers [see e.g. 82, 7].
For an AGB photosphere at the mid-IR wavelengths studied here, continuum opacity is dom-
inated by H−, and in that case, the resulting IR continuum can be represented analytically by
a modified blackbody function [19]. However, many of these objects have significant amounts
of water in their extended photospheres or in dense molecular layers. Since water has a near-
continuous opacity in the mid-IR, the continuum is often effectively determined by these water
layers. In addition, molecular features (most notably of SiO) can have a profound effect on the
shape of the dust features, especially near 10-µm. Thus, a detailed inventory and discussion of
the molecular content in these targets is appropriate. We will give particular attention to those
targets that do not show obvious dust emission and are therefore “naked stars”. A good under-
standing of the properties of these objects will be of great help in obtaining the dust spectra for
the other targets.

We point out here that some of our observations at the same time reveal the clear imprint
of interstellar extinction as well, most visibly so as weak absorption around 10-µm in the
spectra of our naked stars. Extinction has the potential to dramatically affect our analysis of
the resulting dust spectra since many minerals in the circumstellar environment of AGB stars
also exhibit features around 10-µm. This greatly complicates our analysis. As will become
clear, a good knowledge of the molecular bands is helpful to quantify the effect of extinction
(see § 4.6), and is thus also facilitated by the study of our naked stars.

4.5.1 Molecular bands: Inventory

Previous space-based missions have revealed that O-rich AGB stars are surrounded by warm
layers that are rich in molecules. The most commonly detected molecules in the near-IR to
mid-IR range are H2O, OH, CO, CO2, SiO and SO2 [see e.g. 43, 9, 70, 90, 91, 18, 41, 57,
1], and most of those are also prominently present in our Spitzer spectra (see Fig. 4.4). The
only exception is CO since the fundamental of CO (at 4.6-µm) is not covered by IRS. At
the resolution of our IRS spectra, detailed line profiles are somewhat smeared out, but the
molecular bands often leave a noticeable and recognizable footprint in the spectra of our target
stars.

The most important molecular component in these spectra is water vapor. In the wavelength
range presented in Fig. 4.4, water reveals its presence by a fairly sharp drop in the flux near
6.5-µm corresponding to a strong increase in the water opacity. At longer wavelengths and at
the low resolution of our observations, the variations in the water opacity can result in a broad
emission-like feature centered around 10-µm (see Fig. 4.6) in pure water absorption spectra. A
good characterization of the water absorption over the entire spectrum (but in particular under
the 10-µm dust feature) is thus crucial for dust studies.

The SiO fundamental mode will also affect the dust spectra. SiO is a very abundant
molecule in the atmospheres of AGB stars [61]. Models show that significant amounts of SiO
are formed in stellar atmospheres with effective temperatures of ∼ 4000 K and less [1]. SiO is
also a primary constituent for oxygen-rich dust and can be considered a prerequisite for dust
production [52, and references therein]. At the typical temperatures for the AGB atmospheres
and molecular layers, SiO appears as a deep and broad absorption band with a clear band head
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Figure 4.4: All our target spectra in the wavelength range 5–9-µm, showing the main molecu-
lar bands. The spectra are normalized to the flux at 6-µm, and are shown in order of increasing
flux ratio at 10-µm to 6-µm ( see § 4.6, This ratio is taken from the fully corrected spectra and
is the same as Fig. 4.15). Stars that we have classified as naked stars are shown in blue. For
comparison, the top panel shows a few model spectra for the three most common molecular
species (H2O, SiO and SO2).
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Figure 4.5: This figure illustrates how plane-parallel slab models can be used as an approxi-
mation to a spherical geometry when analyzing the molecular bands around AGB stars. The
leftmost slab (yellow) represents the stellar photosphere; the other two slabs are molecular
layers characterized by their own temperature and column densities of contributing species.
Radiative transfer is calculated along the three indicated rays. Changing the size of the layers
changes the relative importance of emission to absorption. Figure taken from Cami [8] (with
permission).

at 7.55-µm, and with a red wing that can extend to 10–12-µm. SiO can therefore significantly
alter the profile of dust features in the 10-µm region (see Fig. 4.4).

One molecular band that does not affect the dust spectrum much is the SO2 ν3 band at 7.3-
µm. This band has been detected in the ISO/SWS spectra of some oxygen-rich AGB stars [91],
and can appear in absorption or in emission. Even at the low resolution of our observations, a
close inspection of the spectra in Fig. 4.4 clearly show the weak presence of this band in some
of our targets – sometimes in absorption (e.g. NGC 6522-17), sometimes in emission (e.g.
c32-11). The SO2 band is relatively narrow and ends at about 7.7-µm, which is well before the
onset of dust features. SO2 emission or absorption will thus not affect the resulting dust spectra
much, but may make it harder to characterize the onset of the SiO band which is in the middle
of the SO2 band.

Finally, we should note that our observations also include the wavelength range in which
CO2 exhibits its bending mode around 15-µm, as well as several strong combination bands at
13.48, 13.87 and 16.18-µm that have been observed in O-rich AGB stars [42, 11, 56, 43, 9,
69]. At the low resolution of our observations, these bands are not easily detected; but are
nonetheless weakly present in some targets.

4.5.2 Molecular bands: Models

It is clear from Fig. 4.4 that there is a considerable variation in the relative strengths and precise
shapes of these molecular bands in our sample. Therefore, it does not seem adequate to use
a single template spectrum as an approximation to the spectrum of the photosphere and the
molecular layers, as is often necessarily done [e.g. 77] in similar studies. A better approach
may be to use model spectra that reproduce the observed molecular bands shortward of the
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onset of dust emission (∼ 8.5-µm), and predict the shape of the spectrum underlying the dust
features. We investigate such an approach here.

For our purposes, we assume that the molecular layers are spherically symmetric, since
only 1-6% of CSEs are estimated to be non-spherical among the entire population of single or
binary AGB stars [65]. We then approximate this spherical geometry by plane-parallel slabs
that are located in front of a background represented by an Engelke function (see Fig. 4.5).

Such models have been used successfully to reproduce mid-IR spectra of AGB stars [see
e.g. 90, 91, 11, 7, 57] and are computationally cheap. Water opacity plays a key role in our
targets. It has been shown [90, 7] that at least two layers containing water vapor are required
to properly reproduce the observations, owing to the high opacity of water and temperature
gradients in the photospehere and the circumstellar environment. We thus include two water
layers in our models. we also added SiO to each of the layers. Each layer is then fully char-
acterized by the temperature Tmol, the column densities N of water and SiO, and the radius R;
increasing the radius will result in a larger weight for the emission component [see e.g. 11] and
is required to reproduce emission features in the spectrum. Optical depths for each component
are as described in SpectraFactory [12].

By changing the parameters of the slab model, we can reproduce a wide variety of infrared
spectra. In its simplest form (with one slab only), the model already illustrates how a dense
layer of water determines almost the entire mid-IR continuum (see Fig. 4.6). Indeed, if the
water column density is high enough, the resulting spectrum is largely independent of the
background flux due to the high water opacity over a large wavelength range. The main effect of
such an opaque water layer is thus to lower the colour temperature of the apparent IR continuum
[7, 40]; but note also the appearance of a broad feature around 10-µm in these pure absorption
spectra that could easily be misinterpreted as a dust emission feature (see Fig. 4.6).

4.5.3 Modelling the naked stars

To get a feeling for the typical stellar and molecular parameters (i.e. temperatures, column
densities and IR colour temperatures) corresponding to the infrared spectra of our AGB stars,
we first apply our model to naked stars – stars that have no dust emission in their infrared
spectra. However, the interplay of spectral features due to water, SiO and interstellar extinction
make it surprisingly hard to determine whether or not an object is a naked star by just visually
inspecting the spectrum.

Here, we therefore adopt a slightly different working definition for a naked star. We will
call a star in our sample a naked star, if its (extinction-corrected) IR spectrum can be well re-
produced by our two-slab model containing water and SiO. This is not straightforward though,
since extinction towards our targets is not well established, and an extinction-corrected IR spec-
trum is thus not easily obtained. In practice, we therefore included an extinction correction in
our models (with the AK value as an additional model parameter). A naked star is then an object
whose IR spectrum can be reproduced by our extinction-corrected two-slab model, provided
that the best-fitting AK value is reasonable. Applying this approach on our entire sample, we
found that out of fifty three AGB stars in our sample only nine of them qualify as naked stars
since they result in reasonable AK values with acceptable fits. The implications for extinction
are further discussed in Sect. 4.6.
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Table 4.2: The resulting best-fit parameters for our naked star models, and literature values for the extinction.
Layer 1 Layer 2

AK T⋆ R⋆ T log(NH2O) log(NS iO) T log(NH2O) R/R⋆

[mag] [K] [×1013cm] [K] [cm−2] [cm−2] [K] [cm−2] [R=R1=R2]
Object a b c d e

c32-8 0.51 0.78 0.43 0.52 4500 1.45 1800 17.4 22.0 1700 16.0 1.00
c35-2 0.54 0.87 0.43 0.54 2500 2.44 1600 16.0 22.0 500 16.0 1.00
c35-4 0.55 1.02 0.79 0.92 2500 2.88 1400 16.0 22.0 500 21.2 1.00
Ogle-4 0.30 0.26 0.06 0.25 2800 2.04 2000 16.0 22.0 500 16.0 1.00
Ogle-6 0.30 0.27 0.15 0.25 2800 2.58 1000 16.0 21.4 500 17.6 1.00
NGC 6522-4 0.18 0.17 0.15 0.27 3500 1.84 1900 16.0 22.0 500 16.0 1.00
NGC 6522-6 0.16 0.17 0.00 0.10 2500 2.33 1100 18.9 22.0 500 16.0 1.00
NGC 6522-7 0.06 0.15 0.07 0.14 4300 1.54 1000 16.0 22.0 600 18.9 1.00
NGC 6522-15 0.06 0.14 0.01 0.10 2500 2.31 1200 18.9 22.0 1100 16.0 1.00

aSchultheis et al. [73]
bSumi [80]
cGonzalez et al. [28]
dThis work; determined from the best-fit slab models and adopting the galactic center extinction law.
eThis work; from the method described in § 4.6.4



4.5. Stellar and molecular contributions 123

6 8 10 12 14 16 18 20
λ [µm]

0.0

0.2

0.4

0.6

0.8

1.0

1.2

N
or

m
al

iz
ed

 F
lu

x

T*   ,  NH2O
,  TH2O

2500K, 20, 1000K
2500K, 22, 1000K
4500K, 22, 1000K
2500K,    -    ,    -  
1000K,    -    ,    -  

T*   ,  NH2O
,  TH2O

2500K, 20, 1000K
2500K, 22, 1000K
4500K, 22, 1000K
2500K,    -    ,    -  
1000K,    -    ,    -  

T*   ,  NH2O
,  TH2O

2500K, 20, 1000K
2500K, 22, 1000K
4500K, 22, 1000K
2500K,    -    ,    -  
1000K,    -    ,    -  

Figure 4.6: The infrared model spectra of three different slab models that only differ in their
effective temperature and in the amounts of water. All models include a (T = 1000 K) layer
of only water vapor. The green model represents pure absorption (I1 in Fig. 4.5) with only
moderate amounts of water. This is the only model where the overall shape of the spectrum is
similar to a blackbody at the object’s effective temperature (in this case 2500 K, green dashed
line). When only increasing the amount of water, we obtain the blue model. In this case,
the shape of the spectrum looks more like a 1000 K blackbody (dashed purple line) – the
temperature of the water layer. In the red model, we have changed the effective temperature
but it looks almost identical to the blue model: the water layer hides the stellar photosphere.
Note that the spectra are normalized to their own maximum.

In principle, our slab model has 10 free parameters: the temperature of the (Engelke) black-
body background (T⋆); for each of the two layers a temperature Tmol, a size R, and column
densities NH2O and NSiO for water and SiO respectively; and finally the extinction value AK .
We imposed constraints on the temperature structure: the inner molecular layer cannot have
a higher temperature than T⋆, and similarly the second layer cannot be warmer than the first
layer. Since we do not see obvious emission features from cool molecular material, we did not
include the third ray I3 that is being emitted from the second layer only. It is as though we
set the second layer to be the same extent as the first layer. During a first run, we furthermore
realized that all best-fitting solutions essentially had no detectable SiO in the second layer. We
thus removed NSiO as a parameter in the second layer.

For each set of parameters, we first de-reddened the observed spectrum using the model
AK value (see §4.6). We then created our model spectrum by calculating radiative transfer
along each of the rays depicted in Fig. 4.5. Note that for our first run, we used all three rays;
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for the final run only I1 and I2 (since R2 = R1). A full model spectrum is then obtained by
summing a linear combination of these rays. We used a non-negative least squares algorithm
[NNLS, see e.g. 49] to determine the scale factors that minimize the χ2 when comparing the
final model spectrum to the observed (and de-reddened) spectrum. These scale factors really
set R⋆ and R. Note that we only used the 6–14-µm wavelength range for calculating the χ2

value. Shortward of 6-µm, there is potential contribution from the tail of a CO absorption band
which is not included in our models. The longer wavelengths do not contain much in terms
of distinct molecular spectral features. Therefore, by restricting ourselves to the SL(6–14-µm)
modules, we avoid possible difficulties originating from a poor overlap between SL and LL
modules. Finally, rather than calculating models for each grid point in the entire parameter
space, we used an adaptive mesh algorithm that starts from a coarse grid covering the entire
parameter space, and then reduces the step size at each iteration while centering the region of
interest at the minimum in the χ2 hypersurface; the algorithm stops when all parameters have
reached their desired step size and the χ2 minimum is centered in the region of interest.

We varied all parameters on a fixed grid except the layer size(R) which was left free and we
determined by other means. Temperatures were changed in steps of 100 K. The background
temperature T⋆ was set to vary between 2500 K and 4500 K; the temperature of the molecular
layers Tmol between 500 K and 2500 K (but subject to the constraints detailed above). We
considered molecular column densities between N = 1016 and N = 1022 cm−2, and varied
log N with a step size of 0.1. Finally, we varied the extinction value AK between 0 and 1 in
steps of 0.01.

4.5.4 Modelling results

The nine naked star spectra and their best-fitting model are shown in Figs. 4.7 and 4.8, and
Table 4.2 lists the corresponding model parameters1. Note that there is a considerable vari-
ation in the appearance of even these naked star spectra. In all cases, we can reproduce the
observations reasonably well; in some cases though, there is some mismatch, most notably
at the longer wavelengths corresponding to the LL1 module. While part of the discrepancy
may point to remaining calibration issues, these clearly indicate shortcomings in our (simple)
models, e.g. by producing too much water emission longward of 20-µm in several objects. A
key result from our modelling is that we do indeed find that in all cases, the spectra are best
represented by models that include high column densities and high temperatures for SiO.

As can be seen from Table 4.2, our best-fitting models represent a fairly wide range of
stellar temperatures T⋆ (2500 K< T⋆ < 4500 K). However, we caution that these may not be
well determined. As explained above and demonstrated in Fig. 4.6, the presence of water can
significantly alter the shape (and corresponding colour temperature) of the IR continuum, and
as a consequence, all information about the stellar continuum radiation is lost.

In few cases, we find that stars include a very thick water layer (e.g. c35-4), we must
conclude that the stellar temperatures in those cases are ill-determined. Similarly, in those
cases, the column densities for SiO are not well determined for the same reasons. SiO is
clearly present in our spectra and shows up most clearly at its band head at 7.55-µm. This
indicates a high temperature, and from the depth of the band we can also infer that the column

1Note that we will discuss our results for the extinction values in §6.



4.6. Interstellar Extinction 125

c35-2 (J174924.1-293522)

6 7 8 9 10 20 30
λ[µm]

0.00

0.02

0.04

0.06

0.08

Fl
ux

[J
y]

Figure 4.7: The raw Spitzer-IRS spectrum of c35-2 (grey), and the extinction-corrected spec-
trum (black) adopting a galactic centre extinction law with AK = 0.49. The best-fitting model
is shown in purple. Note the clear signature of interstellar extinction at 9.7-µm (silicate absorp-
tion) in the original spectrum.

density must be high, but accurate values cannot be obtained for these objects with our simple
models.

4.6 Interstellar Extinction

Interstellar extinction can leave a significant spectral imprint especially in the 10-µm region
where many minerals exhibit characteristic resonances. We selected our targets from fields
covering the galactic bulge that are typically characterized as having low extinction, and with
most of the extinction originating from “local” interstellar material rather than from regions
within the bulge itself. However, we found that the effect of extinction on our target spectra is
not negligible, and this is most easily ascertained by studying the naked stars. In several cases,
this is clear and unambiguous from the appearance of an absorption feature around 9.7-µm in
the spectra. The best examples are e.g. c35-2 and c35-4 (see Figs. 4.7 and 4.8) where the
spectra show the clear water absorption near 6.5-µm and the SiO band head near 7.55-µm that
are typical for O-rich AGB stars, but in addition also exhibit a broad absorption band with the
deepest absorption occurring near 9.7-µm. Clearly, this is not some other molecular absorption
band, and the feature cannot be due to warm circumstellar dust either. Thus, interstellar extinc-
tion is clearly affecting our observations and needs to be corrected for. For other sources, the
effect of extinction is more subtle and hard to establish visually.

Since interstellar extinction can also significantly affect the resulting dust spectra of our
target AGB stars, we have taken great care in characterizing extinction in our different fields.
We have done this by using the naked stars in our sample, and comparing different approaches
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Figure 4.8: The nine naked star spectra and their best-fitting models. The original, uncorrected
spectrum is shown in gray and the best-fitting extinction-corrected spectrum in black. The
best-fitting stellar and molecular model spectrum is shown in purple.

to determine extinction in these lines of sight. We then use these results to estimate extinction
for our remaining targets as well.

4.6.1 The IR extinction curve

The spectral shape of the extinction curve in the IR is discussed in great detail by Chiar &
Tielens [13]. These authors construct two slightly different extinction laws: one that is appro-
priate for the “local” ISM, and another for the material toward the galactic centre (GC). Indeed,
it is well known that the IR extinction toward the GC has a somewhat different shape than the
extinction in the local ISM [54]; moreover, there is more silicate per unit of visual extinction
towards the GC compared to the local ISM, resulting in a stronger 10-µm feature in the GC
extinction curve. These extinction laws are consistent with earlier work by Lutz et al. [54] and
Indebetouw et al. [38]. On the other hand, Román-Zúñiga et al. [68] found small differences
with Chiar & Tielens [13], indicating that the extinction law in the near- and mid-IR may vary
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slightly as a function of environment.
It is not clear a priori whether the extinction in the sightlines toward our targets is mainly

due to dust in the local ISM or rather originates from material within the galactic bulge and we
have thus considered both possibilities in this work. The extinction curves by Chiar & Tielens
[13] are presented as Aλ/AK (i.e. normalized to extinction in the K-band) and cover the IR up
to 27-µm. Since our spectra contain data up to 38-µm, we extrapolated the extinction curves to
38-µm by fitting a straight line longward of 27.0-µm in the log-log plane of Aλ/AK vs λ, using
the same slope as the extinction curve between 23–27-µm.

With the extinction curves expressed as Aλ/AK , we then still need a good estimate of the
amount of extinction toward each of our targets (we will use AK here).

4.6.2 Literature AK values

The literature offers several extinction maps to estimate AK values based on the position of a
target in the Galactic Bulge. For our fields, especially the work by Schultheis et al. [73] and
Sumi [80] are relevant. More recently, also Gonzalez et al. [28] produced an extinction map
for the galactic bulge. The corresponding AK values for all three sources are listed in Table 4.2.
Where necessary, we used the relations provided by Cardelli et al. [12] to obtain AK values.

It is clear from Table 4.2 that the most reddened targets are those in c32 and c35 and
the least reddened field is NGC 6522 with the OGLE field intermediate between those two.
However, there is considerable disagreement (up to a factor of 2.5) between these sources
about the actual AK value for an individual target, and it is not clear which value is the best
to use for our purposes. Thus, alternative ways are required to determine the extinction in our
targets.

4.6.3 AK values from the slab models

Since the amount of extinction is in principle encoded in our observations, we also investigated
how we could determine the AK values from the spectra themselves.

As described in Sect. 4.5, we included AK as a free parameter when modelling the naked
stars. For each set of model parameters we considered, we furthermore compared the slab
model to two different spectra: one where we applied the GC extinction curve, and one where
we applied the local ISM law. For all naked stars, we found much better overall model fits when
using the GC extinction curve. Moreover, the resulting best-fitting AK values we obtain when
using the GC extinction curve are generally better in agreement with some of the available
literature values. Clearly, this indicates that for our purposes, the GC extinction law is more
appropriate to use than the local ISM law. We have therefore adopted the GC extinction law
from Chiar & Tielens [13] for all targets in our sample.

When comparing the model AK values to the available literature values, we also find that
the objects in c32 and c35 are subject to the most severe extinction, and that NGC 6522 is far
less affected. However, for individual targets our derived value can be very close to either of
the literature sources, or take on a very different value altogether. It is important to realize that
the uncertainties on our derived AK values are significant though: there is a fairly large range
in AK values around the best-fitting value over which the associated spectral changes can be
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Figure 4.9: (Left) The Spitzer-IRS spectrum of the reddened naked star c35-4 (blue) compared
to the least reddened naked star NGC 6522-15 (black). (Right) The result of dividing the
spectrum of c35-4 by NGC 6522-15 (black). The green curve is the GC extinction curve by
Chiar & Tielens [13].

accommodated by changing the properties of the molecular layers. Thus, also our models tell
us that it is very difficult to disentangle the effect of low extinction from molecular features.

4.6.4 A model-independent approach

Finally, we tried to more directly determine the AK values from our observations without using
models for the stellar and molecular contributions. The basic premise for this approach is
fairly simple. Denoting with I1

ν the specific intensity originating from a given naked star, and
similarly using I2

ν to describe the intensity originating from a second naked star, the fluxes F1
ν

and F2
ν that we observe from these stars, scale with I1

νe−τ
1
ν and I2

νe−τ
2
ν respectively, where τ1

ν

represents the optical depth of the interstellar material in the line of sight toward star 1, and τ2
ν

towards star 2. In § 4.6.3, we investigate the two extinction laws (Local and Galactic) and we
verify that, between the two, Galactic extinction law works better for all of our targets. , we
can write that τ1

ν = τ1τν and τ2
ν = τ2τν.

Dividing the observed spectra of two naked stars, we then find that

F1
ν

F2
ν

∝
I1
ν

I2
ν

e−(τ1
ν−τ2

ν) =
I1
ν

I2
ν

e−τν(τ1−τ2) (4.1)

Thus, if the intrinsic spectra for our naked stars were identical (I1
ν = I2

ν ), the quotient spectra
can be used to determine the amount of differential extinction (τ1 − τ2), provided the spectral
shape (τν) of the extinction law is known. Note that the intrinsic spectra for our naked stars
are indeed overall fairly similar. We have verified this similarity by normalizing each naked
star spectra to their flux at 6-µm and overplotting them on top of each other. As pointed out
in § 4.5, they all show a similar spectral fingerprint of a hot (T ≈ 1000 K) and dense layer of
water vapor which, despite different central star temperatures (T∗), determines much about the
shape of the spectrum over the entire wavelength range covered here.
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Figure 4.10: Extinction values (AK) for our naked stars from different sources and methods.

Fig. 4.9 shows an example of the resulting quotient spectrum after dividing two naked star
spectra. In practice, the water signature in two different objects is not exactly the same, and
some water residuals do show – small scale features as well as broad trends due to differences
in IR colour temperature between the objects. Nonetheless, most water spectral features espe-
cially at the shorter wavelengths have disappeared. Other spectral features due to SiO and SO2

are confined to small wavelength ranges and easily recognized. What stands out most, is the
result of differential extinction between the two naked stars; as can be seen from the Figure,
the quotient spectrum closely resembles the Chiar & Tielens [13] GC extinction law, especially
around the 10-µm silicate absorption.

We then used this approach to determine AK values as follows. First, we determined that
NGC 6522-15 is the naked star with the lowest amount of extinction. Indeed, when using this
spectrum as a reference, all other naked stars show absorption in their quotient spectra at the
wavelength of the interstellar silicate absorption feature. Therefore, all other naked stars must
be subject to more interstellar extinction than NGC 6522-15. Note that this also agrees with
the literature values by Schultheis et al. [73] and Gonzalez et al. [28].

For each of the remaining naked stars, we then created a set of extinction-corrected spec-
tra, using A′K values (the ′ indicating that these may not reflect “true” AK values) ranging
from 0 to 1 mag in steps of 0.01, and we divided each corrected spectrum by the reference
spectrum (NGC 6522-15). The resulting set of quotient spectra change in appearance from
typically showing absorption near 9.7-µm (when under-corrected) to showing emission at the
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same wavelength (when over-corrected). A flat spectrum indicates a “perfect” extinction cor-
rection. We quantified this by calculating the linear Pearson correlation coefficient between
the quotient spectra and the Chiar & Tielens [13] GC extinction curve in wavelengths between
8-µm and the maximum available wavelength in each case; correlation coefficients for our
quotient spectra then typically change from positive values (for under-correction) to negative
values (over-correction). We then simply determined the A′K value corresponding to a correla-
tion coefficient of 0. In the process, we noticed that sometimes strong SiO band can interfere
somewhat with this process; we therefore used SiO model spectra [12] to divide out any SiO
residuals before calculating the correlation coefficient.

Note that the procedure outlined above only determines the relative extinction between
the target and the reference spectrum (NGC 6522-15) to the point where both spectra contain
identical extinction spectral features. The actual AK value for the target is in principle given
by AK = A′K + ANGC 6522−15

K
. To obtain AK values for our naked stars using the determined A′K

values, we could simply adopt a set value for ANGC 6522−15
K

. However, as is clear from Table 4.2,
the literature offers quite different extinction values for this source. To reduce the sensitivity
of our extinction values to a single source, we instead opted to calibrate our A′K sequence by
using all available extinction values for all our naked stars (literature values as well as our
own slab model results). We determined that setting ANGC 6522−15

K
= 0.10 results in the lowest

absolute deviation between AK values determined with this method and the weighted average
of all other available values. Note that this value is within the uncertainty obtained using the
Gonzalez et al. [28] maps (who found ANGC 6522−15

K
= 0.14 ± 0.09).

The resulting AK values for our naked stars are listed in Table 4.2; Fig. 4.10 shows a graph-
ical comparison between the extinction values. In most cases, there is a good agreement be-
tween these values and the results from our spectral modelling; and often, they are also close
to one of the literature values. Since the AK values determined here are based on the individual
spectra directly and are thus model-independent, we deem them to be somewhat more reliable
than the other values, and we thus adopt these AK values for the remainder of this paper.

Armed with a good characterization of the extinction towards our naked stars, we can now
better assess what extinction values to use for our dusty targets. Since the different fields have
somewhat different extinction characteristics, it is insightful to evaluate our results per field.
To furthermore get a feeling for the small scale variability, it is also helpful to consider the
Spitzer-IRAC 8-µm images of our fields; these are from the GLIMPSE II survey [15] or from
the work by Uttenthaler et al. [83]. The IRAC 8-µm images are particularly sensitive to the
emission of PAHs in the 7.7-µm PAH band; these may thus give some information on the small
scale variability of interstellar dust. The details of this study are shown in Appendix E and the
results are tabulated in Table 4.4 along with all other relevant extinction values.

4.7 The Full Spitzer-IRS spectra

At this point, we have obtained the final Spitzer-IRS spectra for all targets in our sample, and
we show these in Figure 4.11. As we showed already in Fig. 4.4, the spectra are dominated,
shortward of 8-µm, by molecular features originating from the stellar photosphere and warm
molecular layers. Circumstellar dust shows up quite clearly at longer wavelengths (most no-
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Figure 4.11: The full extinction-corrected Spitzer-IRS spectra of OH/IR stars (top), dusty
targets(middle) and naked stars (bottom). The spectra at longer wavelengths are trimmed in
cases where data seemed too noisy thus unreliable. The spectra are colour coded for better
illustration. The spectra are normalized to their flux at 6-µm and are sorted as a function of
increasing 10/6-µm flux ratio except for the dusty targets (middle) where the spectra are sorted
as a function of increasing mass loss rates (listed in table 4.4). Shortward of 9.7-µm , the
molecular features are present with no clear trend however this figure represents a sequence
of increasing dust optical depth (See text for more details). Note: Due to lack of space in this
plot, we exceptionally used NGC as a short form of NGC 6522.
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Figure 4.12: Fmol as a function of Fdust/Fmol for all objects in our sample. The black vertical
dashed line on the left represents the locus for dust-free AGB stars for various luminosities at
the distance of the galactic bulge. The solid blue lines represent models for such AGB stars
(at 2000, 6000 and 10,000 L⊙) surrounded by optically thin dust shells (of pure silicates) with
increasing mass-loss rates; the blue dashed lines are lines of constant mass loss rate (assuming
a dust-to-gas ratio of 0.005). The solid black lines on top represent pure blackbody emitters
at L= 2000L⊙(lower) and 10,000L⊙(upper) as an approximation of extremely optically thick
dust shells. At the bottom, we have indicated the expected Fdust/Fmol values for respectively
an Engelke function and for pure blackbodies with varying effective temperatures. The grey
dash-dotted line is a least absolute deviation fit to the data points (excluding the OH/IR stars).
See text for details.

tably e.g. in the 10-µm emission complex), and there is a fairly large range in the amount
of dust emission relative to the “naked star” spectra in our sample. The OH/IR stars on top
represent the most extreme cases where only dust emission (and self-absorption) is present.

It is instructive to quantify the amount of dust and stellar emission and compare those
to simple models for AGB stars with mass loss. We therefore define Fmol as the integrated
flux between 5–8-µm (where molecular bands are present, but no dust features) and Fdust as
the integrated flux between 8–30-µm (the range with most conspicuous dust features and dust
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continuum). Note though that Fdust and Fmol both include a contribution from the stellar pho-
tosphere and molecular layers; at the same time, Fmol will not correspond to molecular bands
for the optically thick OH/IR stars.

Fig. 4.12 shows how the integrated dust-free continuum flux Fmol changes as a function
of the relative amount of dust emission (Fdust/Fmol) for the stars in our sample. In essence,
this figure is similar to the colour-magnitude diagram in Fig. 1, but it is derived purely from
the Spitzer spectra. Compared to the naked stars (lower left of the diagram), our dusty targets
follow a trend characterized by more dust emission (Fdust/Fmol) for higher stellar fluxes (Fmol),
as was expected for our sample based on Fig. 1.

For comparison, we also show several models in Fig. 4.12. First, we indicate the locus for
naked AGB stars at the distance of galactic bulge (assumed to be 8.5 kpc). For this, we have
used an Engelke function with an effective temperature of 3000 K for the stellar continuum
and calculated Fmol and Fdust for luminosities between ∼2000 and ∼10,000 L⊙. This appears as
the straight dashed line on the left side of the plot close to where naked stars are located. Note
that changing the effective temperature (within reasonable limits for AGB stars) will primarily
shift the line up or down.

We have also included a series of models for optically thin dust shells with increasing mass-
loss rates, following the same approach as Schutte & Tielens [74]. All our models include
only MgFeSiO4 silicate dust, i.e. olivine with equal iron and magnesium content (with optical
constants from Dorschner et al. 17); we have verified though that the results for other minerals
are very similar. We calculated the emerging dust flux for total mass loss rates ranging from
10−9M⊙yr−1 to 10−6M⊙ yr−1 and assuming a dust-to-gas ratio of 0.005, as in Blommaert et al.
[6]. We added this dust flux to the central stellar flux (for three different luminosities: L=2000,
4000 and 10,000 L⊙). This results in nearly horizontal curves representing objects with the
same stellar luminosities, but increasing mass loss rates (and thus increasing dust emission).

As mass loss rates increase, the dust will eventually become optically thick, and these
models will not be applicable. An approximation for extremely optically thick dust shells
(represented by the OH/IR stars) is shown in Fig. 4.12, where we have represented the optically
thick dust shells by pure blackbody radiators of differing effective temperatures Tdust; two such
curves are shown with luminosities of 2000 and 10,000L⊙ respectively, that bracket the OH/IR
stars in our sample. The downward trend for decreasing dust Tdust reflects that a smaller fraction
of the dust emission is occurring in the 5–8-µm range; such a trend is also apparent in our
OH/IR stars, whose decreasing dust colour temperatures can also be ascertained from Fig. 4.11.

Comparing our targets (excluding now the OH/IR stars) to these models clearly indicates
that our sample corresponds to a sequence of increasing luminosities and increasing mass-
loss rates, albeit with a large scatter. We quantified this trend by performing a least absolute
deviation fit to the data points (excluding the OH/IR stars); the best fit is indicated by the
dashed line in Fig. 4.12 and is given by the relation:

log Fmol = −14.25 + 0.83
Fdust

Fmol

[W ·m−2] (4.2)

In the optically thin limit, each point on this line corresponds to a unique combination of stellar
luminosity and mass loss rate (when assuming a constant effective temperature of 3000 K), and
we can thus use this to determine a Ṁ − L relation for our sample (see Fig. 4.12). Note that Ṁ

represents the total mass loss rate as opposed to the dust mass loss rate (Ṁtot = Ṁdust/0.005).
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From a detailed comparison to our model curves, we find that

log Ṁ = 1.37 log(
L

L⊙
) − 12.28 [M⊙ · yr−1] (4.3)

The Ṁ and L values are listed in Table 4.4. In Fig. 4.12, the lines that represent constant
mass loss rate (blue dashed lines), are nearly perpendicular to the best-fitting line. Addition-
ally, increasing mass loss rates at constant luminosities result in almost horizontal lines (blue
solid lines), allowing every intersection with the best-fitting line to be traced back to its corre-
sponding luminosity. Therefore, by projecting every data point on to the best-fitting line, we
can estimate its corresponding luminosity which using Eq .4.3 can lead to a rough estimate of
the mass loss rate.

Note that under several assumption, this method be treated as a tool to estimate stellar
luminosities and mass-loss rates directly from the Spitzer-IRS spectrum of an AGB star. These
assumptions include, modeling constraints such as stellar temperature, selective dust mineral,
constant grain size, spherical grain shape and spherical symmetry in the outflow).

The location of our targets in this diagram compared to simple approximate models assures
that our sample represents a sample of AGB stars at the distance of Galactic bulge, with in-
creasing luminosities and mass loss rates as we first envisioned, and is thus appropriate for
studying the dust condensation sequence as a star climbs the AGB.

4.8 The Dust Spectra

We now turn our attention to the dust. Here, we will only discuss a fairly basic characterization
of the dust properties in our sample in terms of spectral components, and in terms of their clas-
sification following the well-known Silicate Emission (SE) index [77]. Most of our discussion
does not apply to the OH/IR stars, and we will therefore largely ignore them for the remainder
of this paper. A much more detailed analysis will be presented in future papers.

4.8.1 Extracting the dust spectra

In order to study the spectroscopic properties of the dust alone, we need to be able to somehow
separate the dust from the stellar (and molecular gas) component, and extract the pure dust
spectra from the Spitzer observations. This, however, is not straightforward, and small errors
on the stellar component can have an enormous impact on the dust spectra, especially for those
targets with little dust emission.

An often used method to extract the dust spectra from IR AGB star spectra is to adopt
a template spectrum for the underlying stellar contribution, scale to the observed spectrum
at a key wavelength, and subsequently subtract the template from the observed spectrum. The
residual is then the dust spectrum. A widely used template in this context was discussed first by
Sloan & Price [77]. These authors studied IRAS-LRS observations of five bright naked giants,
and found that they could approximate these spectra starting from an Engelke function with an
effective temperature of Teff = 3240 K. To this continuum, they added an SiO absorption band
with a depth of 15%, where the band profile was taken from the median absorption profile in
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their naked giants. This same template was then used for all O-rich AGB stars in their sample,
and scaled to the observations by minimizing the χ2 over the wavelength range 7.67–8.58-µm.

It is clear form our work on the naked stars in §4.5 that a single template model cannot
reliably reproduce all our naked stars. This already shows from the clear variations in the
extinction-corrected spectra directly (see Fig. 4.8). When modelling these naked stars, we
furthermore also used an Engelke function as the basis for our IR continuum, but we find very
different effective temperatures than 3240 K (see Table 4.2); moreover, we found that the IR
continuum is often dominated by the presence of an opaque water layer which lowers the IR
colour temperature and produces broad features.

In Appendix F, we show how such a template compares to all of the dusty target spectra
in our sample. In this case, the template is an Engelke function with Teff = 3240 K to which
we have added a single SiO absorption layer (TSiO = 2000 K; NSiO = 1022 cm−2) such that the
resulting SiO absorption band has a depth of 15%. We scaled this template to the flux around
8-µm. For a few spectra (e.g. c32-1, c32-3), this template compares reasonably well to the
observations at shorter wavelengths, but in most cases, the template only matches the observed
spectrum near the wavelengths used for scaling and does not reproduce the stellar/molecular
contribution at all – not in terms of the spectral features, but not even in terms of the shape
of the continuum (e.g. c32-4 or OGLE-3). Moreover, any underlying spectral features due to
water (which are often broad and present over the entire observed wavelength ranges) are not
included in this template. It is thus not clear how reliable the extracted dust spectrum can be
when adopting such a template, and it is worth it to consider some alternatives.

An appealing alternative would be to directly use some of the ten naked star spectra as
templates for the underlying stellar contribution. However, the large variations in the spectral
features and continuum slope for the naked stars requires some caution. We have tried such an
approach by finding the naked star that contains the most similar spectral features to the dusty
spectra in the 5–8-µm range. We then accounted for the continuum variations by first dividing
out the naked star continuum (using a blackbody at the appropriate temperature) and multiply-
ing the result by a blackbody of the appropriate temperature to match the dusty target. In some
cases, this method works quite well; in others, there is much less correspondence. However,
despite the obvious appeal in having an observed spectrum as the underlying template, this
method has a several drawbacks.

First and foremost the existing noise in the naked star spectra will introduce significant
noise to the extracted dust spectra (see Appendix F). Moreover, there is often a mismatch
in the depth of SiO absorption feature between the two spectra affects the onset wavelength
of the resulting dust profile. Interestingly, we also found that in a few cases the strength of
the resulting 13-µm feature is reduced since some of our template naked star spectra show an
emission bump resembling that of a 13-µm feature (see Figure 4.8). We have confirmed that
this feature, unlike the small bump around 14-µm, is not introduced by discontinuities between
the SL and LL module. It is not clear though whether these weak bumps are instrumental
artefacts or real spectral features (see § 4.8.2 for further discussion).

Given these issues, we tried out yet another approach. Encouraged by our success in repro-
ducing the 5–14-µm spectra of the naked stars with two-slab models in § 4.5, we considered
using the same models to fit each of our dust target spectra, by minimizing the χ2 in the dust-
free wavelength range 5–8-µm, and then extending that model to the longer wavelengths. If
this method works, it has the clear advantage that it provides a noise-free template for each
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target on an individual basis. However, this is a significantly smaller wavelength range, and
thus it is not guaranteed that the results are representative for the full wavelength range.

To test the reliability of this approach, we determined the best-fitting model parameters for
all our naked stars again, but this time only using the 6–8.5-µm range; we then constructed full
spectra from the best-fitting parameters. In Fig. 4.13, we show how these models (6–8.5-µm)
compare to the original best-fitting naked star models (6–14-µm). In general, both models are
fairly similar. However, the only potential problem in using short wavelength range models(6–
8.5-µm) is the under-representation of the naked star flux around 10-µm.

Thus, by using models determined from fitting the 6–8.5-µm region as templates, there is a
risk that we introduce artefacts in the resulting dust spectra. The shape of these artefacts is clear
from Fig. 4.13: a fairly narrow emission feature around 9.5-µm (e.g. OGLE-6, NGC 6522-4),
or alternatively a broad feature starting around 8-µm and sometimes extending up to 20-µm
(e.g. c35-2, NGC 6522-7) or a combination of the two (e.g. NGC 6522-18). In the worst case
(e.g. NGC 6522-18), these show up at a strength of about the 20% of the stellar flux level but
in other cases, these artefacts are not very prominent (typically ∼5% of the flux).

Appendix F shows a comparison between the best-fitting 6–8.5-µm model and the template
from Sloan & Price [77] and the observed naked star templates, for all our targets. In most
cases, the differences between the different approaches for the resulting dust spectra are neg-
ligible. The most pronounced differences occur on the blue edge of the 10-µm dust complex,
and they are most pronounced for the objects with low amounts of dust emission (e.g. c35-1)
or lowest stellar colour temperature (e.g. OGLE-3)

In Conclusion, the modelling method amongst all, provides a much better reproduction of
the molecular features and the overall shape of the continuum. We thus adopted the modelling
method to subtract the stellar and molecular contribution from the data, and to extract the dust
spectra. It is clear though that there would be some benefit in having more reliable underlying
template spectra for these objects.

4.8.2 A spectral inventory

The extracted dust spectra of all our targets are shown in Fig. 4.15 and reveal a diversity of
spectral features. The dust composition (as traced by the spectral features) furthermore appears
to be quite different for stars with low mass-loss rates (bottom) and high mass-loss rates (top).
Table 4.3 provides a general description of a few key components by which we can characterize
our entire sample. Note that the peak position of the features can be variable between the
specified range as well as their overall shape. Some features are more round compared to some
other that appear more triangularly shaped.

In the following, we offer a more detailed description of the spectral features and discuss
the the variations in our sample. To guide the eye in the following discussion, we show in
Fig. 4.14 the particularly rich spectrum of NGC 6522-5, as well as dust scattering efficiencies
for various minerals that we discuss here.

The 10-µm region

All our targets exhibit clear dust emission around 10-µm. For the targets in the top part of
Fig. 4.15, the 10-µm feature is smooth and roundish, and peaks at 9.7-µm – characteristic
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Figure 4.13: A comparison of different model spectra for the naked stars: models obtained
from fitting the 6–14-µm range (blue), and from fitting only the 6–8.5-µm range (magenta).
The two models are virtually indistinguishable between 6 and 8.5-µm, and in almost all cases,
correspond to roughly the same stellar parameters. The black curve shows the residual differ-
ence between the two models. Note that the residuals are scaled (×5) for clarity.

of amorphous silicates. The second emission band commonly associated with such minerals,
at 18-µm, also appears quite clearly in those spectra. Thus, for the objects near the top, the
dust emission is largely due to amorphous silicates. However, there are clear variations in the
precise shape of the 10-µm emission feature even for those “silicate” sources. For some targets,
a shoulder appears at slightly longer wavelengths. As we further move down the sequence in
Fig. 4.15, the character of the band changes significantly. In some sources, the 10-µm complex
becomes much more sharply peaked (e.g. c32-6, c35-5, NGC 6522-14), and as we approach the
bottom part of the Figure, emission in this range looks very different from the smooth silicate
profiles at the top. Clearly, the dust composition in those targets must be different.

Differences in the dust composition as a function of mass loss rate have been observed
before for samples of nearby, bright AGB stars [e.g. 7, 33]. However, for those samples, the
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Figure 4.14: This figure shows the dust spectrum of target NGC 6522-5 which seems to have a
particularly rich variety of dust features; some of those are indicated with arrows. For compari-
son, we also show the dust scattering efficiencies for some minerals that have been proposed as
carriers for these dust features: silicates (the olivine MgFeSiO4 is shown in red [17]), gehlenite
(Ca2Al2SiO7; magenta [59]), Alumina (Al2O3 [2]), iron oxide(FeO, purple [32]) and magne-
siowüstite (MgFeO, blue [32]).



4.8. The Dust Spectra 139

Dust Spectra

0 10 20 30
λ [µm]

0

5

10

15

N
or

m
al

iz
ed

 F
lu

x 
+

 O
ff

se
t

NGC 6522-18
NGC 6522-14
Ogle-5
NGC 6522-9
c35-1
NGC 6522-3
c32-3
NGC 6522-10
NGC 6522-16
NGC 6522-12
c35-3
c35-5
NGC 6522-13
NGC 6522-2
c32-7
c32-6
NGC 6522-19
c32-9
c32-13
NGC 6522-8
NGC 6522-17
c32-1
Ogle-2
Ogle-1
c32-5
c32-10
NGC 6522-5
NGC 6522-11
NGC 6522-1
c32-12
c32-11
c32-14
c32-15
c32-4
c32-16
Ogle-3

Figure 4.15: This figure shows the final dust spectra sorted based on increasing mass loss rate.
Mass loss rates are estimated using equation 4.3. Overall as we go from bottom to top, different
features show noticeable variations in terms of strength, shape and peak wavelength (see text
for more details).
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targets with the lowest mass-loss rates show a first emission peak at 11-µm and an overall dust
spectrum that resembles emission from alumina (Al2O3; see Fig. 4.14). This 11-µm feature had
already been detected in Mira variables observed with the Infrared Astronomical Satellite’s
Low Resolution Spectrometer (IRAS–LRS) by Little-Marenin & Little [53], who proposed
crystalline olivine to be the carrier of this feature. Begemann et al. [2] and Miyata et al. [58]
on the other hand related the 11-µm feature to amorphous alumina oxide grains. Cami [7]
shows, based on ISO-SWS spectra, that this feature peaks at 11.1-µm, while crystalline olivines
peak at slightly longer wavelengths (11.3-µm), thus corroborating the assignment to amorphous
alumina. In our sample that we present here though, there is not a single target where the
emission peaks at 11-µm, or where the dust spectrum resembles pure alumina. However, many
spectra show a clear emission bump at 11-µm, and this alumina may certainly be a contributing
component.

There may be various other components that contribute to the 10-µm emission complex. Of
particular interest in the studies of dust condensation are mellilites – a group of sorosilicates
that are also commonly found in CAIs (Ca and Al-rich inclusions) in primitive chondrites.
In meteorites, these mellilites form a solid solution between the Al-rich endmember called
gehlenite (Ca2Al2SiO7) and the Mg end member åkermanite (Ca2MgSi2O7). In their analy-
sis and modelling of a sample of O-rich AGB stars, Heras & Hony [33] found that including
gehlenite significantly improved the quality of the resulting fit both in the 10 and 20-µm re-
gions. Note that these authors used the optical constants from Mutschke et al. [59].

Chihara et al. [14] presented IR absorption spectra of the entire mellilite solid solution se-
ries between åkermanite and gehlenite. For all components, there are several peaks noticeable,
including in the 9–13-µm region, but also at 14, 15, 17, 19, 21, 24, 30, 37 and 60-µm. In the
10-µm region, the gehlenite sample shows a spectrum that is quite different from Mutschke
et al. [59], and shows a broad flat-topped, trapezoidal 10-µm feature with several small peaks
superposed. The pure åkermanite on the other hand shows a much narrower 10-µm profile
with sharp and prominent peaks at 10.3, 10.7, and 11.7-µm. It is not clear how much these
minerals could contribute to the spectra of our targets though; in addition to the 10-µm range,
all mellilites also show strong features between 20 and 30-µm, where our spectra show little to
no spectral structure.

The 13-µm feature – the first condensate?

Many, but not all, of our dust spectra also show the clear presence of the so-called 13-µm fea-
ture. Vardya et al. [86] were the first to discover this feature when they studied IRAS-LRS
spectra of about 20 Miras. They attributed the feature to some sort of silicate. The feature
was later associated with oxygen-rich AGB stars [76]. Recently, several candidates have been
proposed to be the carrier of the 13-µm feature. The 3 main candidates are corundum (crys-
talline Al2O3), spinel (MgAl2O4), and silicon dioxide (SiO2) [see 16, and references therein].
Recently, Zeidler et al. [92] measured the optical constants of some of these minerals, and favor
oblate corundum grains as the carriers for the 13-µm feature.

In our sample, this feature is found in many of our targets. However, we also noticed that
our naked stars OGLE-4 and NGC 6522-18 may exhibit this feature. The best example is
OGLE-4, where a weak feature at 13-µm appears at about the 2.6σ level, with a width and
profile similar to the 13-µm feature in our dusty targets (e.g. NGC 6522-5). If this is indeed
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the same 13-µm feature, it could indicate that the carrier of that feature is really the very first
dust species to condense in the environment of O-rich AGB stars – maybe even in stars that
otherwise produce no noticeable dust at all. Further confirmation of this detection would be
desirable.

The band at 19.5-µm

A broad and sharply peaked feature at 19.5-µm (sometimes also called the 20-µm feature) is
often seen in O-rich AGB stars. Little-Marenin & Little [53] and Goebel et al. [27] already
detected and described it in their IRAS-LRS spectra. Following earlier work by Begemann
et al. [3], Henning et al. [32] suggested that magnesium-iron oxides (magnesiowüstite) could
indeed be responsible for the strong emission seen near 19-µm in some oxygen-rich stars that
lack the broad silicate features. Indeed, laboratory spectroscopy of magnesium-iron oxides in
the mid-IR show a single absorption band in the 15–20-µm range; the precise peak wavelength
shows a strong dependence on the Mg/Fe ratio: pure FeO peaks at 20-µm; as the Mg content
increases, the peak shifts to shorter wavelengths. Observations with ISO/SWS yielded many
more spectra of much higher quality; based on such observations, Cami [7] and Posch et al.
[67] independently confirmed the good correspondence between the astronomical observations
and laboratory spectra of Fe-rich MgFeO (Mg0.1Fe0.9O). A few more objects were discussed
by Van Malderen [85], and Heras & Hony [33].

In our sample, there is far less evidence for the presence of this band. The 19-µm feature
appears clearly in the spectrum of NGC 6522-5, but is not obviously present in the other targets;
further analysis will have to confirm whether or not the band is possibly weakly present in other
targets. For NGC 6522-5, the peak position is consistent with earlier studies, i.e. we find that
the best correspondence with the laboratory measurements occurs for magnesiowüstite with a
10% Mg fraction (Mg0.1Fe0.9O, [32]).

The band at 28.5-µm

We only observe the 28.5-µm feature in one of our sources (NGC 6522-5). On first sight, this
feature may resemble enstatite however, we have compared it to the feature that is identified
as enstatite in Jones et al. [39] and verified that they are not the same neither in terms of shape
nor the peak wavelength. We have over-plotted and investigated the dust scattering efficiency
for enstatite and did not find a match there either. There is a possibility that this feature is due
to a crystalline grain but its actual carrier is not yet fully confirmed.

4.8.3 Variations in the dust composition

In Fig. 4.15, we show the extracted dust spectra (normalized to the peak of the dust emission)
sorted as a function of increasing mass loss rate. These mass loss rates were estimated from
Eq. (4.3).

Compared to similar sequences obtained for nearby AGB stars [e.g. 7, 33], there are some
similarities, but also very clear differences in the variations that we see in the dust spectra.
Indeed, these studies showed a clear difference between objects with low mass-loss rates whose
spectra are dominated by oxide type dust (as seen through 11-µm, 13-µm and 19-µm features),
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Table 4.3: This table provides a list of a few key features that characterize all our spectra
and is sorted based on increasing mass loss rate. Note that symbols such as △ & © are
used when the profile has a noticable triangular or round apperance. In cases where it is not
easy to determine the actual shape of the profiles individually, we have used X to denote
the presence of the features. Note also the actual peak wavelength of these features can be
slightly variable throughout our sample (e.g. λpeak ∈ [9.7-10.3], [10.8-11.2], [12.8-13.2]µm).

Identifier λpeak ∼ 9.7&18µm λpeak ∼ 11µm λpeak ∼ 13µm λpeak ∼ 19.5µm λpeak ∼ 28.5µm

NGC 6522-14 △ X X ... ...
Ogle-5 X X X ... ...

NGC 6522-9 X X X X ...
c35-1 X X X X ...

NGC 6522-3 X X X ... ...
c32-3 X ... X X ...

NGC 6522-10 X X X ... ...
NGC 6522-16 X X X X ...
NGC 6522-12 X X X X ...

c35-3 X X X ... ...
c35-5 X X X ... ...

NGC 6522-13 ... X X X ...
NGC 6522-2 X X X ... ...

c32-7 ... X X X ...
c32-6 X ... X X ...

NGC 6522-19 X X X ... ...
c32-9 X X X X ...

c32-13 X X X X ...
NGC 6522-8 X X X ... ...
NGC 6522-17 X X X ... ...

c32-1 X X X X ...
Ogle-2 X X X X ...
Ogle-1 X X X X ...
c32-5 X X X X ...
c32-10 X X X ... ...

NGC 6522-5 X X X X X

NGC 6522-11 X X X ... ...
NGC 6522-1 X X X X ...

c32-12 X X X ... ...
c32-11 X X X ... ...
c32-14 X X X X ...
c32-15 X X ... X ...
c32-4 X X ... X ...
c32-16 © ... ... ... ...
Ogle-3 © ... ... X ...
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and Mira variables with higher mass-loss rates whose spectra show primarily silicate emission
(broad and smooth 10 and 18-µm bands). Fig. 4.15 reveals a somewhat more chaotic picture for
our target stars. The spectra of objects with high mass-loss rates (the top spectra in Fig. 4.15)
show the broad silicate emission bands, but there are no clear objects in our sample whose
spectra are characteristic of the oxide dominated dust. For instance, we see no single spectrum
that is dominated by an alumina-like dust emission profile. Similarly, as noted above, the
19-µm band attributed to MgFeO is only clearly visible in one object (NGC 6522-5) which
happens to have a fairly high mass-loss rate.

It is also interesting to note that the 13-µm feature appears in most of our spectra, although
there seems to be no clear trend regarding the strength of this feature as a function of mass
loss rate. There are objects with both high and low mass-loss rates where the 13-µm feature is
absent or very weak.

Thus, while our sample does show clear variations in the spectral content of our targets,
these variations are not easy to interpret. It seems that spectra dominated by oxide dust are
underrepresented in our sample, and there is no clear one to one relation between mass-loss
rates and dust composition as traced from the spectra.

4.8.4 The SE classification of our targets

We can also study variations in our dust spectra (and a possible sequence in the dust com-
position) in a different way – by determining the so-called Silicate Emission (SE) index, first
discussed by Sloan & Price [77] who worked out the SE classification based on IRAS-LRS
observations of a sample of O-rich AGB stars. These authors used simple flux measurements
at 10, 11, and 12 µm to characterize the shape of the 10µm dust profiles, and divided their
spectra into 8 different SE classes defined as

SE = 10(F11/F12) − 7.5. (4.4)

Sloan & Price [77] argue that stars that belong to the first SE class (SE1) show a very broad
11µm feature associated with alumina dust. Moving towards higher classes, this feature grad-
ually becomes narrower and the peak position shifts towards shorter wavelengths. Stars that
belong to the highest SE class (SE8), show a feature that peaks around 9.7µm associated
with amorphous silicate dust. Thus, the SE classes can be understood as a sequence in dust
composition that is related to changes in mass-loss rate.

Fig. 4.16 shows the SE classes for all targets in our sample. All targets cluster around the
power-law line described by [77]; however, it is immediately clear that class SE1 is absent
and class SE2 is only represented by two targets, in fact most of our targets are in classes SE5
or higher. This seems to confirm our conclusions from studying the dust spectra in Fig. 4.15
where we found that no target seems to correspond to a pure oxide dust spectrum.

When we determined the SE classes, we used the dust spectra obtained by subtracting a
detailed model of the underlying stellar and molecular contributions. This is different from
Sloan & Price [77] who used the same template model for all their objects (see § 4.8.1). We
have therefore repeated our classification, but this time using dust spectra obtained by subtract-
ing the same template. While there are small differences in the resulting classification, those
are details and the overall conclusion remains the same: the lower SE classes are missing or
underrepresented in our sample.
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Table 4.4: Extinction values for all our targets as well as SE classification. Note that naked stars
(NS) do not belong to any SE class. The CC abbreviation refers to the method of using Correlation
Coefficient.

Identifier AK[mag] AK[mag] AK[mag] AK[mag] AK[mag] SE log(L/L⊙) log Ṁ[M⊙/yr] log Ṁ[M⊙/yr]
(S99 and S04)a (Modeling) (G12)b (CC) (Final) Index (This Work) [60]

c32-1 0.571 0.797±0.136 0.581 5 4.02 –6.97 –6.03
c32-3 0.518 0.772±0.128 0.528 8 3.45 –7.53 –7.83
c32-4 0.518 0.772±0.128 0.528 7 4.08 –6.55 –5.30
c32-5 0.507 0.780±0.136 0.517 6 4.09 –6.87 –5.84
c32-6 0.507 0.780±0.136 0.517 8 3.91 –7.06 –6.90
c32-7 0.507 0.781±0.136 0.517 4 3.95 –7.21 –6.91
c32-8 0.507 0.57 0.781±0.136 0.518 0.520 NS
c32-9 0.507 0.772±0.130 0.517 5 3.93 –7.06 –5.62
c32-10 0.507 0.743±0.127 0.517 5 4.04 –6.86 –5.86
c32-11 0.497 0.770±0.133 0.507 6 3.97 –6.66 –5.79
c32-12 0.528 0.781±0.136 0.538 5 4.08 –6.70 –5.85
c32-13 0.476 0.730±0.135 0.486 6 3.84 –7.01 –6.36
c32-14 0.507 0.775±0.133 0.517 7 4.08 –6.64 –5.53
c32-15 0.518 0.762±0.142 0.528 7 4.02 –6.56 –5.55
c32-16 0.550 0.790±0.145 0.560 9 4.16 –6.48 –5.40
c35-1 0.602 0.923±0.169 0.600 6 3.42 –7.60 –6.90
c35-2 0.539 0.49 0.865±0.150 0.539 0.540 NS
c35-3 0.624 1.033±0.210 0.920 5 3.74 –7.37 –6.54
c35-4 0.550 0.87 1.022±0.212 0.920 0.920 NS
c35-5 0.581 0.972±0.217 0.920 7 3.56 –7.34 –6.39
Ogle-1 0.302 0.252±0.103 0.238 5 4.00 –6.93 –6.35
Ogle-2 0.302 0.260±0.107 0.242 5 3.97 –6.95 –6.54
Ogle-3 0.302 0.260±0.105 0.242 8 4.33 –6.32 –5.29
Ogle-4 0.302 0.18 0.264±0.105 0.246 0.246 NS
Ogle-5 0.302 0.268±0.104 0.254 6 3.22 –7.66 –9.18
Ogle-6 0.302 0.21 0.268±0.104 0.254 0.254 NS

NGC 6522-1 0.127 0.171±0.098 0.285 8 4.17 –6.70 –5.94
NGC 6522-2 0.111 0.166±0.097 0.275 5 3.50 –7.22 –6.93
NGC 6522-3 0.155 0.152±0.098 0.155 6 3.35 –7.57 –8.39
NGC 6522-4 0.180 0.27 0.166±0.097 0.275 0.275 NS
NGC 6522-5 0.106 0.171±0.097 0.100 6 3.70 –6.84 –6.39
NGC 6522-6 0.160 0.10 0.171±0.097 0.100 0.100 NS
NGC 6522-7 0.063 0.18 0.150±0.098 0.144 0.144 NS
NGC 6522-8 0.090 0.148±0.097 0.130 6 3.84 –6.98 –7.04
NGC 6522-9 0.090 0.148±0.097 0.130 7 3.35 –7.63 –8.58
NGC 6522-10 0.106 0.143±0.094 0.100 3 3.50 –7.51 –7.93
NGC 6522-11 0.095 0.177±0.098 0.100 7 4.09 –6.77 –7.03
NGC 6522-12 0.063 0.147±0.099 0.144 4 3.40 –7.40 –7.24
NGC 6522-13 0.106 0.143±0.094 0.100 3 3.80 –7.33 –6.85
NGC 6522-14 0.085 0.143±0.094 0.100 9 3.30 –7.66 –10.00
NGC 6522-15 0.063 0.11 0.143±0.094 0.100 0.100 NS
NGC 6522–16 0.063 0.142±0.096 0.100 4 3.35 –7.49 –7.91
NGC 6522-17 0.085 0.143±0.095 0.100 5 3.75 –6.98 –6.83
NGC 6522-18 0.106 0.141±0.098 0.12 0.157 5
NGC 6522-19 0.099 0.141±0.098 0.12 6 3.79 –7.06 –7.29

aS99: Schultheis et al. [73], S04: Sumi [80]
bG12: Gonzalez et al. [28]
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Figure 4.16: The SE classification for our sample after applying an extinction correction (top)
and without applying an extinction correction (bottom). Flux ratios for our targets are indicated
with the black diamonds; the green symbols indicate ratios obtained when using a similar stellar
template as Sloan & Price [77]. The solid curve indicates the power law through the classes
derived by Sloan & Price [77] and the SE classes themselves are separated by grey lines (dashed
and dotted for better illustration).
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This result is somewhat surprising, given the goal of this program and our careful sample
selection. Either something must have gone wrong in the sample selection, or alternatively,
our conclusions indicate that the dust around the AGB stars in the galactic bulge might be
somewhat different than the dust composition in the solar neighbourhood. It is clear though
that a first contributing factor is certainly extinction. Indeed, at the time of our sample selection,
reliable quantitative information about extinction towards our targets was scarce, and there was
no reason to assume large variations in extinction values from one line of sight to another; our
sample selection was thus based on sampling a color-magnitude diagram that was not corrected
for extinction. The effect of extinction on our SE classification is illustrated in the bottom panel
of Fig. 4.16, where we show the classes obtained without performing an extinction correction.
In this case, we find a much more uniform coverage of the different SE classes. One could thus
easily dismiss our “missing classes” conclusions as due to these extinction effects and improper
sample selection.

However, this cannot be the main or only reason for this effect. Indeed, it is important
to realize here that we did select some of the bluest targets possible (see Fig. 4.2 and our
discussion in § 4.2); and even in the presence of extinction, this selection ensured that we have
about 9 naked stars in our sample. If extinction would systematically shift our targets to the
higher SE classes, we should not have found any naked stars in our sample either.

Thus, we have to entertain the possibility that the absence of the SE classes represents a
real effect, possibly due to different conditions in the galactic bulge (e.g. lower metallicity).
If proven correct, this could offer valuable insights into the dust condensation around O-rich
AGB stars; follow-up work relating to this question will be the topic of further research.

4.9 Summary & Conclusions

We have obtained Spitzer-IRS spectra for a sample of AGB stars in the Galactic Bulge with
targets that were selected based on their (Ks−[15])0 colour in order to cover the full range of low
to high mass loss rates on the AGB. Strong and variable background emission in the crowded
bulge fields complicates data reduction, and our targets suffer from interstellar extinction.

Using a subset of naked stars in our sample, we compared different methods to quantify
and correct the interstellar extinction in our fields, and adopted extinction values derived from
a model-independent analysis of the naked stars. From these naked star values, and from
literature results as well as IRAC images, we estimated the extinction towards our dusty targets
as well, and de-reddened our observations.

We constructed a Spitzer-IRS based colour-magnitude diagram, and used this to estimate
luminosities and mass-loss rates for our targets. With these, we can characterize our sample,
and confirm that it indeed corresponds to AGB stars at the distance of the Galactic bulge (∼
8.5kpc) covering the entire range of mass-loss rates expected on the AGB. We modeled the
underlying stellar and molecular spectral contributions between 5-8-µm, and used these results
to construct the stellar and molecular model spectra over the entire Spitzer-IRS wavelength
range; these models were then subtracted from the observations to obtain the dust spectra.

A first analysis of the dust spectra by carrying out a spectral inventory and by determining
the SE classification for our targets shows that our sample shows clear variations in the dust
composition, but these changes are not clearly related to changes in the mass-loss rates. Due to
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extinction, the lower SE classes (corresponding to spectra dominated by oxides) are somewhat
underrepresented in our sample. The detection of a 13-µm band in two of our naked stars
entertains the possibility of this feature being among the first dust grains to condense out.

Further work on this sample of spectra will include detailed modelling of the spectra, study-
ing the relation with metallicity and comparison with pulsational properties obtained from
ground-based data.
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Chapter 5

Summary & Open Questions

During their early main sequence lives, the A- and B-type stars undergo various nucleosyn-
thesis processes that results in production of new elements. These elements are brought up to
the atmosphere over time via radiation pressure or convection. The abundance of the elements
plays a crucial role in the way the chemistry of the stellar photosphere develops in the next
stages of evolution such as AGB phase.

In this work we presented a reliable method to determine the atmospheric abundances of
early type stars in the ultraviolet window. We presented two comprehensive lists of such de-
terminations in two different stars, as a conclusive proof that the adopted synthesis tool in the
ultraviolet range, is indeed reliable and usable for future work. This can involve surveys of
large number of stars covering larger wavelength windows for potentially more new elements.

Next, we shifted our focus from early stars to evolved stars. The two stars that are studied in
chapters 2 & 3 will eventually evolve into the stars that are studied in chapter 4. The importance
of this study arises from the fact that, over the entire AGB evolution, stars return over 80%
of their initial mass back to the the ISM [124], and this way they contribute greatly to the
chemistry of ISM. As a result of this extensive mass loss, each star forms a large circumstellar
envelope surrounding the star. The radiation pressure from the central star is absorbed by the
dust and will be re-radiated in the infrared region of the electromagnetic spectrum. Therefore
Infrared observations of dust allow us to address long existing yet still open questions.

One of the key questions that is yet to be answered, is how exactly dust forms. While there
is some qualitative observational correspondence between detected dust species and theoret-
ical condensation sequences, many minerals that are part of the condensation sequence have
not been observationally confirmed yet, and at the same time, observations have revealed the
presence of minerals that were not expected based on the dust condensation sequence. Further-
more, silicates are primarily seen in amorphous form, whereas dust formation theories predict
that they should form in a crystalline structure at the temperatures where they supposedly con-
dense out. Why this is not the case is not clear. Several studies have previously addressed the
condensation of dust along AGB [18, 10], but were necessarily carried out using inhomogenous
samples of targets which makes the results hard to interpret. An intriguing related question is
which dust species drive the mass loss rate. Recently, it was shown that radiation pressure on
silicate grains does not provide a sufficient force to drive the outflow. There is little doubt that
the stellar wind is driven by radiation pressure on dust, but if silicates (the most abundant dust
grains in most O-rich AGB stars) cannot drive the outflow, then what dust component can?
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A related problem is that we may not even know very well what the dust spectra of these
AGB stars look like. To obtain the dust spectra, we need to subtract a good template for the
stellar atmosphere and the surrounding molecular layers. No such good and reliable templates
are available though. A key role in this problem is played by water. Water is abundantly
present in AGB CSEs, and has a large opacity over a large wavelength range. Water thus
strongly determines how the IR “pseudo-continuum” appears. However, to date there is no
model for a spherical and optically thick shell of water surrounding an AGB star, and thus it is
not even clear how reliable our “observed” dust spectra are.

Additionally, the relation between the stellar properties, the warm molecular layers and dust
formation is not yet well understood. Do the warm molecular layers play a role in the formation
of dust ? How do different parameters within the molecular layer (such as temperature and
column density or composition) affect the sequence of dust formation or its chemistry ?

Many of these problems can be addressed by observations carried out by Spitzer Space
Telescope. In chapter 4, we have presented a unique and homogeneous sample of AGB stars.
We extracted the infrared spectra and modeled the warm molecular layers. The modeling of the
dust spectra is the focus of future work which can help answer some of the questions mentioned
above.

After modeling the dust spectra, one can sort the sample based on increasing mass loss rate
in order to extract an “observational condensation sequence” which can further be compared
to the theoretical condensation sequence for possible correlations. The remaining fundamental
questions about the detailed processes involved in the dust nucleation will need an in depth
study which is not addressed in this thesis.
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Appendix A

A.1 Stellar Evolution: A Comprehensive Description

A.1.1 Main Sequence Evolution

We start our description of stellar evolution at the point where stars start fusing hydrogen
in their core. On the Hertzsprung-Russell (HR) diagram, stars that are fusing hydrogen into
helium in their center are found on a locus known as the main sequence (MS).

Main Sequence Lifetime

Stars spend the longest period of their lifetime on the main sequence while their luminosity
during this time slightly fluctuates. An estimate for MS lifetimes can be obtained from

τH =
EH

L
(A.1)

where EH is the nuclear energy released by hydrogen fusion in the core. Since nuclear fusion
produces energy through converting mass to energy, the higher the mass content of hydrogen
is, the more fuel is available for fusion to occur therefore the more energy can be released. This
yields a direct dependency between the energy and the total mass content of hydrogen and by
extension the total mass of the star (EH ∝ MH → EH ∝ M).

For MS stars, there is a relation between mass and luminosity that is understood theoreti-
cally and confirmed observationally [103, see e.g.]. In general, it is found that (L ∝ Mη) with
η between 3 to 6 [For details see 66]; here we take an average value of η̄ ≈ 3.5 [66]. Inserting
these relations between mass-luminosity and mass-energy in equation A.1 we find,

τH(M) ∝ M

Mη
∝ M1−η

and given the average η̄ ≈ 3.5, the time-scale on main sequence will then become;

τH(M) ∝ M

M3.5
∝ M−2.5

The result shows an inverse relation between mass and timescale on main sequence which
means that more massive stars spend less time on main sequence and vice versa meaning that

160
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despite their larger amount of fuel, massive stars burn their fuel faster. In the case of our own
sun (1 M⊙), the timescale on main sequence is of the order of 10 Gyrs.

It is interesting to note that red dwarf stars with masses below 0.8M⊙ have lifetimes longer
than the current age of the universe. Therefore, not a single red dwarf can have burned up all
their hydrogen fuel yet [see e.g. 15].

Main Sources of Energy Production

Stars on the main sequence produce energy through two mechanisms: the proton-proton chain
(or pp-chain) and CNO cycle. In the case of low mass stars, the hydrogen fusing process takes
place through pp-chain reaction whereas in intermediate mass stars it happens via CNO cycle
[see Chapter 2 in 47]. In what follows we briefly describe both mechanisms.

The net effect of the proton-proton chain, as shown in equation A.2, is the conversion
of four hydrogen atoms into helium accompanied by the release of 26.731 MeV of energy
(corresponding to 0.71 percent mass defect). However, neutrinos carry away 2-30% of this
energy; therefore depending on the exact reactions this value can change [see e.g. 20].

41H→ 4He + 2e+ + 2ν (E = 26.73MeV) (A.2)

The question regarding the steps involved in pp-chain have first been addressed by von
Weizsäcker [126] and Bethe [9]; in all cases, the first few reactions are:

1
1H + 1

1H→ 2
1D + e+ + νe (E = 1.442MeV, Eνe

= 0.265MeV) (A.3)

e− + e+ → 2γ (E = 1.02MeV) (A.4)
2
1D + 1

1H→ 3
2He + γ (E = 5.493MeV) (A.5)

The pp-reaction chain begins with the formation of deuterium (2
1H or 2

1D) releasing a positron
and a neutrino (see Eq. A.3). Almost immediately, the positron annihilates with an electron
and produces two gamma ray photons with a total energy of 1.02MeV (Eq. A.4). Thereafter,
the combination of deuterium produced in step A.3 with another hydrogen nucleus will lead to
the formation of 3He (Eq. A.5).
From here on the 4He can form through three possible paths (or branches). The branching of
the proton-proton chain to any one of these three possibilities, depends on temperature and the
ratio of helium to hydrogen abundance [see e.g. 20].

The pp I Branch:

3
2He + 3

2He→ 4
2He + 21

1H (E = 12.86 MeV)

One possible path is the fusion of two 3
2He nuclei which leads to 4He and two hydrogen nuclei

accompanied by a 12.86 MeV energy release [20]. Since pp I begins with two 3
2He nuclei,

the reactions in Eq. A.3 and A.5 have to occur twice but this is not the case in the other two
branches. The total energy liberated through this chain is E=26.20 MeV.

The pp I Branch can operate in a pure hydrogen gas since all the required ingredients can
be formed from a pure hydrogen environment [20]. The pp I Branch is dominant at low tem-
peratures (T/T6 / 10,T6 = T/(106K)) and since its rate of reaction depends directly on the
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Figure A.1: This figure illustrates the fraction of 4He produced via ppI, ppII or ppIII Branch, as
function of temperature in which T6 = T/(106 K) [20]. In lower temperatures, the abundance of
3He is highest therefore ppI Branch dominates. At slightly higher temperature where the abun-
dance of 4He increases the probability of ppII Branch increases and in very high temperatures
where the abundance of 7Be grows, the ppIII Branch becomes more dominant.

3He abundance in the medium then at a given temperature the probability of pp I Branch will
increase as the 3He/1H abundance ratio increases [20, 86].

The pp II Branch:

3
2He + 4

2He→ 7
4Be + γ (E = 1.587 MeV) (A.6)

7
4Be + e− → 7

3Li + νe (E = 0.862 MeV, Eνe
= 0.814 MeV) (A.7)

7
3Li + 1

1H→ 24
2He (E = 17.34 MeV) (A.8)

This branch starts with formation of 4Be (Eq. A.6). This reaction can only take place if 4He is
already abundant. The existence of 4

2He can be primordial or a product of the pp I chain [66].
For this branch to continue and dominate, 4Be nuclei needs to capture an electron (Eq. A.7).
4Be is more likely to combine with hydrogen (see pp III Branch), therefore the depletion of
hydrogen can improve the chance of its reaction with electron (Eq. A.7). This branch is more
dominant at high temperatures [see e.g. 20, 86]. The total energy liberated through this branch
is E=25.67 MeV.
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Figure A.2: Left: The reactions involved in the CNO cycle. Right: The reactions involved in
pp-chain [66].

The pp III Branch:

3
2He + 4

2He→ 7
4Be + γ (E = 1.587 MeV) (A.9)

7
4Be + 1

1H→ 8
5B + γ (E = 0.137 MeV) (A.10)

8
5B → 8

4Be + e+ + νe (Eν = 6.710 MeV) (A.11)
8
4Be → 24

2He (E = 18.071 MeV) (A.12)

This branch dominates over pp I and II branches at higher temperatures because at higher
temperatures the rate of electron capture for 7Be nuclei decreases because electrons will have
higher kinetic energy thus less likely to successively react, therefore the likelihood of the re-
action given in Eq. A.9 increases. The total energy liberated through this branch is E=19.20
MeV. A summary of the pp chain is shown in Figure A.2.

Another source of energy production is the CNO Cycle (a.k.a. Bethe-Weizsäcker Process)
in which carbon, nitrogen and oxygen act as catalysts for the combination of four protons which
will lead to formation of helium-4 [9]. The sequence of the CNO cycle reaction is shown in
Figure A.2. The reaction 14N(p,γ)15O, is the bottleneck reaction of the CNO cycle and will
cause the abundance of 14N to exceed that of any other CNO nucleus [17]. When the CNO
cycle reaches the reaction (15N+1H) the cycle takes two possible paths (CNO bi-cycle). It can
produce 12C and repeat the main cycle (CNO-I), or (once out of every 104 cases) it can produce
16O and enter a secondary cycle (CNO-II).
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Figure A.3: This plot illustrates the contribution of the CNO cycle and pp-chain in energy
production as a function of temperature. The CNO cycle dominates the pp chain at higher
temperatures [66].

The CNO cycle is much more temperature dependent than the pp-chain, therefore the
proton-proton chain dominates at lower temperatures while the CNO cycle takes over the en-
ergy generation at higher temperatures [66]. This is because unlike pp-chain, the reactions in
CNO cycle start occurring at higher temperature (∼n) and the rate of energy production rapidly
increases with increasing temperature. Figure A.3 shows the contribution of each as a function
of temperature.

From Main Sequence(MS) to Red Giant Branch(RGB)

As discussed before, the core gradually heats up during MS evolution (Points 1–4 in Figures
A.1.1 & A.4). Upon H exhaustion in the core, the core will further contract which will result
in even higher temperatures.

As the core continues to shrink, the layers close to the core will also collapse and heat up,
and reach H fusion temperatures; thus, at some point, H fusion is happening in a shell around
the inactive He core.

In case of stars with M≥2M⊙, the contraction of the core causes a gravitational energy
release which dominates that of hydrogen core fusion. This causes the zigzag between points
4 and 5 in the evolutionary track shown in Figure A.4 which is missing from Figure A.1.1 in
which case the star makes a smooth transit to hydrogen shell fusion.

As the hydrogen fuses in the shell, it adds more helium onto the embedded He-rich core
causing its mean molecular mass to rise and at the same time the temperature increases due to
contraction of the core. These two factors will increase the pressure at the base of the H-rich
envelope causing it to expand. Once ∼10% of the hydrogen has been converted to helium, this
expansion becomes significant and drives the star off the main sequence.

The star will maintain its luminosity throughout this expansion because the expansion
causes the temperature to decreases while the radius increases therefore from the well known
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captionThe
evolutionary track of a 1M⊙ star in the Hertzsprung-Russel diagram (Figure from Habing &

Olofsson [47]).
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Figure A.4: The evolutionary track of a 5M⊙ star in the Hertzsprung-Russel diagram (Figure
from Habing & Olofsson [47]).
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Figure A.5: This figure shows the evolution of interior structure of stars as it ages. The cloudy
areas represent the convective regions, the hatched areas are regions where nuclear energy
generation occurs. Dotted regions have variable chemical composition. Left: For a 1 M⊙ star
[120]. Right: For a 5 M⊙ star [65].

relation L = 4πr2σT 4
e f f

the luminosity stays constant. Therefore the star moves almost hori-
zontally across the HR diagram. This interval of horizontal movement on HR diagram is also
called the sub-giant phase (Points 5–7 in Figures A.1.1 & A.4).

While the star crosses this phase, the mass of the core gradually increases from the sur-
rounding burning shell. Once it reaches the Schrönberg-Chandrasekhar limit (a maximum
mass limit for isothermal inactive core to be able to withhold an envelope), the core begins to
contract however the core contraction happens on the Kelvin-Helmholtz time-scale which is
relatively short, therefore it is unlikely to observe a star in this phase of its life. This results in
a well-known gap in the HR diagram between the MS turn off point and the base of red giant
branch called the Hertzsprung gap.

The expansion of the envelope continues until the Hayashi limit is reached – the theoretical
locus for fully convective stars in the HR diagram. The Hayashi limit constrains the maximum
radius to which the envelope can expand (Points 7 in Figures A.1.1 & A.4). This represents the
base of the red giant branch (RGB).

As the star evolves toward the Hayashi line, the outer convective zone deepens until it
eventually penetrates into the layers which are already enriched by nuclear fusion products (see
Fig. A.5), but they are still above the active hydrogen fusing shell. These convective motions
then bring up the nucleosynthesis products to the surface; a process generally known as ”
dredge-up” and at this point ”first dredge-up” (point 8 in Figures A.1.1 & A.4). It is worthwhile
to mention that this process only occurs as long as the star is convective, however when the
star evolves further the core becomes more radiative gradually than convective therefore this
process will cease.

The mixing elements during first dredge-up mostly include the CNO cycle products such
as 13C and 14N. The dredge-up surface mixing process also causes the 12C and other primordial
elements on the surface to move down into the interior of the star. This results in a decrease of
12C/13C and 12C/14N surface abundance ratios.
Theoretical calculations show that for 1 M⊙ star, the 12C/13C ratio drops from ≈89-90 to about
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≈20-25 and the 12C/14N ratio decreases by a factor of 2.5 [see e.g. 59, 47] which is in good
agreement with observations [see e.g. 59, 41, 35, 19, 5, and references therein for further de-
tails].

Upon reaching the Hayashi limit, the star becomes fully convective. Convective energy
transport tends to be far more efficient than radiative diffusion. In this stage of evolution, the
star’s energy is directly related to the mass of the core which is continuously increased by the
active hydrogen fusing shell. This energy is allowed to escape from the star much easier thus
increasing the luminosity of the star. Therefore, the star will move up the HR diagram almost
vertically into the Red Giant Branch (RGB).

From Red Giant Branch (RGB) to Horizontal Branch (HB):

As the star ascends the RGB branch, the inactive helium core continues to contract gravitation-
ally. The core contraction results in temperature and density increase. However, if the initial
mass of the star is lower than 1.8 M⊙, the pace at which density increases is higher than the
pace of temperature increase. Thus at some point, the core becomes electron-degenerate before
it can reach the helium ignition temperature and the degeneracy pressure will halt the contrac-
tion. One of the most important differences between degenerate matter and a non-degenerate
(ideal) gas is the relation between temperature and pressure. Unlike an ideal gas for which
pressure and temperature are directly related, in a degenerate gas the pressure is only very
weakly dependent on temperature and mostly dependent on density. Thus temperature in the
degenerate core increases while the pressure remain nearly unchanged.

The core continues to heat up until it reaches temperatures of about ≈ 108 K when he-
lium can ignite. With the onset of helium fusion the temperature rises, but since the core
is degenerate and pressure is almost independent of temperature, there will be no stabilizing
cooling expansion of the core. In turn, the higher temperatures result in a strong increase in
the nuclear energy production since the He fusion reaction is very sensitive to temperature (see
below). Thus, He fusion in degenerate conditions is a runaway process happening on very
short timescales (few seconds); this phenomenon is therefore called the “helium flash” (Point
9 in Figure A.1.1). The helium flash ends when the temperature is high enough for thermal
pressure to become dominant again (see Figure A.6); at that point, the core will expand and
cool while the density will decrease. During the helium flash, there will be an enormous nu-
clear energy production. However, this energy is largely dissipated or absorbed by the stellar
envelope. Therefore we do not observe a sharp luminosity peak during the helium flash.

In stars with masses greater than 1.8 M⊙ the core does not become electron-degenerate
since the temperatures required for helium ignition will be reached before that (Point 9 in
Figure A.4). The helium ignition stars in non-degenerate conditions, leading to helium fusion
in a gentle manner.

Helium fusion (in both degenerate and non-degenerate conditions) occurs through a process
known as the triple-alpha (3-α) process. The 3-α process converts three α particles (4He) into
one carbon nucleus (12C). When the temperature of the contracting core reaches ≈108 K, the
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Figure A.6: This plot shows the change in central temperature versus central density during
the helium flash. As long as the matter is degenerate (below the border dashed line), the
temperature rises in constant density. As a result the star enters the non-degenerate regime
followed by core expansion and density decreases. This will stabilize the helium fusion process
[66].

following nuclear reactions set in [116];

4He + 4He → 8Be + γ (E = −95 keV)
4He + 8Be → 12C + γ (E = 7.4 MeV)

8Be is unstable against break up and decays into two α particles within the half-life of τ1/2(8Be) ≈
3 × 10−16 s. However 8Be in its meta-stable ground state has a long enough lifetime to react
with 4He to form a stable 12C. Owing to a nuclear resonance, the indirect conversion of 4He to
12C, involving the middle step of 8Be formation, has a much higher probability than the direct
conversion which involves a rather improbable three-body reaction of 4He. The triple-alpha
process is very sensitive to the temperature: the nuclear reaction rates scale typically with T40

[66]. Once 12C has been produced in the star, the following reactions also become possible
[116];

12C + 4He → 16O + γ (E = 7.1 MeV)
16O + 4He → 20Ne + γ (E = 4.7 MeV)

Both low and intermediate mass stars that are fusing helium steadily in their core will settle
down on the horizontal branch (HB) on the HR-diagram (Points 9-11 in Figures A.1.1 & A.4).

From Horizontal Branch (HB) to Asymptotic Giant Branch (AGB)

As helium gradually burns through the 3-α process in the core, the supply of helium goes down;
once again, this leads to a slight drop in pressure and the core slowly goes through gravitational
contraction to maintain hydro-static equilibrium. When the core runs out of He (Point 14 in
Figures A.1.1 & A.4), the gradual contraction heats up the surrounding shell and switches on
the shell burning process. As before, this results in an increase in luminosity and a decrease in
effective temperature through expansion (Points 11-14 in Figures A.1.1 & A.4). The star has
then reached the AGB phase [76], so called because it asymptotically touches the RGB.
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Figure A.7: The structure of a 1 M⊙ and 5M⊙ E-AGB Stars [see Chapter 2 47]. In general
terms, AGB stars are cool (T=3000 K) giants (typical R=3 × 1013 cm) with an inert, degenerate
CO core, two burning shells (one He, one H) and large inactive convective envelopes.

Evolution on and beyond the Asymptotic Giant Branch (AGB)

When arriving onto the AGB, the stellar structure is roughly as follows (see Figure A.7). At
the center is a dense and hot core consisting of carbon (12C) and oxygen (16O). This core is
electron degenerate for similar reasons explain in case of He core. Further out is a He fusion
shell that provides most of the luminosity in this phase and that adds mass to the core; further
out is a H fusion shell, and the two are separated by a thin region called inter-shell zone which
is primarily made out of pure helium. Around the hydrogen shell there is a radiative buffer zone
which is surrounded by a much larger H-He envelope which is for the most part convective (see
Fig. A.7).

At first, only the helium shell burns, and it adds more mass to the core and consumes
the helium in the inter-shell zone thus reducing the mass in that region. The nuclear energy
resulting from helium fusion will increase the temperature at the H/He interface to the point
where hydrogen shell fusion can resume. This stage is sometimes referred to as the “double
shell burning”.

In the case of intermediate mass stars with masses greater than 4 M⊙, convection penetrates
through the inactive hydrogen fusing shell and into the inter-shell region above the active he-
lium fusing shell [5]. It then brings the processed material on to the surface – the “second
dredge-up” (Point 15 in Figure A.4). In those stars that undergo the second dredge-up, the
surface abundances of 16O and 14N can be enhanced or decreased by a factor that depends on
the initial composition and mass of the star [3, 47]. Also if the convective envelope reaches
deep enough, then the abundance of 18O and 22Ne can similarly drop or increase depending on
the stellar parameters [3].

The reason for this is that during the second dredge-up phase, the base of the convec-
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tive envelope first reaches the region with variable hydrogen content and then extends to the
hydrogen-exhausted core where the size of the hydrogen-exhausted core depends strongly on
the initial composition (see Figures 11 and 12 in Becker & Iben [3])

The limit to which the base of the convective layer can penetrate depends strongly on the
size of the hydrogen-exhausted core and the thickness of the helium fusing shell around it.
The final enhancement or depletion of various elements will vary accordingly. If the base of
convective zone layer reaches down to the helium-rich layer then the amount of helium that
is dredged-up (∆MHe) would be higher than other elements. Thus the abundance of heavier
elements would decrease. Whereas if the base of the convective layer is able to reach deeper to
hydrogen-exhausted core where reactions such as 14N(α, γ) 18F(β+, ν)18O or 18O(α, γ)22Ne has
taken place, then the abundance of heavier elements such as 18O and 22Ne can be enhanced in
the surface, respectively [3].

Note that the second dredge-up will not happen for stars with masses lower than a critical
mass of ≈ 4 M⊙ (for solar metallicity) since the base of the convective layer does not penetrate
the lower levels [47]. According to Becker & Iben [3], this critical mass value varies between
3.3 and 5.5 M⊙ since they found almost no change in surface abundance of stars within this
range which means that convection barely reaches down and second dredge-up does not hap-
pen.

The He shell becomes thinner as more He is consumed. Eventually, this creates the con-
ditions for a peculiar type of instability. This is due to thermal instabilities that were first
described by Schwarzschild Hárm [112], and that are particularly effective for thin shells that
undergo nuclear fusion with a steep temperature dependency – such as the thin He shell that is
now left. If the shell is thin enough, any perturbation will not lead to significant adjustments in
the hydro-static structure of the star. Suppose a perturbation is introduced into such a shell that
slightly increases its temperature. Following this rise in temperature there will be an increase
in the rate of energy production in the helium shell (LHe), since the 3-α process has a very steep
temperature dependency (ǫ ∝ T 40). This extra energy will then lead to further increases in the
shell temperature thus leading to a thermal runaway (Beyond point 15 in Figures A.1.1 and
A.4).

This process is referred to as “helium shell flash” or “thermal pulse” because it is somewhat
similar to the runaway process that occurs during the helium core flash. However, this thermal
instability happens in non-degenerate environment [112]. Thermal pulses typically last for
∼1,000 years with inter-pulse periods of the order of 100,000 years.

Electron-degeneracy in the shell is not a necessary condition for a thermal pulse to occur
but if the shell becomes degenerate at any point, the instability will be enhanced since pressure
becomes independent of temperature [47].

Thermal pulses introduce a second stage of AGB evolution known as the thermally pulsing
AGB (or TP-AGB). During every thermal pulse, the luminosity of the AGB star increases for
a short period of time depending on the mass and composition of the star [47]. After a thermal
pulse, the helium fusing shell switches off and the luminosity is only provided by hydrogen
shell fusion. After a while, the hydrogen shell will dump enough mass to the underlying inter-
shell region so that the double shell burning can restart and the whole cycle repeats.

As a result of helium shell flash, the inter-shell region becomes convective. Just like for
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the first and second dredge-up, the convective layer will bring nucleosynthesis products to the
surface in a series of events collectively referred to as “third dredge-up”. The major mixing
elements are particularly 12C and 4He. One of the most important consequences of the third
dredge-up is the formation of carbon stars. Stars start off with a C/O ratio below unity which
makes them originally oxygen-rich. However, each third dredge-up episode, brings up more
carbon to the surface and thus increases the C/O ratio until at some point this ratio exceeds
unity and turns the star into a carbon (or C-rich) star. However, it is worthwhile to mention
that the conversion from oxygen-rich star to carbon-rich star only occurs in intermediate mass
stars, since the very massive stars convert carbon into nitrogen through further nuclear fusion
in the core and very low mass stars lose all the material between core and surface through mass
loss before the conversion can take place [47].

Theoretical models developed by Herwig et al. [43] show that for a 3 M⊙ star with (Y,Z)
= (0.28, 0.02), after seven thermal pulses the amount of dredged-up 12C is up to 10−3M⊙ and
for 13C it is 10−7M⊙ (13C-pocket). Herwig et al. [43] also find the inter-shell abundance of
typically (4He/12C/16O) = (23/50/25) which indicates that in a case of a 3M⊙ for example, the
star becomes carbon rich after seven pulses.

In the case of extremely low metallicity (0≥Z≥0.0001) of the star, third dredge-up will
also result in surface abundance enhancement of 16O, 22Ne, 23Na, 25Mg and 26Mg [45]. The
properties of the hydrogen shell in low metallicity stars is such that during the dredge-up,
the temperature is high enough at the bottom of the convective layer so that protons can burn
vigorously which can produce the above mentioned elements [44].

In addition to elements created by nuclear fusion, some nuclei can also be created by neu-
tron capture and mixed to the surface through third dredge-up. In AGB stars, this happens
through the so-called s-process. The s-process elements are produced in environments of suf-
ficiently low neutron flux so that any neutron rich isotope that is formed will beta decay into a
stable state before it can capture another neutron.

For sufficiently massive stars (' 5M⊙), the base of the convective envelope can be hot
enough for fusion to occur. This process is known as Hot Bottom Burning (or HBB) and it
happens in inter-pulse phases. It is also referred to as “convective envelope burning”. The
nucleosynthesis products of HBB are 13C, 14N and 7Li. Due to the enhancement of 13C which
destroys 12C that was transported down from the surface, one of the main effects of HBB is to
delay or even prevent a star from becoming a carbon star [42].

A key ingredient in the evolution of AGB stars is that stellar winds reduce the mass of the
envelope from the outside through mass loss (see Sec. A.1.2). Unlike most other phases in
stellar evolution for which the amount and consumption rate of fuel determines the evolution,
the AGB stellar evolution is characterized by rates at which material is removed from the outer
layers of the star. At rates of 10−8–10−3 M⊙ per year (with mass loss rates increasing as stars
climb the AGB), mass loss sets an AGB lifetime of ≈ 2 × 106 yr [54]. It is thought that near the
tip of the AGB, AGB stars will experience a so-called superwind phase with mass-loss rates
of up to 10−3 M⊙/yr, which effectively ejects the entire remaining stellar envelope in a short
amount of time (∼ 1000 years), and leads to the termination of AGB phase.
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A.1.2 Post-AGB Evolution

After the superwind phase the star enters the post-asymptotic giant branch (Post-AGB) phase
of evolution. The heavy mass loss rate during the superwind phase (SW) almost completely
strips the star of its hydrogen-rich envelope. The deeper and hotter layers will gradually be
exposed as the outer layers are expelled.

In the beginning of this process however, the central star is obscured by the remnants of the
excessive mass loss during the superwind phase. In typically 100-1000 years, the circumstellar
material becomes optically thin thus allowing the central star to be seen at optical wavelengths.
The interval between the end of the superwind phase and this point is called the pre-planetary
nebula phase.

The central star continues to get smaller and hotter until it is hot enough (T≥10,000K)
to emit strong ultraviolet radiation to photo-ionize the surrounding material that were ejected
during the superwind phase and is still expanding. The photo-ionized material will then emit
in optical wavelengths, turning the object into a planetary nebula (PN).

Proto-planetary nebulae are observable from earth but not for a long duration. This is
because the matter will become too disperse that the radiation can no longer ionize it. The
remnant is a white dwarf consisting of a degenerate core of carbon and oxygen.

The white dwarf remnant does not have any source of energy generated by fusion to support
it against gravitational collapse except the electron degeneracy pressure which constrains the
mass of the white dwarf to a maximum of 1.4M⊙ known as the Chandrasekhar limit The white
dwarf, once formed, is quite stable and continues to cool down on timescales of billions of
years.

Mass loss & AGB circumstellar environments

A.1.3 Principles of the Mass Loss Process

Although many aspects of mass loss are understood qualitatively, there are still many details
that remain unclear. In the most general terms, it is believed that stellar pulsations lift matter
high above the photosphere where it cools down and forms molecules and dust grains. Ra-
diation pressure on the dust grains then drives them outward, and the dust grains drag the
gas along. This “pulsation-enhanced dust-driven wind scenario” is described in great detail in
Höfner [50].

Stellar pulsation, in general terms, is the periodic contraction and expansion of the outer
layers in order to maintain hydrostatic equilibrium. The mechanism that drives the pulsation
in many types of pulsating variables is the κ-mechanism where κ is for opacity as a measure of
transparency.

The UV radiation from the ISM is energetic enough to ionize the neutral hydrogen in the
outer envelope as a result of which the opacity decreases in the outer envelope allowing the
light to pass through. This will decrease the outward thermal pressure and cause the envelope
to shrink. The density and temperature and opacity will increase as a result of compression.
Therefore, the energy flux from inside of the star decreases since it can not escape the opaque
region and this excess flux causes the envelope to expand. The expansion causes the opacity to
drop so the cycle can continue.
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Figure A.8: This figure shows the movement of mass shells as a function of time. The pulses
originating around periods 100,102 and 104 trigger dust formation. The radiation will push
these newly formed material away from the star therefore the density is not high enough for
shocks around periods 101 and 103 to trigger dust formation.

These pulsations result in a periodic change in the luminosity of the star and since the
luminosity of all AGB stars varies periodically and with large amplitudes, they are counted as
pulsating stars.

Pulsating stars fall under the category of variable stars but not all variable stars are pulsators.
AGB stars are classified as Miras (or Regular), semi-regular (SR) and irregular (L-type for slow
irregular) [63]. The period of variation increases as the star evolves on the AGB phase thus
Early-AGB stars tend to be semi-regulars and as they climb higher on the AGB they tend to be
Mira variables.

E-AGB stars tend to be irregulars or semi-regulars with periods of typically 30 to 100 days;
and higher up on the AGB we find the very regular Mira variables with periods of 100 days up
to several years.

In every pulsation cycle, the outer layers are pushed away from the central star by expan-
sion and they fall back inward on free-fall timescales. However, the in-falling material will
encounter the material from a new expansion episode, and this will create a shock wave which
provides a site for dust formation. Figure A.8 shows Radius versus Time which illustrates
the movement of atmospheric layers during pulsations. The shocks created around periods
100,102 and 104 result in dust formation and are thus pushed away by radiation pressure. On
the other hand, the shocks created at periods 101 and 103 will not trigger dust formation due
to insufficient density [49].

When in-falling material from previous pulse collides with the out-flowing material from
the new pulse, there will be a density increase in the zone in which they collide. Additionally,
according to models, after each shock wave there is a post-shock cooling process. A combina-
tion of these two factors contribute to the formation of molecules in these regions.

In this mixture of gas and dust, stellar radiation pressure will drive the dust grains away
from the star. Dust grains transfer momentum to gas molecules through collision. As a result
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the radiation pressure will accelerate the dust outwards and the dust will drag the gas along
until the mixture of two reaches terminal velocity and sails into the interstellar medium as a
slow (∼15 km/s), but massive dust-driven outflow.

It is noteworthy that in some cases, very low outflow velocities (.5km/s) have been reported
for AGB stars which can not be explained by a dust driven mechanism because low amounts
of dust can form in these environments. The other possibility is the purely pulsation-driven
mass loss but it’s been thought for a long time that there is no evidence supporting this scenario
[131].

The rate of mass loss increases as the star evolves toward greater luminosity, radius and
lower effective temperature. Although mass loss processes can not be calculated from first
principles, observational evidences suggest mass loss rates of 10−8M⊙ for early AGB stars to
some 10−3M⊙ for the objects on the tip of AGB which for O-rich stars lead to the formation of
OH/IR stars [54].

The heavy mass loss in the later stages of evolution gives rise to massive dust formation.
The SiO molecules in the circumstellar environment are mostly consumed in the dust formation
leaving the water molecules in the outer envelope to be split by the ultraviolet light from other
stars which will lead to formation of hydroxyl(OH) molecule. The heat from the warm dust
will excite this molecule and create OH maser emission lines. In addition to this, due to heavy
mass loss, the circumstellar dust of these stars is optically thick making them undetectable in
the optical range while giving them a strong IR excess. These stars are known as OH/IR stars.

A.1.4 Circumstellar Envelopes of AGB Stars

The extensive mass loss on the AGB results in the formation of an extended region containing
a mixture of gas and dust – the circumstellar envelope (CSE). Close to the stellar surface,
pulsation-induced shocks result in enhanced densities and warm (∼500-1500 K) quasi-static
layers known as the the “dynamical atmosphere” (or MOLsphere) as shown in Figure A.9.
This region is sometimes referred to as the inner CSE which usually starts around 1R∗ and
extends to about Rinner ∼5R∗ [18].

The CSE of evolved stars can create a rich set of molecules and dust species making it
one of the most remarkable chemical laboratories in the universe. Depending on the C/O
ratio, metallicity, temperature and distance from the central star, different gas molecules can
form. Several observations have been carried out to identify the chemical contents of the CSE.
The results mostly indicate the presence of oxygen rich species such as SiO, H2O, CO2, SiS,
CO, SO2, SO, CS, CN, HCN, etc. whereas around carbon rich stars carbonaceous species are
more abundantly detected such as H2, CO, N2, C2H2, HCN, etc. [95] and polycyclic aromatic
hydrocarbons (PAH) only in handful of C stars [13]. However, there have been reports of
few peculiar cases where a carbonaceous molecule (e.g. C2H2, HCN and CS [16] have been
detected in the oxygen-rich circumstellar environment as well as the detection of an oxygen-
rich molecule (e.g. water vapor) in CSE of carbon-rich AGB stars [91]. The different species
leave different fingerprints on the spectra of these objects which helps astronomers identify
them as either oxygen-rich or carbon-rich (see e.g. Figure A.10).

When the temperature of the expanding circumstellar gas drops down to 900-1400K, dust
formation can begin if the density of the gas is sufficiently high. Dust grains absorb momentum
from stellar radiation much more efficiently than molecules since they have larger cross section;
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Figure A.9: Schematic diagram of the AGB stellar structure and the surrounding circumstellar
envelope. It illustrates the chemical evolution of the stellar ejecta as it moves further away.
The shocks occur in dynamical atmosphere and result in the formation of different molecules.
Different dust species condense out and get accelerated by radiation pressure in the acceleration
zone. The interstellar radiation will give rise to photo-chemistry in the CSE [see chapter one
47].

this will thus accelerate dust grains away from the star while they drag the gas with them
through the “dust acceleration region”. This zone (intermediate CSE) extends to about ∼100R∗
and down to temperatures as low as 100K [22].

When radiation pressure balances the drag, the outflow reaches the “terminal velocity” of
typically 3-30 Km s−1 [47]. The terminal gas outflow velocity can be obtained from observa-
tions. The stellar parameters such as luminosity and dust parameters such as dust-to-gas ratio
and average dust grain sizes, the dust condensation radius and to a lesser extent condensation
temperature, can influence the terminal velocity of the outflow [67]. For example in two similar
stars, one that has higher luminosity will result in a higher terminal velocity.

Although it is suggested that the radiation pressure on dust grains drives mass loss, calcu-
lations show that this method can not account for slow winds (v < 10km/s) of low mass loss
rate stars (Ṁ < 10−6M⊙/yr). In addition, dynamical models have shown that only solid Fe
and Fe-rich silicate condensates can absorb sufficient momentum from radiation pressure to
initiate the outflow. However, models predict only small amounts of these grains in the outflow
thus they can not be the only driving force behind stellar mass loss [130]. For these cases, an
additional mechanism (e.g. stellar pulsations) is required to accomplish the task [67].

At much larger distances, the interstellar radiation field can penetrate the outflow, resulting
in photo-chemistry in the circumstellar envelope. The energy of the interstellar radiation is
strong enough to photo-dissociate some of the species in the outer CSE and create radicals
(e.g. C2H and CN from parent species C2H2 and HCN, respectively [121]). This process does
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Figure A.10: This figure shows the difference between the spectral features in oxygen-rich and
carbon-rich stars. The top spectrum belongs to UX Cyg and the lower one is R Scl, representing
oxygen-rich and carbon-rich stars, respectively. CO is a common species between the two stars
[134].

not happen in the inner regions since the inner CSE is shielded from the interstellar radiation
by the outer CSE.

Finally, at large distances (≈1018cm from central star), the CSE merges with the ISM. This
region (outer CSE) extends to Router ∼20,000R∗ and will reach temperatures as low as ∼10K
[22].

A.1.5 Observational studies & Mass Loss

The observations of AGB stars include various sources such as photometry, interferometry,
spectroscopy or even direct imaging. Here we briefly describe these methods and their corre-
sponding results.

Previous infrared observational studies include near-infrared photometry such as the DE-
NIS [94] and 2MASS [114] surveys or the Infrared Astronomical Satellite (IRAS) which ob-
served infrared sources at 12, 25, 60, and 100µm wavelengths. The Infrared Space Obser-
vatory (ISO) performed imaging and photometry between 2.5-240µm and spectroscopy from
2 to 200µm. The Spitzer Space Telescope (SST) which performed imaging and photometry
between 3-160µm and spectroscopy from 5 to 40µm and spectrophotometry from 5-100µm.
The HIFI instrument on-board Herschel Space Telescope covers spectroscopy in far infrared
for wavelengths between 157 to 212µm and from 240 to 625µm. In particular, the Short Wave-
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length Spectrometer (SWS) and Long Wavelength Spectrometer (LWS) on-board ISO, have
been a significant improvement over the previous studies since they carried out individual ob-
servation of a great number of evolved stars and revealed much about the chemical composition
of the atmosphere and CSEs of evolved stars [see e.g. 1, for a review].

The O-rich or C-rich stellar atmosphere will result in very different chemical compositions
for the CSEs. This is due to the fact that the first molecule that forms is the very stable carbon
monoxide CO. This process is so efficient, and the molecule so stable, that in an oxygen-
rich star, as good as all the carbon is locked up in CO molecule, and the excess oxygen will
determine the rest of the chemistry (for molecules as well as dust grains). Conversely, in carbon
stars, all the oxygen is locked up in CO, and thus the further chemistry is entirely driven by
carbon. In addition to these two classes, ISO observations found a particular class of objects
with “mixed chemistry” of O-rich and C-rich at the same time. In these cases the O-rich dust
is found to be cool and highly crystalline while the C-rich dust is warm. These type of objects
mostly belong to binary classes in which the O-rich dust is stored around the companion while
in the meantime the star becomes a carbon star and gives rise to the carbon rich chemistry that
follows (see e.g. Red Rectangle [132]).

Around O-rich AGB stars, infrared observations thus revealed the presence of H2O, OH,
CO , CO2, SO2 and SiO gas as well as some dust features such as magnesiowüstite [Mg1−xFexO]
, alumina[Al2O3] , and amorphous and crystalline silicates. For carbon stars, the IR inventory
typically yields CO, CH, CS , SiS, HCN, C3, C2H2 gas in addition to SiC and MgS dust grains
[see e.g. 1, 18, and references therein]. The search for more and new molecules and dust
grains in circumstellar environments of evolved stars is certainly not a closed field of research
and is still actively pursued.

Additionally, ISO satellite has performed another large mid-infrared survey using ISO-
CAM. This survey is more generally known as ISOGAL survey in which 16 square degree of
the Galactic plane is observed in mostly two wavelengths of 7 and 15µm. This survery con-
tains almost ∼2000 sources. These observations combined with near-infrared observations of
DENIS (I,J,Ks) provides a tool to study the nature of the objects observed at these wavelengths.
Ojha & Omont [93] found that almost all of the ∼2000 ISOGAL sources are AGB stars or on
the tip of RGB.

Observations carried out by Spitzer Space Telescope have also provided us with valuable
knowledge about AGB stars and their circumstellar envelope. For example, the strong infrared
excess of AGB stars makes them a very valuable tool to study the structure of our own as well
as other galaxies. The Infrared Array Camera (IRAC, Fazio et al. [29]) on-board Spitzer is
particularly well suited for this task since it has a high sensitivity and covers a large areas in the
sky. GLIMPSE [8] which covered 220 square degree of Galactic plane and SAGE [85] which
mapped 50 square degree of the center of Large and Small Magellanic Clouds, are among two
large surveys performed with IRAC. In addition, IRAC has four channels operating at 3.6, 4.5,
5.8 and 8µm.

The SAGE(Surveying the Agents of Galaxy Evolution) program has imaged the small Mag-
ellanic cloud (SAGE-SMC) and large Magellanic cloud (SAGE-LMC) from 3.6 to 160µm.
Many AGB stars have been identified using the SAGE photometry. This study has also shown
that C-rich AGB stars contribute the most to the interstellar dust even though they are fewer in
numbers [7].

In Addition to all these above-mentioned observations, the Multiband Imaging Photometer
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(MIPS) of the Space Infrared Telescope Facility (SIRTF) has imaged the parsec-sized dust
shells around four carefully selected AGB stars in far-IR in order to study their circumstellar
envelopes and mass loss mechanism. This survey is referred to as MIPS Infrared Imaging
of AGB Dust-shells (MIRIAD). The first results of MIRIAD was the detection of a faint (<5
MJysr−1), extended (∼400”) far-IR nebula as well as an extended Hα emission around one of
the AGB stars (R Hya). This nebula is suggested to be due to a bow shock created by the
interaction between stellar wind and insterstellar medium [122].

Color-magnitude diagrams are also a useful tool to estimate the mass loss rate. Color-
magnitude diagrams are analogous to HR-diagram since the magnitude is proportional to the
luminosity and the color which is the difference between magnitude at two wavelengths is
proportional to temperature. For instance, there is a increasing trend in the (Ks-[15])/[15]
color-magnitude diagram of the ISOGAL sample which corresponds to an increasing mass
loss rates (ranging from 10−8 to 10−5M⊙/yr).

The IRAS [12]-[25],[25]-[60] two-color diagram is also proven to be a valuable tool to
study the mass loss rate. Garc’ıa-Lario et al. [36] have found the best observational fit to the
two color diagram to be:

[25] − [60] = −2.42 + 0.72e1.096([12]−[25])

This sequence is referred to as Infrared Main sequence (IRMS) and it can be interpreted as an
evolutionary sequence of mass and mass loss rate meaning that the more massive stars with
higher mass loss rates are located in the upper part of the IRMS [36].

The spectroscopic observations of AGB stars also have allowed us to study the mass loss
and circumstellar envelopes in great details. For instance, CO rotational line emissions and
21cm HI line and maser emission and radiative transfer models, have been used in the past to
estimate the mass loss rates. In a few words, the general method involves the estimate of a total
mass of the molecule from the line profile. Then by means of the typical outflow velocities for
those species and the diameter to which they extend, one can find the timescales on which that
amount of mass was lost and convert that to mass loss per year. In the following we briefly
explain each method.

HI 21cm line emission : Molecular hydrogen (H2) is an abundant species in the envelope of
AGB stars. However, this molecule is quite difficult to observe since it has no allowed electric
dipole transition and the quadrupole transitions only appear in infrared ranges which are not
accessible from the ground. At larger distances the interstellar radiation can photo-dissociate
the H2 molecule and produce HI. The extent of HI in the envelope of AGB stars is quite large
(∼ 2pc) which implies that HI is a better tool than any other molecule (e.g. CO) to study the
mass loss rates over longer time-scales (up to ∼ 105yr).

The 21cm HI line in radio region of the spectrum was thought to be undetectable since it
was too weak and contaminated by the Interstellar hydrogen along the same line of sight until
the upgraded Nancay Radiotelescope (NRT) detected this line towards several AGB stars [37].
The emission line profile can be fitted with either a Gaussian or a rectangular from which the
mass of the HI can be derived. Note that this estimated mass is usually underestimated because
we do not take into account the interstellar contribution or self-absorption.

Even though the mass loss rates determined this way show a correlation with those obtained
from other methods, they are still uncertain since the total mass of HI is not well determined
[26].
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CO line observations : After H2 molecule, CO is the next most abundant molecule around
AGB stars. The radiative transfer modeling of multi-transitional CO observations in radio
regime are most commonly used and are also known to be the most accurate.

The line profile of CO have parabolic shape in optically thick cases and flat-topped or two-
horned profile in optically thin or spatially resolved [25]. These line profiles can be fitted by a
profile function which has the following general form;

T (v) = TMB,c[1 − (
v − vLS R

v∞
)2]β/2

Where β is a measure for the shape of the profile, β=2 represents optically thick soft parabolic
shape, 0 < β < 2 lead to flat-topped shapes and negative β leads to two-horned profiles[25].

Through fitting the line profile with a parabola we can get an estimate of a few important
parameters such as the expansion velocity of the CSE (v) and the brightness temperature at
the center of the line (TMB,c), the velocity of the star with respect to the local standard of rest
(vLS R) and optical thickness of the envelope (β) which will allow us to determine an analytic
expression for the mass loss rate as a function of these parameters (The details of derivation
are beyond the scope of this paper for further details see De Beck et al. [25]).

The average mass loss rate derived for AGB stars from this method is∼ 2×10−7 M⊙yr−1[26].
Maser emission : In addition to the two methods mentioned above maser emissions from

H2O, OH and sometimes SiO can also be used to determine mass loss rates for AGB stars.
Bowers & Hagen [6] confirmed that the luminosity of OH maser as well as the ratio of H2O
to OH luminosities depend on the mass loss rate. This method is more useful for oxygen-
rich stars (C/O<1) since they can produce more H2O molecules and thus more OH through
photo-dissociation. Due to a strong dependence of maser line strength on chemistry, density,
temperature and velocity of the gas ,the mass loss rates estimated this way are more uncertain
than CO line emission method [26].

Radiative transfer models : Another alternative method of mass loss determination is
based on radiative transfer modeling of the observed spectral energy distributions of AGB stars
[123, 26]. The details involved in the radiative transfer code are beyond the scope of this paper
and can be found in van Loon et al. [123].

In order to estimate the mass loss rate using any of the above procedures, a commonly ac-
cepted model is adopted for the circumstellar envelope which involves few assumptions. The
first basic assumption is that the circumstellar envelope is spherically symmetric produced by
a constant mass loss rate which expands at constant velocity. In a region probed by the CO
emission, the hydrogen is assumed to be in molecular form and CO is assumed to be in statis-
tical equilibrium. This means that the rate of collisional excitation and de-excitation between
CO and H2(para or ortho) molecules is the same where the ortho-to-para ratio is assumed to be
3 [26].

The obtained mass loss estimates are indeed uncertain. This uncertainty is increased in
cases where the cicumstellar model deviates from that of a standard model for instance in the
presence of a bipolar outflow. The determination of the errors is not straightforward due to the
large number of parameters involved. However, by fixing some parameters and varying a few,
we can gain some insight about the sensitivity of the results on certain parameters (e.g. size of
the envelope, temperature, etc.). Another way to estimate the uncertainties involved in mass
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loss rates is to compare the values obtained through different procedures as explained above.
They usually agree within 30% [26].

A combination of all these methods have provided us with a general picture about mass
loss which is roughly spherical and suggests a time dependent outflow with typical velocities
ranging from 5-30 km/s and mass loss rates between 10−8 to 10−3 M⊙yr−1 [see e.g. 50].

A.2 Dust Formation in O-Rich CSEs

The study of dust formation is important due to several reasons. As mentioned before, it is
believed that radiative pressure on dust grains is responsible for driving the massive outflows
of the AGB stars. There has been many studies concerning which dust species initiate the
outflows. In case of C-rich stars, the matter is almost satisfactorily resolved since radiation
pressure on carbon dust grains (e.g. SiC, AMC) is sufficient to drive the outflow. However, for
O-rich stars this matter is not very well resolved. Eventhough silicate dust is abundant in their
envelopes, It has been confirmed that the radiative force on these grains is not sufficient to start
the massive outflows. Even exceptionally large silicate grains can not be responsible for the
initiation of the wind since these stars are very metal-poor to grow super-sized grains. There has
been alternative possibilities speculated for initiation of the mass loss such as small amount of
carbon grains [53], TiO2 molecules [102], scattering on Al2O3 grains and the radiation pressure
on water vapor which is abundant in molecular shells and also the presence of metallic Fe [84].

In particular, metallic iron was first suggested to account for the continuum emission ob-
served between 5 and 8 µm in a group of OH/IR stars. Metallic iron has been considered as
a wind driver because of its significant opacity compared to other dust species around O-rich
stars which allows it to absorb momentum efficiently and drive the outflow [83] which eventu-
ally leads to dust formation.

The theory of dust formation was originally developed concerning the nucleation and con-
densation in the primitive solar nebula. The chondrules found in meteorites are believed to
have formed in the primordial solar nebula where solids condensed from a low density, par-
tially excited gas. The original condensation theories were developed under the assumption of
thermal equilibrium which could, to a certain extend explain the chemistry and mineralogy of
chondrites. However later on the observation of refractory compounds gave rise to the postulate
of thermal disequilibrium processes.

According to the early theories of condensation, the solid particles can condense from a
cool gas under certain conditions. Simply put, element X will remain gaseous if its vapor
pressure Pv exceeds its partial pressure in the nebular gas, otherwise it will condense. In other
words, for condensation to occur the ratio of the two pressures which is known as supersatura-
tion ratio (S = Pp

Pv
> 1 ) must be greater than one [47].

The assumption of thermal equilibrium however, is not applicable to the CSE of AGB stars
since there are many temperature fluctuations in the AGB winds from several origins (e.g.
stellar pulsations) where a temperature fluctuation of 20-60K can affect the rate of mass loss
by 10-30% [23].

The formation of solid particle in a gaseous medium occurs in two steps. First the formation
of critical clusters and second the growth of these clusters into macroscopic specimens [113].

The classical nucleation theory includes three different mechanisms for the formation of
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critical clusters. First, homomolecular homogenous nucleation, which refers to the direct
condensation from same kind of molecules. Second, heteromolecular homogenous nucle-

ation, which refers to the formation of homogenous clusters by reacting with several differ-
ent molecules. Third, heterogenous nucleation, which refers to the formation of clusters by
chemical reaction or constructive collision with already existing species. The third method can
be applied to astrophysical situations. One example can be the formation of silicate grains in
M-type stars [113].

The grain formation can stabilize only if the created species do not evaporate as a result of
temperature fluctuations in AGB winds. If this condition is met, the next step will be the growth
of the grains. In this process, clusters will form a surface on which molecules are adsorbed.

The admolecules (adsorbed molecules) will random walk until eventually they arrive at
the least energetic lattice structure. This leads to the formation of a monocrystalline structure
which grows further into polycrystalline and eventually amorphous grains. Such monotonic
transition is expected to be seen in the AGB star outflows. The typical “amorphous” silicate or
carbon grains that create the observed infrared excess, consist of monocrystalline cores with
a polycrystalline shells and amorphous mantles [113] However, there has been spectroscopic
observation of AGB stars with large range of mass loss rates that can potentially be explained
by the presence of crystalline silicate and crystalline alumina (Al2O3-corundum), however this
matter is still subject of debate.

The condensation of species, therefore happens in a sequence known as “condensation
sequence”. This sequence is different for every specie and can vary strongly depending on the
assumption of thermal equilibrium (LTE) or disequilibrium (non-LTE). Since the initiation of
the sequence depends on the abundance of the required molecules, the non-LTE effects can
strongly modify or even prohibit the sequence.

The initiation and continuation of the sequence also depends on the the temperature and
density. The temperature must be around the condensation temperature for each specie (Tc)
and the density must also be high enough for reactions to occur. If the density is too low, then
the reactions will stop before the sequence is completed. This phenomenon is known as “freeze
out” which is more likely to happen in stars with low mass loss rates [see e.g. 18].

Theories of thermodynamics predict that in O-rich stellar outflows, the first dust specie to
condense is refractory oxides (e.g. aluminum oxide or alumina with Tc ∼1500K). Through
further gas-solid and solid-solid interactions, they get transformed into calcium-aluminum sil-
icates. As the outflow cools down to about 1200K, silicon will condense into magnesium-rich
olivine (forsterite, Mg2SiO4) and then through further interaction with remaining silicon it con-
denses into pyroxene(enstatite,MgSiO3). This is the general condensation sequence predicted
by theory. Parts of this sequence is shown in Figure A.11). In C-rich stars, the chemical
pathway usually begins with acetylene (which is the most abundant) to a series of polycyclic
aromatic hydrocarbons (PAHs) to macroscopic planar molecules which exhibit typical amor-
phous carbon emission feature.

Previous studies on this subject including ISO/SWS and IRAS/LRS have observationally
examined the theory of dust condensation sequence. The results show that not all of the com-
ponents predicted theoretically do actually appear observationally and some of the observed
species are not a part of theoretical condensation sequence.

For example, in the oxygen-rich AGB environments, most of the dust is in the form of
amorphous silicates [38, 61] although dust condensation theories predict a crystalline genesis
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Figure A.11: This figure shows the formation sequence of Aluminum bearing condensates.
[18]

for these species. Only in the optically thick dust shells around AGB stars with high mass loss
rates (∼ 10−5-10−3 M⊙yr−1 ,OH/IR stars) , silicates appears in crystalline form [68]. Molster et
al. [89] also report the observation of highly crystalline silicate dust in the surrounding disk of
binary red-giant stars.

In general terms, what has been observed so far can be summarized as follows. The AGB
stars with low mass loss rates exhibit mainly Alumina type dust because due to low density,
the process of condensation will freeze out before it can complete the sequence. The high
mass loss rate AGB stars are dominated with amorphous silicates. Those AGB stars that fall in
neither extremes (intermediate mass loss), show a variety of dust features (e.g. 13µm, 19.5µm,
etc.) which does not clearly correlate with mass loss rate but a correlation between 13µm and
19.5µm features have been reported [10].
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Appendix D

Background Removal

We compared different methods for removing the background emission. A standard back-
ground subtraction method for IRS staring observations is to perform a nod-by-nod subtraction
of the images. This method works well if the background emission does not change much
over the spatial scales corresponding to the distance between the nod positions. This method
often yields good results. However, clear residuals are sometimes present (especially in c32
and c35) because of the significant spatial variations of the background emission. Other prob-
lematic cases in which nod-by-nod subtraction proves ineffective are those observations where
a contaminating source happens to be located near one of the nod positions.
The optimal extraction routine [73] in the SMART data reduction package offers an appealing
alternative. The program can trace multiple sources in the slit simultaneously, while represent-
ing the background emission and its variations in the spatial direction by a polynomial. For
well-behaving backgrounds, this method furthermore yields the best possible signal-to-noise
ratio on the extracted spectrum. However, the method assumes that the spatial variations at
different wavelengths can be described by the same background equation. We find that clear
background residuals are present in the final spectra of those targets with strong background
emission whose spatial variations are very wavelength-dependent (such as shown in Fig. D.1).
As the third and final alternative, we created a 2-dimensional model of the background emis-
sion by performing a least-absolute-deviation straight line fit to the background flux at each
column in the raw images (i.e. roughly at each wavelength) independently, without taking into
account the columns in which strong point sources are detected.
Additionally, we have visually looked for columns that contain weak sources and we masked
them out manually. The use of least-absolute-deviation method ensures that little weight is
given to such potential outliers in comparison with the strong and variable background features
present.
The resulting background map generally represents the spectral as well as the spatial varia-
tions of the background emission quite well. We then subtracted this model from the raw
images. This method generally works well, and no obvious background residuals are found in
the extracted spectra. Moreover, the background maps can be used to study interstellar infrared
emission toward the galactic bulge (see § 4.4).
In the end we extracted the background using either the SMART’s polynomial subtraction or
the two dimensional modelling (Detailed description is provided in Appendix G).
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Figure D.1: This figure illustrates the strong background emission in our observations, and how
this emission can vary significantly at small spatial scales (within the slit). (Left): The CCD
image of the IRS observation corresponding to target c35-5 (LL, Order 2, Nod 2). Wavelength
decreases from bottom to top. The dashed lines indicate three different spatial positions within
the slit; the target trace can be seen between the green and the blue dashed lines. (Right): The
background spectra corresponding to the spatial positions indicated on the image. All three
show clear PAH emission between 16 and 18-µm as well as a strong [S III] line at 18.7-µm.
Note how the intensity of the [S III] line increases from the left to the right, while the PAH
emission weakens.



Appendix E

AK Values

E.0.1 c32

Fig. E.1 shows the IRAC 8-µm image for our targets in c32. The interstellar PAH emission is
clearly patchy and variable even on these scales, and there is also some variation in the litera-
ture extinction values (see Table 4.4). Schultheis et al. [73] find that extinction values for our
targets range from AK = 0.48 to AK = 0.60 with a median of AK = 0.51; Gonzalez et al. [28]
on the other hand find a range AK = 0.73 − 0.84 with the median at AK = 0.78. The variations
in AK furthermore appear to correspond qualitatively with the intensity of the PAH emission in
the images: extinction is lowest (at AK = 0.48 when using the Schultheis values) for c32-13
(left off centre) where little PAH emission is apparent; it is somewhat higher for most of the
targets to the right (e.g. c32-10, AK = 0.51), but clearly higher in regions with stronger 8-µm
emission (e.g. c32-16 on the left, AK = 0.55; c32-2 on the right, AK = 0.60). It is not a
one-to-one correspondence though; for example, one would expect c32-14 and nearby c32-16
to have comparable extinction, but they are listed with AK = 0.51 and AK = 0.55 respectively.
Similar trends are also apparent in the values from Gonzalez et al. [28], albeit with some subtle
differences, and at much higher AK values.
Unfortunately, we have only one naked star in this field (the object c32-8). Our best-fitting
naked star model for this object corresponds to AK = 0.57, and our more robust model-
independent method yields AK = 0.52 – very close to the AK = 0.51 value found by Schultheis
et al. [73] and much lower than the Gonzalez et al. [28] value (AK = 0.78) for this object. It
thus seems that the Schultheis et al. [73] values are better for our targets. Since Schultheis et al.
[73] and Gonzalez et al. [28] find roughly the same range in AK for our targets and roughly the
same trends, our results indicate that for all targets in c32, we should use the Schultheis et al.
[73] values. For consistency with our model-independent values though, we have added 0.01
to each of the Schultheis et al. [73] values 1 (see Table 4.4).

E.0.2 c35

Five of our targets are located in the field c35, and also for this field, are clear variations in both
the literature AK values and the 8-µm emission (see Fig. E.2). However, for this field there is

1Note that a difference of 0.01 magnitudes in AK results in spectral changes of less than 0.5% in the 10-µm
region; this is generally negligible.
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Figure E.1: The GLIMPSE II [15] 8-µm IRAC image containing our targets in c32. The
position of our targets is indicated, and the number corresponds to the ID in Table 4.1. Note
that there is only one naked star in this field – object c32-8.

  
 

 

-0.20 -0.15 -0.10 -0.05 0.00
l [deg]

      

-1.10

-1.05

-1.00

b 
[d

eg
]

 

 

 

 

3 4
5

2

1

 17h 49m

 17h 50m

 -29d 20m

 -29d 30m

 -29d 40m

Figure E.2: The 8-µm IRAC image [83] of our five targets in c35. The position of our targets
is indicated, and the number corresponds to the ID in Table 4.1. Objects c35-2 and c35-4 are
naked stars.
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Figure E.3: The best-fitting model for target c35-2 using AK values of 0.54 (model-
independent, shown in brown) and 0.86 (Gonzalez et al. [28], shown in black). The green
shows the raw spectrum without extinction correction and the Galactic centre extinction curve
is also overplotted in grey. The best-fitting models are overplotted in blue (for AK=0.87) and
magenta (for AK=0.54).

no clear correspondence between the two. Our targets are spatially clustered in two different
locations (see Fig. E.2). The first group contains dust target c35-1 and naked star c35-2. For
the latter, we determined that AK = 0.54 using our model-independent method, in excellent
agreement with Schultheis et al. [73] but much lower than the AK = 0.87 value from Gonzalez
et al. [28].
It is clear from the extinction-corrected spectra and also from our naked star models that the
AK = 0.87 value is far too high and results in a large over-correction, while the AK = 0.54 value
does not and furthermore results in good model fits as well (see Fig. E.3) and we thus adopt
this value for c35-2. Rather than using the same value for nearby target c35-1, we note that
both Schultheis et al. [73] and Gonzalez et al. [28] agree that the AK value for c35-1 is roughly
0.06 magnitudes larger than those for c35-2; we thus adopt the AK = 0.60 value for c35-1 as
was done by [73] as well.
The second group contains three objects that are close to each other, in what appears to be the
same patch of 8-µm emission. For naked star c35-4, our model-independent method this time
yields AK = 0.92, somewhat lower than the AK = 1.02 value found in Gonzalez et al. [28] and
significantly higher than the Schultheis et al. [73] value of AK = 0.55. Indeed, using AK = 0.55
appears to under-correct the spectrum in the interstellar 9.7-µm silicate feature (see Fig. E.4),
and we thus adopt AK = 0.92 as the proper value for c35-4. It is not clear though what to adopt
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Figure E.4: This figure shows the raw spectrum of target c35-4 (in black) corrected for
AK=0.55 from Schultheis et al. [73] (in brown) and its corresponding best fit model (in ma-
genta) and corrected spectrum using AK=0.92 from model independent method (in blue). The
Galactic centre extinction curve is also overplotted in grey.

for c35-3 and c35-5. While both Schultheis et al. [73] and Gonzalez et al. [28] find difference
of about ∆AK ≈ 0.06 magnitudes between the three objects, they disagree about which objects
are most and least subject to extinction. Since this target is close to c35-3 and c35-5, and from
the IRAC image, there is no clear change in the 8-µm emission between the three targets, we
have applied the same AK value to them as well.

E.0.3 Ogle

Fig. E.5 shows the IRAC 8-µm image covering our targets in the Ogle field. There is consider-
ably less extinction towards our targets in the Ogle field than toward c32 or c35; and although
the 8-µm image shows some variations in the 8-µm emission, extinction in this region is fairly
homogeneous: for all our targets in the Ogle field, Sumi [80] obtain a value of AK = 0.302
while [28] find a range between AK = 0.25 − 0.27.
Ogle-4 and Ogle-6 are the two naked stars in this field. Unlike the naked stars in c32 and c35,
the spectra for Ogle-4 and Ogle-6 do not reveal any obvious absorption feature near 9.7-µm
at all, thus these targets offer a clear example of the ambiguity in determining the interstellar
extinction. We can in fact reproduce these spectra quite well (χ2

ν = 0.69 and 0.55 respectively)
with our slab models without even applying an extinction correction (see Fig. E.6).
Using Gonzalez et al. [28] maps, we find AK values of 0.264±0.105 and 0.268±0.104 and using
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Figure E.5: The GLIMPSE II 8-µm IRAC image [15] of our seven targets in the Ogle field.
The position of our targets is indicated, with the number corresponding to the ID in table 4.1.
The objects Ogle-4 and Ogle-6 are naked stars.
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Figure E.6: This figure shows the best-fitting models for Ogle-4(left) and Ogle-6(right) when
no extinction correction is applied at all (i.e. AK = 0).

model-independent method, we find 0.246 and 0.254 for Ogle-4 and Ogle-6, respectively.
The Gonzalez et al. [28] values show a marginal but consistent increasing trend in AK (∼ 0.05)
between those targets in the field that have longitude difference of roughly ∼ 1◦. This change
will not affect the final spectra significantly but for consistency we have applied this trend to
the targets of this field.

E.0.4 NGC 6522

Extinction in NGC 6522 is lower than the Ogle field, but with considerable variations – litera-
ture values range from AK = 0.06 to AK = 0.18 with a mean value of AK = 0.10 for our targets
in this field. Also the 8-µm emission shows significant variations across the field (see Fig. E.7).
From Gonzalez et al. [28] maps, we find a range from AK = 0.14 to AK = 0.17 with a mean
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Figure E.7: The 8-µm IRAC image [83] of our targets in NGC 6522. The position of our targets
is indicated, with the number corresponding to the ID in table 4.1.

value of AK = 0.15.
Targets NGC 6522-15 to NGC 6522-18 are all naked stars in this field. We have chosen the
model independent values as final values for all naked stars. It is not immediately clear whether
or not there is an overall trend between the AK values of the targets in this field. In what follows
we attempt to find local trends.
It appears from Gonzalez et al. [28] maps that targets NGC 6522-13, NGC 6522-17, NGC 6522-
10, NGC 6522-14 and NGC 6522-16 have the exact same value as NGC 6522-15. It is also
clear from IRAC image (Fig. E.7) that in the region in which this group of targets are located,
the 8-µm emission is not significantly variable and patchy. Our model independent method
yields the value of 0.10 for NGC 6522-15 which indicates that Schultheis et al. [73] value of
0.063 is an underestimation for this region. We thus apply the value of 0.10 to this group of
targets.
Targets NGC 6522-8 and NGC 6522-9 have the exact same AK value which according to both
literatures is slightly higher(∼ 0.03) than that of NGC 6522-15. Thus for this two we have
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added 0.03 to ANGC 6522−15
K

= 0.10.
Targets NGC 6522-7 and NGC 6522-12 are fairly close to one another and the literature values
suggest equal values for both. NGC 6522-7 is a naked star for which we found AK=0.144 from
model independent method. This indicates that similar to NGC 6522-15, the value of 0.063
listed by Schultheis et al. [73] is an underestimation for this region. We used AK=0.144 for
these two targets.
The model independent value for naked star NGC 6522-6 yields 0.10 which points to an over
estimation by 0.07 magnitudes in both literature values. Target NGC 6522-5 is located in the
same region as NGC 6522-6 with the exact same AK value according to Gonzalez et al. [28].
However, Schultheis et al. [73] estimate AK=0.106 for NGC 6522-5 which is much closer to
the value we find for this neighborhood through our model-independent method. Therefore,
we concluded that AK=0.171 which was estimated from Gonzalez et al. [28] maps is an over-
estimation for both NGC 6522-5 and NGC 6522-6, instead we used AK =0.10 for both.
In case of target NGC 6522-2, the closest naked star is NGC 6522-4 which has the exact same
AK from Gonzalez et al. [28] maps but different values from Schultheis et al. [73]. Our model
independent value for NGC 6522-4 is 0.275 and it shows a clear under-estimation in both liter-
ature values by roughly 0.1mag. Our modeled value for NGC 6522-4 is 0.27 which also points
to the under-estimation in this region by both literatures. Since the IRAC image does not show
a clear and significant difference in 8-µm emission between NGC 6522-4 and NGC 6522-2 and
also because Gonzalez et al. [28] maps estimate exact same values for both of them, we have
used AK=0.275 for both of them.
Targets NGC 6522-1 and NGC 6522-2 are located fairly nearby, therefore we can assume
this underestimation holds true for NGC 6522-1 as well. However, both literature values for
NGC 6522-1 estimate a value which is higher than NGC 6522-2 by roughly 0.01mag. There-
fore, for NGC 6522-1 we added 0.01mag to ANGC 6522−2

K
and used 0.285.

Target NGC 6522-3 has two literature values of AK = 0.152 ± 0.098 and AK = 0.155 which
are in reasonable agreement with each other. We have used an average value of AK = 0.153
for this target. This target stands fairly alone in the field thus it is not possible to use any other
target to re-examine the AK value for NGC 6522-3 accordingly.
Gonzalez et al. [28] maps estimate the highest AK value (0.177) for target NGC 6522-11 which
is still not too different from that of NGC 6522-5 which is the closest target to it. We dis-
cussed that AK in the region of NGC 6522-5 was over-estimated by Gonzalez et al. [28] and
that Schultheis et al. [73] values are better representation of the correct extinction in these re-
gions. It is not likely for extinction to change from 0.10 around NGC 6522-5 to 0.177 around
NGC 6522-11 since any such dramatic change would have appeared clearly on the 8-µm IRAC
image shown in Fig. E.7. Therefore, we used AK=0.1 for NGC 6522-11 as well. The final
extinction values are listed in Table 4.4.
Targets NGC 6522-18 and NGC 6522-19 have similar AK values according to both literatures.
In Fig. E.7, they are located in a fairly isolated region in the field. For these two target we took
the average literature value of AK=0.12 which is the same for both.



Appendix F

In this appendix, we present different extraction methods used to obtain the dust spectrum (see
§4.8.1). In Figures F.1 through F.6, the normalized spectrum of the dusty target is shown in
black, the 5-8 µm range model for the dusty spectrum is shown in green, the scaled naked
star that has the most similar features in 5-8 µm is shown in purple, and the template model
used by Sloan & Price [77] is over-plotted in orange. In addition, the inset plots show the
dust spectra that are obtained using each of these methods. The color of each resulting dust
spectrum corresponds to the particular method of extraction.
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Figure F.1: Different dust extraction methods for naked stars c32-1, c32-3, c32-4, c32-5, c32-6
and c32-7. See text for more details.
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Figure F.2: Different dust extraction methods for naked stars c32-9, c32-10, c32-11, c32-12,
c32-13 and c32-14. See text for more details.
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Figure F.3: Different dust extraction methods for naked stars c32-15, c32-16, c35-1, c35-3,
c35-5 and Ogle-1. See text for more details.
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Figure F.4: Different dust extraction methods for naked stars Ogle-2, Ogle-3, Ogle-5,
NGC6522-1, NGC6522-2, and NGC6522-3. See text for more details.
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Figure F.5: Different dust extraction methods for naked stars NGC6522-5, NGC6522-8,
NGC6522-9, NGC6522-10, NGC6522-11, and NGC6522-12. See text for more details.
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Figure F.6: Different dust extraction methods for naked stars NGC6522-13, NGC6522-14,
NGC6522-16, NGC6522-17, NGC6522-18, and NGC6522-19. See text for more details.



Appendix G

In this appendix we present the final Spitzer-IRS spectra for our sample. In the text we discuss
the general data reduction recipe that was applied to all the targets. However, in few excep-
tional cases slight modification to the general recipe was necessary. Here, we provide a brief
per-target recipe that will allow the reader to achieve identical results.
In the following pages, the first plot (top) shows the extracted spectrum of each target. Note
that the first and the second nod and module is distinguished by a certain color as shown in
Table G.1.
In the second plot (bottom) on each page, we show the point spread functions for each nod

and module after correction for the background. The observed point spread function is shown
in black and our best fit point spread functions are shown in different colors depending on the
number of sources detected in each of them. The caption of each figure shows the nod and
module and its corresponding scale factor.
In most of our targets after extraction, there still appears a residual from insufficient bad pixel
removal in form of unrealistic features (e.g. around 19.5-µm or 20.5-µm). We have manually
removed those features by masking (removing from the flux array) those points from our spec-
tra. The two nods within each module have been scaled to their common median in all of our
targets.
The photometry data from ISOGAL (7, 15-µm), IRAC (3.6, 4.5, 5.8, 8-µm) and MIPS (24-µm)
are also over-plotted. In most cases the flux values we extract are in good agreement with the
photometry values.
However, in some cases there appears to be a mismatch between the two. We do not have a
clear reason that can explain these discrepencies in all targets. These occasional differences can

Module Nod Color
SL1 first lime-green
SL1 second magenta
SL2 first red
SL2 second sky blue
LL1 first brown
LL1 second purple
LL2 first dark blue
LL2 second orange

Table G.1: Colors used for each nod and module.
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be introduced by a combination of error sources (e.g. instrumental, data processing, variability
etc). The intrinsic variability of the star over time might be a plausible contributing factor to
the discrepencies.
In the whole sample (except of OH/IR stars), we chose SL1 to be our reference module be-
cause it has the most reliable and the least noisy flux compared to other modules. We have
also tried using other modules as references as well, but in some cases it alleviates and in some
other cases it aggravates the discrepencies. The scale factors applied on the Long-Low modules
range between ∼ 0.11 − 0.97 and for SL2 they range between ∼ 0.85 − 1.5. The typical offset
between photometric data and spectroscopic data range between ∼ 0 − 2Jy in flux.
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Spitzer IRS Low-Res c32-1  (J174117.5-282957)
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Figure G.1: (c32-1) Both nods of the short low modules (SL1 & SL2) of this target contain only
one target in the slit whereas in the long low module (LL1 & LL2) a second source appears very
close to c32-1 (see Fig. G.2). The position of the extracted sources are shown in the Figure G.2.
The spectrum shows residuals from insufficient bad pixel removal around 20.5-µm which was
properly masked. The background of this source is strong and variable with prominent PAH
features. However, it can be properly modeled and corrected using the IDL program discussed
in the text. In the obtained spectrum, there is a slight mismatch between long low and short
low modules. We treated this mismatch by scaling the long low modules with respect to the
short low modules. The scaling factors used are listed below.

(a) SL1-firstnod (scale:
1.0)

(b) SL2-secondnod (scale:
1.0)

(c) SL1-secondnod (scale:
1.0)

(d) SL2-firstnod (scale:
1.0)

(e) LL1-firstnod (scale:
0.70)

(f) LL2-secondnod (scale:
0.70)

(g) LL1-secondnod
(scale: 0.70)

(h) LL2-firstnod (scale:
0.70)

Figure G.2: SL and LL modules spatial profiles after subtraction of the background
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Spitzer IRS Low-Res c32-2  (J174122.7-283146)
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Figure G.3: (c32-2) The number of extracted sources in each nod and module is shown in Fig.
G.4 along with their position. In the extracted spectrum, there was a mismatch between the two
nods of the SL1 module. Specifically, close to the edges of the module this mismatch was more
noticeable. In order to correct for that we have modified the point spread function in SMART
by specifying new parameters for the central position and full-width-half-maximum(FWHM)of
the PSF. The background of this target was strong and variable and quite similar to c32-1 since
they are both in the field c32. The background for the long low modules was properly modeled
by the program explained in the text but for the SL2 module we have subtracted the background
assuming a first order polynomial within optimal extraction of SMART. Finally, The mismatch
between the modules was corrected by scaling the short low modules with respect to long low
modules, with the following scale factors.

(a) SL1-first nod (scale:
2.3)

(b) SL2-second nod
(scale: 1.4)

(c) SL1-second nod
(scale: 2.3)

(d) SL2-first nod (scale:
1.4)

(e) LL1-first nod (scale:
1.0)

(f) LL2-second nod
(scale: 1.0)

(g) LL1-second nod
(scale: 1.0)

(h) LL2-first nod (scale:
1.0)

Figure G.4: SL and LL modules spatial profiles after subtraction of the background



242 Chapter G.

Spitzer IRS Low-Res c32-3  (J174123.6-282723)
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Figure G.5: (c32-3) As indicated in Figure G.6, the number of sources that have been ex-
tracted in each nod and module. There was a significant mismatch between the two nods of
SL1 module which was corrected by modifying the point spread function(central position and
FWHM). After extraction the residual features were masked properly (e.g. 19.5-µm). This
target is located in field c32 but the background is properly corrected through modeling except
SL1 module. For this module, we have assumed a constant offset for the background (poly-
nomial order zero) and performed the subtraction using optimal extraction within SMART.
Finally, we scaled long low modules with respect to the short low modules using the following
scale factors, in order to eliminate the mismatch between modules and obtain the continuum
shown here.

(a) SL1-first nod (scale:
1.0)

(b) SL2-second nod
(scale: 1.0)

(c) SL1-second nod
(scale: 1.0)

(d) SL2-first nod (scale:
1.0)

(e) LL1-first nod (scale:
0.77)

(f) LL2-second nod
(scale: 0.77)

(g) LL1-second nod
(scale: 0.77)

(h) LL2-first nod (scale:
0.77)

Figure G.6: SL and LL modules spatial profiles after subtraction of the background
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Spitzer IRS Low-Res c32-4  (J174126.6-282702)
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Figure G.7: (c32-4) All nods of both modules (SL and LL) of this target contain only one
source in the slit except first nod of SL2 module which contains a very faint second source
(see Fig. G.8). The position of the extracted targets are shown in the figure G.8. The residuals
we represent after extraction which were properly masked (e.g. 18.5-µm) The background for
this source is strong and variable but properly modeled and corrected. Finally, we applied
the following scale factors on the corresponding module to eliminate the mismatch between
modules and obtain the final continuum shown here.

(a) SL1-first nod (scale:
1.0)

(b) SL2-second nod
(scale: 0.95)

(c) SL1-second nod
(scale: 1.0)

(d) SL2-first nod (scale:
0.95)

(e) LL1-first nod (scale:
0.72)

(f) LL2-second nod
(scale: 0.76)
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Figure G.8: SL and LL modules spatial profiles after subtraction of the background
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Figure G.9: (c32-5) This is the final spectrum of c32-5. Figure G.10 indicates the number of
sources that have been extracted in each nod of each module. After extraction there was no
obvious residuals left for us to remove manually. As shown in Figure G.10 the observation
for the second nod of SL1 module did not contain any useful information to extract, therefore
for this module, we only took into account the data in the first nod. The background for this
source is strong and variable but properly modeled and corrected. Finally, we scaled the long
low modules with respect to the short low in order to eliminate the mismatch between modules
and obtain the continuum shown here.
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Figure G.10: SL and LL modules spatial profiles after subtraction of the background
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Figure G.11: (c32-6) This is the final spectrum of c32-6. Figure G.12 indicates the number
of sources that have been extracted in each nod of each module. The mismatch between the
nods of SL1 module was removed by modifying the point spread function (central position and
FWHM). After extraction the residual features were masked (e.g. 19.5-µm). In all modules,
the background could be corrected by means of modeling except the LL1 module, in which
case we have subtracted the background assuming an order one polynomial (linear gradient) in
manual optimal extraction within Smart. Finally, we scaled the long low modules with respect
to the short low modules in order to eliminate the mismatch between modules and obtain the
continuum shown here.
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Figure G.12: SL and LL modules spatial profiles after subtraction of the background
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Figure G.13: (c32-7) This is the final spectrum of c32-7. Figure G.14 indicates the number
of sources that have been extracted in each nod and module. There was a slight mismatch be-
tween the two nods of SL1 module which was removed by modifying the point spread function
(central position and FWHM). After extraction the sharp and unrealistic residual features were
masked (e.g. 19.5-µm). The background for this source is properly corrected through model-
ing. Finally, we applied the following scale factors on the corresponding module to eliminate
the mismatch between modules and obtain the final continuum shown here.
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Figure G.14: SL and LL modules spatial profiles after subtraction of the background
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Figure G.15: (c32-8) This is the final spectrum of c32-8. Figure G.16 indicates the number
of sources that have been extracted in each nod and module. There was a slight mismatch be-
tween the two nods of SL1 module which was removed by modifying the point spread function
(central position and FWHM). After extraction there were no significant residuals to mask. The
background is properly corrected through modeling. Finally, we scaled the long low modules
with respect to the short low modules using the following scale factors, in order to eliminate
the mismatch between them and obtain the continuum shown here.
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Figure G.16: SL and LL modules spatial profiles after subtraction of the background
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Figure G.17: (c32-9) This is the final spectrum of c32-9. Figure G.18 indicates the number
of sources that have been extracted in each nod and module. There was a slight mismatch
between the two nods of SL1 module which was removed by modifying the point spread func-
tion (central position and FWHM). After extraction the sharp and unrealistic residual features
were masked (e.g. 19.5-µm). The background is properly modelled and corrected. Finally, we
scaled the long low modules with respect to the short low modules using the following scale
factors, in order to eliminate the mismatch between modules and obtain the continuum shown
here.
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Figure G.18: SL and LL modules spatial profiles after subtraction of the background
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Figure G.19: (c32-10) This is the final spectrum of c32-10. Figure G.20 indicates the number
of sources that have been extracted in each nod and module. There was a slight mismatch be-
tween the two nods of SL1 module which was removed by modifying the point spread function
(central position and FWHM). After extraction the sharp and unrealistic residual features were
masked (e.g. 19.5-µm). The background for this source is properly corrected through model-
ing. Finally, we scaled all modules with respect to the SL1 module using the following scale
factors, in order to eliminate the mismatch between modules and obtain the continuum shown
here.

(a) SL1-first nod (scale:
1.0)

(b) SL2-second nod
(scale: 0.90)

(c) SL1-second nod
(scale: 1.0)

(d) SL2-first nod (scale:
0.90)

(e) LL1-first nod (scale:
0.78)

(f) LL2-second nod
(scale: 0.80)

(g) LL1-second nod
(scale: 0.78)

(h) LL2-first nod (scale:
0.80)

Figure G.20: SL and LL modules spatial profiles after subtraction of the background
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Figure G.21: (c32-11) This is the final spectrum of c32-11. Figure G.22 indicates the number
of sources that have been extracted in each nod and module. There was a significant mismatch
between the two nods of SL1 module which was corrected by modifying the point spread
function (central position and FWHM). After extraction there were no significant residuals to
mask. The background for all modules is properly corrected through modeling except SL1
module. For this module, we have assumed a constant offset for the background (polynomial
order zero) and performed the subtraction using optimal extraction within SMART. Finally, we
scaled all modules with respect to the SL1 module using the following scale factors, in order
to eliminate the mismatch between modules and obtain the continuum shown here.
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Figure G.22: SL and LL modules spatial profiles after subtraction of the background
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Figure G.23: (c32-12) This is the final spectrum of c32-12. Figure G.24 indicates the number
of sources that have been extracted in each nod and module. There was a significant mismatch
between the two nods of SL1 module which was removed by modifying the point spread func-
tion (central position and FWHM). After extraction there were no significant residuals to mask.
The background is properly corrected through modeling. Finally, we scaled all modules with
respect to the SL1 module using the following scale factors, in order to eliminate the mismatch
between modules and obtain the continuum shown here.
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Figure G.24: SL and LL modules spatial profiles after subtraction of the background
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Figure G.25: (c32-13) This is final spectrum of c32-13. Figure G.26 indicates the number of
sources that have been extracted in each nod and module. There was an extreme mismatch be-
tween the two nods of SL1 module which was corrected by modifying the point spread function
(central position and FWHM). After extraction the residual features were masked properly (e.g.
19-µm). The background for all modules was properly corrected through modeling except LL2
module. For this module, we have assumed a constant offset for the background (polynomial
order zero) and performed the subtraction using optimal extraction within SMART. Finally, we
scaled all modules with respect to the SL1 module using the following scale factors, in order
to eliminate the mismatch between modules and obtain the continuum shown here.
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Figure G.26: SL and LL modules spatial profiles after subtraction of the background
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Figure G.27: (c32-14) This is the final spectrum of c32-14. Figure G.28 indicates the number
of sources that have been extracted in each nod and module. There was an extreme mismatch
between the two nods of SL1 module which was removed by modifying the point spread func-
tion (central position and FWHM). After extraction a few residual features were masked (e.g.
19.5-µm).The background for this source was properly corrected through modeling. Finally,
we scaled long low modules with respect to the short low modules using the following scale
factors, in order to eliminate the mismatch between modules and obtain the continuum shown
here.
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Figure G.28: SL and LL modules spatial profiles after subtraction of the background
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Figure G.29: (c32-15) This is the final spectrum of c32-15. Figure G.30 indicates the number
of sources that have been extracted in each nod and module. There was a significant mismatch
between the two nods of SL1 module which was removed by modifying the point spread func-
tion (central position and FWHM). After extraction the sharp and unrealistic residual features
were masked (e.g. 19.5-µm). The background for this source was properly corrected through
modeling. Finally, we scaled long low modules with respect to the short low modules using
the following scale factors, in order to eliminate the mismatch between modules and obtain the
continuum shown here.
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Figure G.30: SL and LL modules spatial profiles after subtraction of the background
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Figure G.31: (c32-16) This is the final spectrum of c32-16. Figure G.32 indicates the number
of sources that have been extracted in each nod and module. There was a slight mismatch
between the two nods of SL1 and SL2 modules which were removed by modifying the point
spread function (central position and FWHM). After extraction there was no significant resid-
ual left to mask. The background for this source is properly corrected through modeling. Fi-
nally,we scaled all modules with respect to the SL1 module using the following scale factors,
in order to eliminate the mismatch between modules and obtain the continuum shown here.
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Figure G.32: SL and LL modules spatial profiles after subtraction of the background
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Figure G.33: (c35-1) This is the final spectrum of c35-1. Figure G.34 indicates the number
of sources that have been extracted in each nod and module. After extraction the sharp and
unrealistic residual features were masked (e.g. 19.5-µm). The strong and variable background
with prominent PAH feature was properly modeled and corrected. Finally, we scaled long low
modules with respect to the short low modules using the following scale factors, in order to
eliminate the mismatch between them and obtain the continuum shown here.
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Figure G.34: SL and LL modules spatial profiles after subtraction of the background
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Figure G.35: (c35-2) This is the final spectrum of c35-2. Figure G.36 indicates the number
of sources that have been extracted in each nod and module. After extraction the sharp and
unrealistic residual features were masked (e.g. 19.5-µm). The strong and variable background
with prominent PAH feature was properly modeled and corrected. Finally, we scaled long low
modules with respect to the short low modules using the following scale factors, in order to
eliminate the mismatch between them and obtain the continuum shown here.
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Figure G.36: SL and LL modules spatial profiles after subtraction of the background
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Figure G.37: (c35-3) This is the final spectrum of c35-3. Figure G.38 indicates the number of
sources that have been extracted in each nod and module. After extraction the residual features
were masked (e.g. 19.5-µm). The strong and variable background with prominent PAH feature
was properly modeled and corrected. Finally, we scaled long low modules with respect to
the short low modules using the following scale factors, in order to eliminate the mismatch
between modules and obtain the continuum shown here.
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Figure G.38: SL and LL modules spatial profiles after subtraction of the background
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Figure G.39: (c35-4) This is the final spectrum of c35-4. Figure G.40 indicates the number of
sources that have been extracted in each nod and module. There was a slight mismatch between
the two nods of LL2 module which was removed by modifying the point spread function (cen-
tral position and FWHM). After extraction the residual features were masked (e.g. 19.5-µm).
The strong and variable background with prominent PAH feature was properly modeled and
corrected. Finally, we scaled long low modules with respect to the short low modules using
the following scale factors, in order to eliminate the mismatch between modules and obtain the
continuum shown here.
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Figure G.40: SL and LL modules spatial profiles after subtraction of the background
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Figure G.41: (c35-5) This is the final spectrum of c35-5. Figure G.42 indicates the number
of sources that have been extracted in each nod and module. After extraction, sharp residual
features were masked (e.g. 19.5-µm). The strong and variable background with prominent
PAH feature was properly modeled and corrected. Finally, we scaled long low modules with
respect to the short low modules using the following scale factors, in order to eliminate the
mismatch between modules and obtain the continuum shown here.
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Figure G.42: SL and LL modules spatial profiles after subtraction of the background
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Figure G.43: (Ogle-1) This is the final spectrum of Ogle-1. Figure G.44 indicates the number
of sources that have been extracted in each nod and module. After extraction the sharp and
unrealistic residual features were masked (e.g. 19.5-µm). The strong and variable background
for this source was properly corrected through modeling. Finally, we scaled long low modules
with respect to the short low modules using the following scale factors, in order to eliminate
the mismatch between modules and obtain the continuum shown here.
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Figure G.44: SL and LL modules spatial profiles after subtraction of the background
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Figure G.45: (Ogle-2) This is the final spectrum of Ogle-2. Figure G.46 indicates the number
of sources that have been extracted in each nod and module. After extraction the residual
features were masked (e.g. 19.5-µm). The strong and variable background for this source was
properly corrected through modeling. Finally, we scaled long low modules with respect to
the short low modules using the following scale factors, in order to eliminate the mismatch
between modules and obtain the continuum shown here.
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Figure G.46: SL and LL modules spatial profiles after subtraction of the background
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Spitzer IRS Low-Res Ogle-3  (J175459.0-294701)
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Figure G.47: (Ogle-3) This is the final spectrum of Ogle-3. Figure G.48 indicates the number
of sources that have been extracted in each nod and module. After extraction the residual
features were masked (e.g. 16.5-µm). The strong and variable background for this source was
properly corrected through modeling. The only exception was the first nod of LL1 module
which indicated strong background residuals, therefore we have also subtracted a constant
offset (polynomial order zero) from the background after it has already been corrected through
modeling. In this particular case, there was no mismatch between the modules therefore the
continuum shown here was obtained without any further scaling.
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Figure G.48: SL and LL modules spatial profiles after subtraction of the background
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Spitzer IRS Low-Res Ogle-4  (J175511.9-294027)
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Figure G.49: (Ogle-4) This is the final spectrum of Ogle-4. Figure G.50 indicates the number
of sources that have been extracted in each nod and module. After extraction, residual features
were masked (e.g. 19.5-µm). The strong and variable background for this source was properly
corrected through modeling. Finally, we scaled long low modules with respect to the short low
modules using the following scale factors, in order to eliminate the mismatch between modules
and obtain the continuum shown here.
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Figure G.50: SL and LL modules spatial profiles after subtraction of the background



265

Spitzer IRS Low-Res Ogle-5  (J175515.4-294122)
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Figure G.51: (Ogle-5) This is final spectrum of Ogle-5. Figure G.52 indicates the number
of sources that have been extracted in each nod and module. After extraction the sharp and
unrealistic residual features were masked (e.g. 18-µm). The strong and variable background
for this source was properly corrected through modeling. In this particular case, there was no
mismatch between the modules therefore the continuum shown here was obtained without any
further scaling.
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Figure G.52: SL and LL modules spatial profiles after subtraction of the background
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Spitzer IRS Low-Res Ogle-6  (J175517.0-294131)
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Figure G.53: (Ogle-6) This is the final spectrum of Ogle-6. Figure G.54 indicates the number
of sources that have been extracted in each nod and module. After extraction the sharp and
unrealistic residual features were masked (e.g. 19.5-µm). The background for this source is
similar to other sources in field Ogle which was properly corrected through modeling. Finally,
we scaled long low modules with respect to the short low module using the following scale
factors, in order to eliminate the mismatch between modules and obtain the continuum shown
here.
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Figure G.54: SL and LL modules spatial profiles after subtraction of the background
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Spitzer IRS Low-Res Ogle-7  (J175521.7-293912)
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Figure G.55: (Ogle-7) This is the final spectrum of Ogle-7. Figure G.56 indicates the number
of sources that have been extracted in each nod and module. After extraction, residual features
were masked (e.g. 16.5-µm). The strong and variable background for this source was properly
corrected through modeling. Finally, we scaled all modules with respect to the SL1 module
using the following scale factors, in order to eliminate the mismatch between modules and
obtain the continuum shown here.
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Figure G.56: SL and LL modules spatial profiles after subtraction of the background
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Spitzer IRS Low-Res NGC 6522-1  (J180234.8-295958)
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Figure G.57: (NGC 6522-1) This is the final spectrum of NGC 6522-1. Figure G.58 indicates
the number of sources that have been extracted in each nod and module. After extraction
the sharp and unrealistic residual features were masked (e.g. 19.5-µm). The background for
this source is strong but it shows slightly less variation over the observed wavelength range,
compared to other fields. This background was properly corrected through modeling. Finally,
we scaled long low modules with respect to the short low modules using the following scale
factors, in order to eliminate the mismatch between them and obtain the continuum shown here.
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Figure G.58: SL and LL modules spatial profiles after subtraction of the background
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Spitzer IRS Low-Res NGC 6522-2  (J180238.8-295954)
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Figure G.59: (NGC 6522-2) This is the final spectrum og NGC 6522-2. Figure G.60 indi-
cates the number of sources that have been extracted in each nod and module. There was a
slight mismatch between the two nods of SL1 module which was removed by modifying the
point spread function (central position and FWHM). After extraction the sharp and unrealis-
tic residual features were masked (e.g. 19.5-µm). This source is located in the field covering
NGC6522 and its background is similar to that of NGC 6522-1 therefore it was similarly cor-
rected through modeling. Finally, we scaled long low modules with respect to the short low
modules using the following scale factors, in order to eliminate the mismatch between them
and obtain the continuum shown here.
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Figure G.60: SL and LL modules spatial profiles after subtraction of the background
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Spitzer IRS Low-Res NGC 6522-3  (J180248.9-295430)
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Figure G.61: (NGC 6522-3) This is the final spectrum of NGC 6522-3. Figure G.62 indicates
the number of sources that have been extracted in each nod and module. After extraction the
sharp and unrealistic residual features were masked (e.g. 20.5-µm). This source is located in
the field covering NGC6522 and its background is similar to that of the rest of the field thus
similarly it was corrected through modeling. Finally, we scaled long low modules with respect
to the short low modules using the following scale factors, in order to eliminate the mismatch
between them and obtain the continuum shown here.
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Figure G.62: SL and LL modules spatial profiles after subtraction of the background
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Spitzer IRS Low-Res NGC 6522-4  (J180249.5-295853)
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Figure G.63: (NGC 6522-4) This is the final spectrum of NGC 6522-4. Figure G.64 indicates
the number of sources that have been extracted in each nod and module.There was a slight
mismatch between the two nods of SL1 module which was removed by modifying the point
spread function (central position and FWHM). After extraction, residual features were masked
(e.g. 19.5-µm). This source is located in the field covering NGC6522 and its background is
similar to that of the rest of the field thus similarly it was corrected through modeling. Finally,
we scaled all modules with respect to the SL1 module using the following scale factors, in
order to eliminate the mismatch between them and obtain the continuum shown here.
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Figure G.64: SL and LL modules spatial profiles after subtraction of the background
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Spitzer IRS Low-Res NGC 6522-5  (J180259.6-300254)
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Figure G.65: (NGC 6522-5) This is the final spectrum of NGC 6522-5. Figure G.66 indicates
the number of sources that have been extracted in each nod and module. After extraction the
sharp and unrealistic residual features were masked (e.g. 19.5-µm). This source is located in
the field covering NGC6522 and its background is similar to that of the rest of the field thus
similarly it was corrected through modeling. Finally, we scaled long low modules with respect
to the short low modules using the following scale factors, in order to eliminate the mismatch
between them and obtain the continuum shown here.
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Figure G.66: SL and LL modules spatial profiles after subtraction of the background
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Spitzer IRS Low-Res NGC 6522-6  (J180301.6-300001)
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Figure G.67: (NGC 6522-6) This is the final spectrum of NGC 6522-6. Figure G.68 indicates
the number of sources that have been extracted in each nod and module. After extraction,
residual features were masked (e.g. 19.5-µm). This source is located in the field covering
NGC6522 and its background is similar to that of the rest of the field thus similarly it was
corrected through modeling. Finally, we scaled long low modules with respect to the short low
modules using the following scale factors, in order to eliminate the mismatch between them
and obtain the continuum shown here.

(a) SL1-first nod (scale:
1.0)

(b) SL2-second nod
(scale: 1.0)

(c) SL1-second nod
(scale: 1.0)

(d) SL2-first nod (scale:
1.0)

(e) LL1-first nod (scale:
0.78)

(f) LL2-second nod
(scale: 0.78)

(g) LL1-second nod
(scale: 0.78)

(h) LL2-first nod (scale:
0.78)

Figure G.68: SL and LL modules spatial profiles after subtraction of the background
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Figure G.69: (NGC 6522-7) This is the final spectrum of NGC 6522-7. Figure G.70 indicates
the number of sources that have been extracted in each nod and module.There was a slight
mismatch between the two nods of SL1 module which was removed by modifying the point
spread function (central position and FWHM). After extraction, residual features were masked
(e.g. 19.5-µm). This source is located in the field covering NGC6522 and its background is
similar to that of the rest of the field thus similarly it was corrected through modeling. Finally,
we scaled long low modules with respect to the short low modules using the following scale
factors, in order to eliminate the mismatch between them and obtain the continuum shown here.
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Figure G.70: SL and LL modules spatial profiles after subtraction of the background
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Spitzer IRS Low-Res NGC 6522-8  (J180305.3-295515)
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Figure G.71: (NGC 6522-8) This is the final spectrum of NGC 6522-8. Figure G.72 indi-
cates the number of sources that have been extracted in each nod and module. There was a
slight mismatch between the two nods of SL1 module which was removed by modifying the
point spread function (central position and FWHM). After extraction the sharp and unrealis-
tic residual features were masked (e.g. 19.5-µm). This source is located in the field covering
NGC6522 and its background is similar to that of the rest of the field thus similarly it was
corrected through modeling. Finally, we scaled long low modules with respect to the short low
modules using the following scale factors, in order to eliminate the mismatch between them
and obtain the continuum shown here.
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Figure G.72: SL and LL modules spatial profiles after subtraction of the background
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Figure G.73: (NGC 6522-9) This is the final spectrum of NGC 6522-9. Figure G.74 indicates
the number of sources that have been extracted in each nod and module. After extraction the
sharp and unrealistic residual features were masked (e.g. 19.5-µm). This source is located in
the field covering NGC6522 and its background is similar to that of the rest of the field thus
similarly it was corrected through modeling. Finally, we scaled long low modules with respect
to the short low modules using the following scale factors, in order to eliminate the mismatch
between them and obtain the continuum shown here.
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Figure G.74: SL and LL modules spatial profiles after subtraction of the background
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Spitzer IRS Low-Res NGC 6522-10  (J180308.2-295747)
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Figure G.75: (NGC 6522-10) This is the final spectrum of NGC 6522-10.Figure G.76 indicates
the number of sources that have been extracted in each nod and module. After extraction the
sharp and unrealistic residual features were masked (e.g. 19.5-µm). This source is located in
the field covering NGC6522 and its background is similar to that of the rest of the field thus
similarly it was corrected through modeling. Finally, we scaled long low modules with respect
to the short low modules using the following scale factors, in order to eliminate the mismatch
between them and obtain the continuum shown here.
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Figure G.76: SL and LL modules spatial profiles after subtraction of the background



278 Chapter G.

Spitzer IRS Low-Res NGC 6522-11  (J180308.6-300526)
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Figure G.77: (NGC 6522-11) This is the final spectrum of NGC 6522-11. Figure G.78 indi-
cates the number of sources that have been extracted in each nod and module. There was a
slight mismatch between the two nods of SL1 module which was removed by modifying the
point spread function (central position and FWHM). After extraction the sharp and unrealis-
tic residual features were masked (e.g. 19.5-µm). This source is located in the field covering
NGC6522 and its background is similar to that of the rest of the field thus similarly it was
corrected through modeling. Finally, we scaled long low modules with respect to the short low
modules using the following scale factors, in order to eliminate the mismatch between them
and obtain the continuum shown here.
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Figure G.78: SL and LL modules spatial profiles after subtraction of the background
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Figure G.79: (NGC 6522-12) This is the final spectrum of NGC 6522-12. Figure G.80 indi-
cates the number of sources that have been extracted in each nod and module. There was a
slight mismatch between the two nods of SL1 module which was removed by modifying the
point spread function (central position and FWHM). After extraction the sharp and unrealis-
tic residual features were masked (e.g. 19.5-µm). This source is located in the field covering
NGC6522 and its background is similar to that of the rest of the field thus similarly it was
corrected through modeling. Finally, we scaled long low modules with respect to the short low
modules using the following scale factors, in order to eliminate the mismatch between them
and obtain the continuum shown here.
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Figure G.80: SL and LL modules spatial profiles after subtraction of the background
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Figure G.81: (NGC 6522-13) This is the final spectrum of NGC 6522-13. Figure G.82 indi-
cates the number of sources that have been extracted in each nod and module. After extraction
the sharp and unrealistic residual features were masked (e.g. 19.5-µm). This source is located
in the field covering NGC6522 and its background is similar to that of the rest of the field thus
similarly it was corrected through modeling. Finally, we scaled long low modules with respect
to the short low modules using the following scale factors, in order to eliminate the mismatch
between them and obtain the continuum shown here.
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Figure G.82: SL and LL modules spatial profiles after subtraction of the background
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Spitzer IRS Low-Res NGC 6522-14  (J180313.9-295621)
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Figure G.83: (NGC 6522-14) This is the final spectrum of NGC 6522-14. Figure G.84 indi-
cates the number of sources that have been extracted in each nod and module. After extraction
the sharp and unrealistic residual features were masked (e.g. 19.5-µm). This source is located
in the field covering NGC6522 and its background is similar to that of the rest of the field thus
similarly it was corrected through modeling. Finally, we scaled long low modules with respect
to the short low modules using the following scale factors, in order to eliminate the mismatch
between them and obtain the continuum shown here.
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1.0)

(b) SL2-second nod
(scale: 1.0)

(c) SL1-second nod
(scale: 1.0)

(d) SL2-first nod (scale:
1.0)

(e) LL1-first nod (scale:
0.80)

(f) LL2-second nod
(scale: 0.80)

(g) LL1-second nod
(scale: 0.80)
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Figure G.84: SL and LL modules spatial profiles after subtraction of the background
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Spitzer IRS Low-Res NGC 6522-15  (J180316.1-295538)
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Figure G.85: (NGC 6522-15) This is the final spectrum of NGC 6522-15. Figure G.86 indi-
cates the number of sources that have been extracted in each nod and module.There was a slight
mismatch between the two nods of SL1 module which was removed by modifying the point
spread function (central position and FWHM). After extraction, residual features were masked
(e.g. 19.5-µm). This source is located in the field covering NGC6522 and its background is
similar to that of the rest of the field thus similarly it was corrected through modeling. Finally,
we scaled long low modules with respect to the short low modules using the following scale
factors, in order to eliminate the mismatch between them and obtain the continuum shown here.
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Figure G.86: SL and LL modules spatial profiles after subtraction of the background
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Spitzer IRS Low-Res NGC 6522-16  (J180323.9-295410)
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Figure G.87: (NGC 6522-16) This is the final spectrum of NGC 6522-16. Figure G.88 in-
dicates the number of sources that have been extracted in each nod and module.There was a
slight mismatch between the two nods of SL1 module which was removed by modifying the
point spread function (central position and FWHM). After extraction the sharp and unrealis-
tic residual features were masked (e.g. 19.5-µm). This source is located in the field covering
NGC6522 and its background is similar to that of the rest of the field thus similarly it was
corrected through modeling. Finally, we scaled long low modules with respect to the short low
modules using the following scale factors, in order to eliminate the mismatch between them
and obtain the continuum shown here.
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Figure G.88: SL and LL modules spatial profiles after subtraction of the background
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Spitzer IRS Low-Res NGC 6522-17  (J180328.4-295545)
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Figure G.89: (NGC 6522-17) This is the final spectrum of NGC 6522-17. Figure G.90 indi-
cates the number of sources that have been extracted in each nod and module. After extraction
the sharp and unrealistic residual features were masked (e.g. 19.5-µm). This source is located
in the field covering NGC6522 and its background is similar to that of the rest of the field thus
similarly it was corrected through modeling. Finally, we scaled long low modules with respect
to the short low modules using the following scale factors, in order to eliminate the mismatch
between them and obtain the continuum shown here.

(a) SL1-first nod (scale:
1.0)

(b) SL2-second nod
(scale: 1.0)

(c) SL1-second nod
(scale: 1.0)

(d) SL2-first nod (scale:
1.0)

(e) LL1-first nod (scale:
0.85)

(f) LL2-second nod
(scale: 0.85)

(g) LL1-second nod
(scale: 0.85)

(h) LL2-first nod (scale:
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Figure G.90: SL and LL modules spatial profiles after subtraction of the background
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Spitzer IRS Low-Res NGC 6522-18  (J180333.3-295911)
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Figure G.91: (NGC 6522-18) This is the final spectrum of NGC 6522-18. Figure G.92 indi-
cates the number of sources that have been extracted in each nod and module. After extraction,
residual features were masked (e.g. 19.5-µm). This source is located in the field covering
NGC6522 and its background is similar to that of the rest of the field thus similarly it was
corrected through modeling. Finally, we scaled long low modules with respect to the short low
modules using the following scale factors, in order to eliminate the mismatch between them
and obtain the continuum shown here.

(a) SL1-first nod (scale:
1.0)

(b) SL2-second nod
(scale: 1.0)

(c) SL1-second nod
(scale: 1.0)

(d) SL2-first nod (scale:
1.0)

(e) LL1-first nod (scale:
0.85)

(f) LL2-second nod
(scale: 0.85)

(g) LL1-second nod
(scale: 0.85)

(h) LL2-first nod (scale:
0.85)

Figure G.92: SL and LL modules spatial profiles after subtraction of the background
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Spitzer IRS Low-Res NGC 6522-19  (J180334.1-295958)
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Figure G.93: (NGC 6522-19) This is the final spectrum of NGC 6522-19. Figure G.94 indi-
cates the number of sources that have been extracted in each nod and module. After extraction
the sharp and unrealistic residual features were masked (e.g. 19.5-µm). This source is located
in the field covering NGC6522 and its background is similar to that of the rest of the field thus
similarly it was corrected through modeling. Finally, we scaled long low modules with respect
to the short low modules using the following scale factors, in order to eliminate the mismatch
between them and obtain the continuum shown here.
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Figure G.94: SL and LL modules spatial profiles after subtraction of the background
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Spitzer IRS Low-Res IRAS-17251  (IRAS-17251-2821)
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Figure G.95: (IRAS-17251-2821) This is the final spectrum of IRAS-17251-2821. Figure
G.96 indicates the number of sources that have been extracted in each nod and module. After
extraction, residual features were masked (e.g. 16.5-µm). This background was corrected
through modeling. Finally, we scaled all modules with respect to the SL1 modules using
the following scale factors, in order to eliminate the mismatch between them and obtain the
continuum shown here.
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Figure G.96: SL and LL modules spatial profiles after subtraction of the background
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Spitzer IRS Low-Res IRAS-17276  (IRAS-17276-2846)
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Figure G.97: (IRAS-17276-2846) This is the final spectrum of IRAS-17276-2846. Figure
G.98 indicates the number of sources that have been extracted in each nod and module. Af-
ter extraction, residual features were masked (e.g. 16.5-µm). The background was corrected
through modeling except that, in the long low modules, there were residuals left from the
background. We removed those residuals by further subtracting a constant offset (zeroth order
polynomial). This particular case results in no mismatch between the modules therefore the
continuum shown here is obtained without any further scaling.
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Figure G.98: SL and LL modules spatial profiles after subtraction of the background
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Spitzer IRS Low-Res IRAS-17323  (IRAS-17323-2424)
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Figure G.99: (IRAS-17323-2424) This is the final spectrum of IRAS-17323-2424. Figure
G.100 indicates the number of sources that have been extracted in each nod and module. After
extraction, no significant residual was left to mask. The background was corrected through
modeling. Finally, we scaled long low modules with respect to the short low modules using
the following scale factors, in order to eliminate the mismatch between them and obtain the
continuum shown here.
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Figure G.100: SL and LL modules spatial profiles after subtraction of the background
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Spitzer IRS Low-Res IRAS-17347  (IRAS-17347-2319)
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Figure G.101: (IRAS-17347-2319) This is the final spectrum of IRAS-17347-2319. Figure
G.102 indicates the number of sources that have been extracted in each nod and module. Af-
ter extraction, no significant residual was left to mask. The background was corrected through
modeling except that, after modeling, there was still residuals left from the background. There-
fore we have corrected the residuals with further subtracting a constant offset (polynomial or-
der zero). Finally, we scaled long low modules with respect to the short low modules using
the following scale factors, in order to eliminate the mismatch between them and obtain the
continuum shown here.
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Figure G.102: SL and LL modules spatial profiles after subtraction of the background
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Spitzer IRS Low-Res IRAS-17413  (IRAS-17413-3531)
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Figure G.103: (IRAS-17413-3531) This is the final spectrum of IRAS-17413-3531. Figure
G.104 indicates the number of sources that have been extracted in each nod and module. After
extraction, no significant residual was left to mask. The background was corrected through
modeling except that, in the long low modules, there were residuals left from the background.
We removed those residuals by further subtracting a constant offset (polynomial order zero).
Finally, we scaled all modules with respect to the SL1 modules using the following scale fac-
tors, in order to eliminate the mismatch between them and obtain the continuum shown here.

(a) SL1-first nod (scale:
1.0)

(b) SL2-second nod
(scale: 0.95)

(c) SL1-second nod
(scale: 1.0)

(d) SL2-first nod (scale:
0.95)

(e) LL1-first nod (scale:
0.85)

(f) LL2-second nod
(scale: 0.90)

(g) LL1-second nod
(scale: 0.85)

(h) LL2-first nod (scale:
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Figure G.104: SL and LL modules spatial profiles after subtraction of the background
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Spitzer IRS Low-Res IRAS-18042  (IRAS-18042-2905)
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Figure G.105: (IRAS-18042-2905) This is the final spectrum of IRAS-18042-2905. Figure
G.106 indicates the number of sources that have been extracted in each nod and module. After
extraction, no significant residual was left to mask. The background was corrected through
modeling. Finally, we scaled all modules with respect to the SL1 modules using the following
scale factors, in order to eliminate the mismatch between them and obtain the continuum shown
here.
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Figure G.106: SL and LL modules spatial profiles after subtraction of the background
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