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Abstract 

Resting-state functional magnetic resonance imaging (rs-fMRI) is widely used to explore 

functional connectivity (FC) between brain regions across neurological and psychiatric 

diseases. However, the neural basis of spontaneous low frequency blood-oxygen level 

dependent (BOLD) fluctuations is poorly understood.  

Here, we acquired rs-fMRI data in macaque monkeys together with simultaneous recordings 

of local field potentials (LFPs) in prefrontal cortex area 9/46d. We first evaluated the 

correlation between LFPs (1-100 Hz) and BOLD signals and found unique frequency power 

correlates of positive and negative FC. Anti-correlation of high and low power envelopes 

indicated that ongoing cross-frequency interactions are a neural correlate of FC. On the other 

hand, seed-based analysis of the BOLD signal from the vicinity of electrode revealed the 

same spatial topology when using the power envelopes of high frequency bands of LFPs in 

the regression analysis.  

Variations of the canonical hemodynamic response function (HRF) in distinct cortical areas 

were also investigated to find the optimal HRF that can best fit in model analysis and 

estimate the BOLD response. While we found the optimal HRF that yields the highest 

correlation, the HRF shape was consistent within subjects and between brain regions. 

Our results suggest that intrinsic connectivity networks may be specifically driven by unique 

LFP profiles and these profiles contribute differently to BOLD FC. This study provides 

insight into the neural correlates of spontaneous BOLD FC at rest. 

Keywords: rs-fMRI, Local Field Potential, Simultaneous Recording  
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1 Introduction 

1.1 Resting-state functional Magnetic Resonance Imaging 
in the Clinical Realm 

It has been almost two decades since the first time slow fluctuations in the resting human 

brain were observed using functional magnetic resonance imaging (fMRI) (Biswal et al., 

1995).  This technique has now been the focus of neuroscientists who study the brain’s 

functional and anatomical networks as well as relative changes that occur in neurological 

disorders. Compared to task-based fMRI, which requires subjects to perform a task while 

being scanned, resting-state fMRI (rs-fMRI) is based on intrinsic activities in the brain. 

This basis allows the subjects to rest with their eyes open or closed, which can be 

beneficial for studies in which patients are unable to perform the required tasks, such as 

stroke patients or Alzheimer’s patients. 

Among all different neurological disorders being studied by rs-fMRI, epilepsy has gained 

the most attention for pre-surgical diagnoses that attempt to find the epileptic foci 

(Zijlmans et al., 2007) and the connectivity alterations (Centeno and Carmichael, 2014; 

Pereira et al., 2010). Alzheimer’s disease (Greicius et al., 2004), depression (Anand et al., 

2005), schizophrenia (Bluhm et al., 2007; Zhou et al., 2007), attention deficit 

hyperactivity disorder (ADHD) (Castellanos et al., 2009; Wang et al., 2009; Yu-Feng et 

al., 2007) and multiple sclerosis (MS) (Lowe et al., 2002) are other examples of brain 

disorders under investigation using rs-fMRI. 

While early results have been consistent among various studies for some disorders like 

Alzheimer’s disease, there is less reproducibility for other diseases, such as schizophrenia 
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(Greicius, 2008). To further develop this research field, we must better understand the 

underlying mechanism of the spontaneous fluctuations in the brain that are recorded by 

rs-fMRI. This realization can be undertaken by using multimodal approaches, some of 

which are simultaneous electroencephalography (EEG)-fMRI, electrocorticography 

(ECOG)-fMRI and local field potential (LFP)-fMRI recording, which is the focus of this 

thesis. 

1.2 How fMRI Works 

In 1878, the Italian physiologist, Angelo Mosso, performed the first brain imaging by 

inventing the human circulation balance. He was recording the pulsation of a human 

cortex with a plethysmograph when he found out that these pulsations fluctuate as a result 

of mental activity. He suggested that blood volume in the brain increases when the brain 

is mentally active. The subject would lay on a balanced table that could tilt either at the 

head or at the foot if the weight of either end were increased. As soon as an emotional or 

a mental activity began in the subject the balance tipped toward the head end as an 

outcome of increase in blood flow to the head (reported in James, 1890). This technique 

is known to be the predecessor of the more advanced techniques of fMRI and positron 

emission tomography (PET) (Raichle et al., 2001). The former benefits from the coupling 

between neuronal activity and hemodynamics (local changes in blood flow and 

oxygenation) in the brain. 

The energy needed for brain function is a product of glucose oxidation to carbon dioxide 

and water (Fox et al., 1988). There is little dissolved oxygen in brain tissue, as most of it 

remains bound to hemoglobin in red blood cells. Therefore, the brain is dependent on a 

continuous supply of oxygen via flowing blood. At rest, oxygen consumption is higher 
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than glucose consumption. When a visual stimulus is presented, oxygen consumption 

increases by 5% and glucose consumption by 51%. Therefore, the excessive amount of 

glucose, which is not converted to energy, is metabolized to lactate (Fox et al. 1988). 

This increase implies that the amount of extra energy used in the brain during conscious 

information processing is small compared to resting-state energy consumption 

(Schölvinck et al., 2008) demonstrating how important it is to investigate spontaneous 

activity in the resting brain. 

Compared to oxygenated hemoglobin (Hb), deoxyhemoglobin (dHb) is paramagnetic and 

when it is placed in a strong magnetic field, like an MRI scanner, dHb disrupts the 

magnetic field, while Hb does not (Pauling and Coryell, 1936). Therefore, draining veins 

will show up dark in MRI images due to signal loss that is caused by inhomogeneity in 

the magnetic field. When cellular activity in an area of the brain is enhanced, cerebral 

blood flow (CBF), cerebral blood volume (CBV) and, as a result, oxygenated Hb in the 

capillaries and veins increase. In 1990, Ogawa and colleagues showed that this would in 

fact lead to a rise in the fMRI signal, which was named blood oxygenation level 

dependent (BOLD) contrast (Ogawa et al., 1990). The fMRI response that results from a 

short local neuronal activity is called hemodynamic response function (HRF) (Heeger 

and Ress, 2002; Logothetis, 2002). Although, these principles have been known for some 

time now, the exact mechanism underlying the coupling between neuronal activity and 

CBV and CBF is still unclear. 

The brain’s vascular system consists of arteries, capillaries and veins that each exist at 

different spatial scales. Arteries are thick-walled vessels that carry blood away from the 

heart. The arteries branch into smaller vessels, arterioles, and the arterioles eventually 
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end in capillaries, small and thin-walled blood vessels. Extraction of oxygen and glucose 

from the blood and removal of CO2 happens in the capillaries. The deoxygenated blood is 

then carried to small veins called venules and these venules collect into the veins. The 

arterial cerebral circulation is divided into anterior cerebral circulation, which supplies 

anterior and medial surface of the brain, and posterior cerebral circulation, which supplies 

posterior part of the brain including occipital lobe, cerebellum and brainstem (Huettel et 

al., 2004). 

The density of vascularization is not uniform across cortical layers. While small arterioles 

vascularize the gray matter and superficial layers, vessels with larger diameter 

vascularize the white mater and deep layers. Denser vascularization is observed where 

the neural cell bodies have higher concentration (Duvernoy et al., 1981). 

Changes in neuronal activity result in changes in CBF and CBV in the active area and 

also in distant areas with no neuronal activation (Iadecola et al., 1997). Although, the 

vessel dilation happens several millimeters away, it is in a much lower extent compared 

to the vessel dilation in the activation center. This in fact puts limitation on the spatial 

resolution of fMRI that depends on hemodynamic changes and part of the solution is 

spatial smoothing the data image in the preprocessing step. 

The shape of the hemodynamic response includes three phases of the BOLD fMRI 

response to a transient increase in neuronal activity (see Figure 1). The first phase is a 

small decrease below the baseline that is caused by the initial period of oxygen 

consumption. This consumption results in an increase in the dHb concentration and is 

called the initial dip. After about two seconds, there is a large increase in hemodynamic 
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response above baseline due to an oversupply of oxygenated blood that provides enough 

glucose but excessive oxygen. At this point, HRF has reached its peak. Finally, when the 

oversupply of oxygenated blood has diminished, it still takes some time for the blood 

volume to return to its baseline again by a negative undershoot (Heeger and Ress, 2002). 

In regards to the initial dip, it is worth noting that optical imaging studies have shown 

that this component of the HRF as a result of the increase in oxygen consumption is more 

correlated to neuronal activity than any other components of the HRF (Jones et al., 2001; 

Menon et al., 1995). However, the majority of fMRI studies have not reported this initial 

dip and this in fact is a source of controversy that questions its presence (Buxton, 2001; 

Logothetis, 2000). 

 

Figure 1: HRF Model. The shape of HRF with its three phases is shown here. Delay of the 

peak is about 4-6 s and the post-stimulus undershoot appears after about 16 s. 
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The underlying signal of BOLD comes from hydrogen atoms that exist in large amounts 

in the water molecules of the brain. With no external magnetic field B0, all hydrogen 

atoms spin along their axes. In the presence of a magnetic field, these hydrogen atoms 

absorb energy and align with B0, while rotating at different phases with the angular 

frequency of Larmor. When a radio-frequency (RF) pulse is applied, they tip over and 

their phases realign altogether. After removing the RF pulse, the hydrogen atoms emit 

energy until they gradually return to equilibrium. This process coincides with the 

reduction in the transverse magnetization (called transverse relaxation, described by time 

constant T2) and growth in the longitudinal magnetization (called longitudinal relaxation, 

described by time constant T1) (Huettel et al., 2004).  

The MRI scanner measures the sum total of the emitted radio-frequency energy. As 

mentioned earlier, greater inhomogeneity results in decreased image intensity. The 

combined effect of transverse decay of magnetization and local inhomogeneity is called 

T2* (Logothetis, 2002). Some MRI pulse sequences are designed to eliminate the 

inhomogeneity of local magnetic fields, while others are designed to emphasize it within 

small volumes of tissue. The latter is the basis of BOLD fMRI techniques (Heeger and 

Ress, 2002). 

1.3 Resting-State fMRI 

Since 1938 when results from Barenne and McCulloch were published, the large-scale 

organization of the mammalian brain at rest has been extensively explored. Barenne and 

McCulloch placed a small amount of strychnine, which is an excitatory agent, on small 

areas of the sensory cortex of monkey, while the animal was first awake and then 

anesthetized. Simultaneously, they recorded neural activity in the vicinity of the 
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stimulated area. They could see similar activation within distant subdivisions of the 

sensory cortex (Dusser de Barenne and McCulloch, 1938). This method of chemical 

neuronography was also used by Pribram and MacLean to report five distinct regions of 

reciprocal excitation in medial and basal cortices of limbic systems (Pribram and 

MacLean, 1953). 

Biswal and colleagues opened a new direction in the large-scale functional connectivity 

field in 1995. They observed that the patterns of slow fluctuations in the sensory strip and 

many other regions that are associated with motor function, of the resting human brain 

are similar to functional activation found in behavioral tasks (Biswal et al., 1995). They 

also found evidence that similar patterns exist in visual and auditory networks. The 

instant implication of their findings was that, in order to investigate the basic properties 

of large-scale networks of the brain, one could study the correlational relationship of 

spontaneous activity in the absence of a task. 

1.3.1 Resting-State Functional Connectivity 

Analyzing the spontaneous activities in the absence of stimulus or task distinguishes 

several specific functional networks. These networks represent high temporal covariation, 

which became known as resting-state networks (RSN). These networks have been studied 

in both awake and anesthetized animals such as rats (Hutchison et al., 2010; Liang et al., 

2011; Pan et al., 2011; Pawela et al., 2008) and monkeys (Hutchison et al., 2011; 

Hutchison et al., 2013; Dante Mantini et al., 2011). Human studies also have revealed a 

set of core RSNs (Beckmann et al., 2005; De Luca et al., 2006; Hutchison et al., 2013). 

Such networks have been compared across individuals (Biswal et al., 2010) to 

demonstrate a universal architecture of functional connections.  
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RSNs have been determined to be consistent across subjects, which is a solid foundation 

for continuing rs-fMRI investigations (Shehzad et al., 2009). Through the course of 

development from infancy to adolescence, resting-state functional connectivity (rs-FC) is 

changed considerably. Meanwhile, several large-scale network properties are shown to be 

preserved across development. This preservation suggests that rs-FC networks, even in 

children, are organized in a manner similar to the adult brain (Power et al., 2010). 

A number of RSNs have been characterized using fMRI-based methods. Dorsal attention 

(Laufs et al., 2003), auditory (Cordes et al., 2000), visual (Lowe et al., 1998), executive 

control and default mode networks (DMN) are some examples (Fox and Raichle, 2007; 

Raichle, 2010). Regions within DMNs decrease their activity during a task performance 

and show more activation at rest. This antagonistic network relationship between DMNs 

and specifically dorsal-attention network regions led to the hypothesis that the brain is 

active in an organized way at rest (Raichle, 2010).  

Like other resting-state networks, DMNs have been shown to be present in different brain 

states besides awake, such as wandering and sleep in humans, and anesthesia among 

different species like rats and monkeys (Horovitz et al., 2008; Hutchison et al., 2010; 

Mason et al., 2007; Pawela et al., 2008; Vincent et al., 2007). 

1.3.2 Structural vs Functional Connectivity 

It is widely assumed that structural connectivity (SC) and functional connectivity (FC) 

have strong linkage and it has been reported that FC and SC are correlated at a gross level 

(Damoiseaux et al., 2006; Passingham et al., 2002). However, the nature of this linkage 

has been under investigation using fMRI and diffusion tractography. Honey and 
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colleagues showed that FC (measured with rs-fMRI) exists between regions that do not 

have direct structural connections (measured with diffusion spectrum imaging 

tractography (Honey et al., 2009)). They also reported that some of the variance observed 

in FC could be due to indirect connections and between-regional distance, which results 

in reduction of both kinds of connections. In summary, SC and FC organizations are 

significantly related and anatomically connected areas seem to show more consistent FC 

than unconnected areas (Honey et al., 2007; Hagmann et al., 2008; Honey et al., 2009; 

Koch et al., 2002; Shen et al., 2012). 

1.4 fMRI-based Approaches for Identifying Spatial Patterns 

There are several techniques to identify the functionally connected areas in the brain and 

their spatial patterns. The most commonly used approaches are seed-based analysis, 

hierarchical clustering and independent-component analysis (ICA).  

To conduct a seed-based analysis, first the fMRI-BOLD time course from a region of 

interest (ROI) is extracted. Then the temporal correlation between this time course and all 

other voxels in the brain is calculated. Many studies use seed-based analysis because of 

its simplicity; however, a disadvantage here is that the results are dependent on the a 

priori decision on choosing the seeds. Multiple seeds have to be chosen subsequently in 

order to determine the temporal correlation between different regions (Fox and Raichle, 

2007). On the other hand, hierarchical clustering requires extracting the time courses of 

multiple seed regions and creating a correlation matrix.  A clustering algorithm is used in 

order to find the most positively or negatively related regions. This technique suffers 

from the same disadvantage as seed-based analysis (Fox and Raichle, 2007).  
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ICA benefits from the fact that it is data driven and automatically distinguishes noise 

from the BOLD data. ICA algorithms analyze the whole data and separate it into several 

components that are statistically independent of each other and each have a spatial map. 

Three major downsides of this technique are: 1) its dependency on the number of 

components one asks the algorithm to produce, 2) its dependency on the user who has to 

define noise and non-neuronal components, 3) interpretation complexities due to 

algorithm sophistication. 

1.5 Contribution of Electrophysiology to fMRI 

Finding the relationship between simultaneous fluctuations in neural activity across 

different regions of the brain is a key approach to probe brain function (Schölvinck et al., 

2013). Beside fMRI, electrophysiology can assess the temporal correlation between the 

regions as a measure of their functional connections both during a task performance and 

at rest. Despite, the success of fMRI with its high spatiotemporal resolution compared to 

EEG and ECOG techniques in brain mapping, the link between hemodynamic responses 

observed in the BOLD signal and the underlying neural activity is not fully understood. 

Electrophysiology, on the other hand, has a high temporal resolution and can give us 

better insight into the changes in neuronal activity. There are several factors involved in 

hemodynamic and neural activity changes, such as the type of cells generating the neural 

activity, the coupling between energy consumption and energy supplies to the active area 

and the type of neural activity itself (Logothetis, 2003). I will be focusing on the latter as 

it seems to highly contribute to BOLD fMRI generation. 
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1.6 HRF Models for fMRI Data Analysis 

Analysis of fMRI data begins with understanding the relationship between the stimulus 

and the neural response derived by it. While the stimulus stream can be modeled as some 

impulse or delta functions, the neural response is assumed to be the stimulus function 

convolved with an HRF. The resulting time series are used as regressors in a general 

linear model (GLM). This is the basis of statistical parametric mapping (SPM) approach 

(Friston, 2003).  

BOLD signal is an indirect measure of neuronal activity, but its variations do not only 

come from neuronal fluctuations. In fact, the variations may also arise from global 

magnetic susceptibilities, vascular variations in individual brain areas, the baseline 

cerebral blood flow and other physiological sources (Bush and Cisler, 2013; Handwerker 

et al., 2004). 

Notwithstanding, HRF links neural responses to fMRI data and more importantly, it can 

adjust the variations of neural responses between different brain regions and across 

subject populations (Buxton et al., 2004; Handwerker et al., 2004; Kumar and Penny, 

2014; Roebroeck et al., 2011). The controversy of how and in what extent the HRF 

variations change the results of connectivity maps was first brought up by David et al. 

(2008) who compared the network connectivity with and without deconvolving the 

BOLD signal into its basis functions. They showed that the connectivity is only accurate 

when deconvolution is performed. 

The HRF has been investigated for both task-based fMRI and rs-fMRI and although it is 

more difficult for rs studies with no stimulus or task (unless relying on physiological 
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hypotheses) (Havlicek et al., 2011), the HRF can be modeled by explicit inputs and 

assumptions made based on the stimulus stream (Gonzalez-Castillo et al., 2012; Riera et 

al., 2004). What these studies attempted to do was to correct for inter-subject and inter-

region variability of the HRF.  

It was observed that there is more HRF variability in the former and one HRF model can 

be employed for several brain areas (Handwerker et al., 2004). Even GLM simulations 

demonstrated only slight improvements with subject-specific HRFs compared with 

canonical HRF, which is used in GLMs by default, or SPM double gamma HRF 

(Handwerker et al., 2004; Zumer et al., 2010). This is indeed an active area of research 

and there is still no solution that can solve all the problems about HRF variability and 

depending on the question asked in each study, it is not well understood how this 

variability may affect the results. 

1.7 Neural Basis of BOLD fMRI  

A brief overview of the different types of neurophysiological signals is described here in 

order to better understand the underlying neural activity of the BOLD signal. In theory, if 

two separate regions of a neuron have unequal membrane potential, there will be a flow 

of current in the neuron as well as a return current in the extracellular path (Logothetis, 

2002). Observing the flow of currents from an extracellular perspective, there is this 

inward flow of Na+ into the neuron (this active region is called sink) and also an outward 

current to inactive regions of the neuron (also called source). These currents generate 

extracellular field potentials (EFPs) (Hodgkin and Huxley, 1952; Logothetis, 2003). The 

signal that an electrode inserted in the brain records are mean EFPs (mEFP) in close 
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vicinity and this is because the lipid membranes act as capacitance in extracellular 

medium, in which neurons are embedded in. 

Depending on the position of the recording electrode and its physical properties, like 

impedance, mEFPs reflect single unit action potentials (AP) or the totality of potentials in 

that region. The latter can be local field potentials (LFP) or multi-unit activity (MUA), 

which will be explained later. 

At the microscopic level, neuronal communication is indirectly reflected in fMRI-created 

images. Most of the communication between neurons happens at the synapse, which is 

the junction where the presynaptic process of an axon is in close proximity to the 

postsynaptic process of a dendrite or cell body. Depending on the type of 

neurotransmitter (being excitatory or inhibitory) released by the presynaptic neuron, a 

specific channel will open to allow ion flow into or out of the cell.  

If positive ions (Na+, Ca2+, K+) enter the cell down their concentration gradient, 

membrane potentials will decrease (depolarization) and an excitatory postsynaptic 

potential (EPSP) event will happen at the local synapse (Huettel et al., 2004). Inhibitory 

postsynaptic potentials (IPSP) are induced when negative ions (Cl1-) enter the cell or 

positive ions exit the cell again down their concentration gradient and increase the 

membrane potential (hyperpolarization). If the net depolarization at the axon hillock 

reaches a threshold, large numbers of voltage-gated sodium channels will open and there 

will be an inward flow of Na+ via ionic channels into the neuron. The wave of 

depolarization, which travels down the axon, is the action potential (AP).  
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Since all of these diffusion processes happen along their concentration gradient, they do 

not need an external source of energy. But both sorts of potentials lead to changes in the 

ion concentration in the cell that needs energy to restore and return the cell to 

equilibrium. Membrane pumps such as the sodium-potassium pump, which removes three 

Na+ out of the cell and brings 2 K+ into the cell, require external energy sources. A large 

amount of energy in the brain is used for restoration following APs and EPSP/IPSPs 

(Atwell and Laughlin, 2001). This energy is supplied by aerobic and anaerobic processes 

beginning by glucose breakdown and the production of adenosine-triphosphate (ATP) 

molecules. The vascular system ensures a continuous supply of oxygen and glucose for 

these processes by increasing the CBF to the brain active region. 

1.7.1 Single-Unit Recordings 

If an electrode is placed close to the soma or axon, the measured mEFP represents the 

spiking rate (the number of action potentials in a second) of that neuron and the nearest 

neurons as well. In most experiments with single unit recording (SUR), the output of the 

cortical area under recording is represented by the activity of large pyramidal cells 

(Logothetis, 2003). 

1.7.2 Multi-Unit Recordings 

If the recording electrode is placed a bit farther from the spike-generating source so that 

APs are not dominant in the recorded signal and the electrode impedance is very low, the 

mEFPs reflects the total extracellular APs happening within ~200 µm. The magnitude of 

MUA is site (Buchwald and Grover, 1970) and cell-size specific (Nelson, 1966); 

therefore it differs in different brain regions. However, it is constant within a specific site. 
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When recording neuronal ensembles, MUA and LFPs are distinguished by frequency 

band separation. To obtain MUAs, a high-pass filter with a cutoff frequency at about 300-

400 Hz is commonly used (Logothetis, 2003). 

1.7.3 Local Field Potentials 

The LFP is the low-frequency wave in an mEFP signal that is believed to show the 

superposition of synaptic currents and the total of voltage-gated membrane potentials in a 

local group of neurons, averaged in a volume of tissue (Mitzdorf et al., 1987). Compared 

to MUA, the LFP is related to the geometry of dendrites instead of cell size (Buchwald et 

al. 1965). In order to distinguish LFPs from recording signal, a low-pass filter with cut-

off frequency of about 300 Hz is often used (Logothetis, 2003). 

Fluctuations in membrane potentials reflect the input of a specific cortical area and the 

activity of excitatory and inhibitory interneurons (Logothetis, 2003). Phase locking of 

fluctuations in the membrane potential to specific frequency bands was initially under 

investigation in the EEG literature (Pedley and Traub, 1990). Based on correlations 

between certain behavioral states and the LFP observed in cortex, it can also be 

subdivided into different frequency ranges, such as delta (δ, 0-4 Hz), theta (θ, 4-8 Hz), 

alpha (α, 8-12 Hz), beta (β, 12-30 Hz), gamma low (γL, 30-50Hz) and gamma high (γH, 

50-100 Hz).  

These neural oscillations are temporally correlated; as an example, gamma band is known 

for communications in local cortical regions (Womelsdorf et al., 2007) and lower 

frequency bands seem to maintain synchronization between distant regions (Stein et al., 
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2000). Furthermore, these temporal correlations are functionally related (Uhlhaas and 

Singer, 2010). Here are some of the functions for each band:   

• Theta band: memory (Vertes, 2005), synaptic plasticity (Huerta and Lisman, 

1993), top-down control and long-range synchronization (Stein et al., 2000). 

• Alpha band: inhibition (Klimesch et al., 2007), attention (Thut et al., 2006), 

consciousness (Palva et al., 2005), top-down control (Stein et al., 2000), long-

range synchronization (Doesburg et al., 2009). 

• Beta band: sensory gating (Hong et al., 2008), motor control (Kilner et al., 

2000). It also has some overlap with alpha band, such as attention (Gross et 

al., 2004) and long-range synchronization (Kopell et al., 1999). 

• Gamma band: memory (Tallon-baudry et al., 1998), synaptic plasticity 

(Wespatat et al., 2004), attention (Fries et al., 2001), consciousness (Melloni 

et al., 2007), perception (Gray et al., 1989). 

1.7.4 BOLD Signal Is A Reflection of Synaptic Activity 

In order to find the contribution of each type of neural activity, there have been several 

studies recording LFPs, single- and/or multi-unit activity simultaneously with BOLD-

fMRI responses. In 2002, Logothetis published a paper that reported recordings all three 

types of neural activity from monkey visual cortices and compared them with BOLD 

responses that were simultaneously recorded (Logothetis, 2002). His results show that 

despite single- and multi-unit activities that adapted a couple of seconds after the visual 

stimulus onset and returned to the baseline, LFPs remained correlated with the BOLD 

response the longest. Also, in linear system analysis, LFPs had the largest magnitude 

signal and this suggested that LFPs were better estimating the fMRI signal than MUAs. 
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This important finding regarding the neural basis of BOLD signal has been interpreted as 

evidence that this signal mostly reflects the incoming input and local processing in a 

region and not the output (Logothetis et al., 2001; Logothetis, 2003). 

Meanwhile, since the fMRI signal is sluggish and does not have high temporal resolution, 

LFPs, which fluctuate more slowly than single- and multi-unit activities, seem to be a 

better candidate to be compared with BOLD-fMRI. Leopold and colleagues examined 

these fluctuations recorded from multiple regions in monkey visual cortices with surface 

multi-electrode-arrays (MEA) (Leopold et al., 2003). The experiment yielded several 

results: 1) the band-limited power (BLP) of LFPs fluctuated at various frequencies with 

maximal amplitude at very low ranges of frequency (<0.1 Hz); 2) BLP of gamma LFP 

showed the highest coherency between the electrode pairs; 3) in contrast to raw LFP, 

BLP coherency fell off more gradually as a consequence of electrode or cortical distance; 

4) the coherence and shape of BLP changes were similar in two different conditions, 

those being at rest (monkey was inactively sitting in a dark room) and task condition 

(monkey was involved in a binocular rivalry task). These global coherences are thought 

to provide us with good information about the intrinsic activity in the resting brain and 

also due to the low frequency of the BLP signal, they can be a good comparison point 

between LFP and BOLD. Even recordings in awake monkeys have shown that BOLD 

responses are more prone to changes in LFPs than action potentials (Goense and 

Logothetis, 2008). The procedure of how BLPs were calculated from the LFP signal will 

be discussed in the method section.  
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1.7.5 How to Study Local Field Potentials 

Although it was first with fMRI technique that intrinsic activities in the brain were 

observed to have spatiotemporal patterns, correlating patterns of neural activity can be 

observed in microelectrode recordings as well. One of the main features of intrinsic brain 

activity is the intrinsic coupling mode (ICM) (Engel et al., 2013). ICMs display high 

spatiotemporal patterns and can bias the cognitive processing of the brain. There are two 

main types of ICMs that have different dynamics, origins and functions. Phase ICMs 

emerge from phase coupling between band-limited signals, whereas envelope ICMs come 

from amplitude or power coupling between band-limited signals (Engel et al., 2013). 

There are some analyses that can be applied to LFPs for studying ICMs, one of which is 

coherence. Coherence finds the linear relationship between oscillatory signals and, if they 

are aligned in their phases and are similar in amplitudes, coherence will have a high 

value. In case of phases being aligned, this value will indicate phase coherence or phase 

locking value and determines phase ICMs (Lachaux, et al., 1999). Furthermore, the 

signals will be correlated if there is similarity between their amplitudes or power. While 

phase ICMs are more meaningful in electrophysiology signals, envelope ICMs can be 

investigated with both electrophysiology and fMRI.  In terms of their putative functions, 

envelope ICMs are known to control neural activation in a brain region and phase ICMs 

direct the flow of cognitive contents (Engel et al., 2013). 

1.8 Microcircuitry Differences across the Cortex 

Once it was believed that the mammalian brain has a uniform neuronal circuitry (Rockel 

et al., 1980) and based on extensive works done in cats and monkey visual cortex 
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(Douglas and Martin 2004; Gilbert, 1983) a canonical cortical microcircuitry (CCM) 

model was proposed. The main features of this model include ascending inputs to 

granular layer IV (L4) and while primary sensory areas are shown to have well-

developed L4, some prefrontal areas lack this layer (Paxinos et al., 2000). For example, 

Brodmann area 9/46d and 46 in primates have distinguishable L4, but area 9 does not 

(Petrides and Pandya, 1999). Another influential example is area V1 in the occipital lobe 

that has a thick L4 that receives afferent inputs from the thalamus. In contrast, 

supplementary eye field (SEF) does not have a L4 (Brodmann, 1909). 

There is growing evidence that while agranular areas share similar aspects of the CCM to 

granular areas, major differences are also present. Godlove and colleagues conducted 

LFP and spike recordings with laminar multi-electrode arrays in SEF while the monkeys 

were sitting in a dark room and light flashes would appear in a block design (darkness + 

light flash) (Godlove et al., 2014). They showed that although the pattern of synaptic 

current in the middle layers is similar to current source density (CSD) pattern observed in 

early sensory cortex (Riera et al. 2012), the current density was weaker in the SEF. Also, 

in contrast to CCM model, dual current sinks appeared simultaneously in layer III and V 

and visual response latencies did not differ across layers.  

LFPs recorded from monkey SEF during resting state, also shows both similar and 

different aspects of CCM model compared to primary visual cortex V1 (Ninomiya et al., 

2015). Here the authors showed that the coupling between gamma amplitude and alpha-

beta phase in SEF was prominent only in Layer III, while the same coupling exists in 

layer II, III and V in V1 area. 
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These results conclude that correlation between BOLD and neural activity observed in 

different brain areas such as PFC or primary visual cortex, should be compared and 

interpreted with caution, considering the different underlying microcircuitry 

1.9 Human and Monkey Brain Similarities 

RS-fMRI animal investigations have been limited to mostly rats, macaques (an old-world 

monkey species) and also recently marmosets (for review see Hutchison and Everling, 

2012). While the last common ancestor of humans and macaques dates back 25 million 

years ago, rodents and primates diverged from one another about 80 million years ago 

(Kumar and Hedges, 1998). Also, the amount of volume, occupied by the neocortex is 

28% in rats, 72% in monkeys and 80% in humans (Passingham, 2009). Meanwhile, it has 

been acknowledged that macaque and human brains are highly comparable in terms of 

functional organization (Petrides et al., 2005; Rees et al., 2000), anatomical connections 

(Croxson et al., 2005) and cytoarchitecture (Petrides and Pandya, 1999).  

At the same time, most of the electrophysiological recordings in humans are performed in 

a clinical setting. This type of surgery is limited to certain patients such as epilepsy 

patients and this approach adds limitations for generalizing the results to normal human 

brain (Ojemann et al., 2013). Comparisons between epileptic and non-epileptic cortices 

show different BOLD connectivity measures (Bettus et al., 2011) and changes in network 

connectivity (Bullmore and Sporns, 2009). For these reasons and the above-mentioned 

similar observations of DMN and RSNs, non-human primates are the most appropriate 

model for fMRI studies. 
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1.10 Neural Correlates of Resting-state BOLD fMRI 

The best way to evaluate the neural correlates underlying rs-fMRI is to simultaneously 

acquire both electrophysiological and hemodynamic signals. This approach has been 

carried out in non-human primates and humans with various electrophysiology 

techniques such as EEG, ECOG, SUR, MUA and LFP recording at different brain states, 

including rest and anesthesia or while performing a task (See Figure 2). 

       

Figure 2: Recording Electrophysiological Signals With Different Techniques. EEGs 

are recorded from the scalp, which attenuates the signal amplitude. ECOGs are recorded from pial 

surface and it can be seen that the signal amplitude is larger compared to EEGs. LFPs, spikes and 

MUA (not shown here) all can be recorded with an inserted electrode into the cortex. Notice the 

high frequency of spikes. Adapted from lifesciences.ieee.org 

There are many studies that support a temporal coupling between EEG and rs-fMRI 

signals in humans (Laufs et al., 2003; Picchioni et al., 2011) The result of simultaneous 

EEG-BOLD fMRI in humans engaged in a visual attention task demonstrates that there is 

positive correlation between high-gamma power (60-80 Hz) and BOLD fluctuations, 
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while this correlation is negative for alpha (~10 Hz) and beta (18-28 Hz) power 

(Scheeringa et al., 2011). Scheeringa et al.’s results suggest that high frequency neural 

oscillations and low frequency oscillations contribute to BOLD signal generation 

independently. Interestingly, there has been found high spatial correlation between 

conventional RSNs and the BOLD correlates of EEG topographies (Britz et al., 2010; 

Jann et al., 2010). BOLD correlates of EEG topographies were determined by convolving 

simultaneously recorded EEG signals with an HRF model and fitting them into a GLM. 

Results from intracranial recordings of ECOG show that widespread ECOG measures 

exhibit correlated networks appearing between recording sites that are comparable to 

BOLD-fMRI correlated and anti-correlated networks (He et al., 2008; Keller et al., 2013). 

While EEG and ECOG are mostly conducted in human studies, intracortial recordings 

(single- and multi-unit and LFP) are widely performed in animal lab studies. In a 

landmark study, Shmuel and Leopold (2008) conducted simultaneous fMRI and 

intracortical recordings from area V1 primary visual cortex in anesthetized monkeys. 

They found that slow fluctuations of the BOLD signal correlated highly to BLP of high 

gamma LFP signals and also to the spiking rate of neurons in the vicinity of the 

electrodes and the multi-unit activity band power changes (Shmuel and Leopold, 2008). 

The relationship between the single-unit activity of neurons and BOLD fMRI has been 

investigated in some human studies as well (for review see Ojemann et al., 2013) and 

while Nir and colleagues could find interhemispheric correlations between BOLD and 

single-unit firing rate at rest (Nir et al., 2008), Ojemann et al. (2010) did not see 

colocalization between unit firing and BOLD increase or decrease during silent word 

pairing in human subjects. 
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Among three types of intracortical signals, LFPs fluctuate in lower frequencies than 

single-unit and multi-unit activities. Thus, the fluctuations in the LFP power are most 

comparable to low frequency BOLD fluctuation. In one study, simultaneously electrical 

and hemodynamic responses recorded in cat visual cortices exhibited tight positive 

correlation between the power of gamma oscillations and fMRI signals and negative 

correlation for delta band (Niessing et al., 2005). When the visual stimulus intensity was 

increased, the hemodynamic response, gamma LFP oscillations and spiking activity 

increased as well. However, when the stimulus intensity was constant, only the changes 

in the power of gamma LFP and hemodynamic response were highly correlated. 

The divergence between single-unit and LFP studies may arise from the fact that gamma 

LFPs are associated with high frequency discharges of inhibitory interneurons (Traub et 

al., 1996) and their synapses spread within neighboring cortical areas. These interneurons 

are believed to contribute to local energy consumption in the brain cortex and to be the 

cause of hemodynamic response (Azouz and Gray, 1999). Therefore, the link between 

hemodynamic responses and gamma oscillations might reflect the activity of inhibitory 

interneurons (Niessing et al., 2005; Nir et al., 2007).  

Another study used information theory to distinguish the statistical dependency between 

simultaneously acquired BOLD signals and LFP bands in areas V1 and V2 of 

anesthetized monkeys (Magri et al., 2012). Their results showed that gamma was the 

most informative band, while alpha and beta power carried complementary information. 

In contrast to the observed negative correlation for the delta band by Niessing et al. 2005, 

it has been demonstrated in awake monkeys at rest that the spontaneous hemodynamic 
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response is positively correlated to the power of higher gamma LFP signals (40-80 Hz) 

and lower frequency bands of LFPs (2-15 Hz) recorded between each volume acquisition 

(Schölvinck et al., 2010). The interleaved acquisition paradigm here was to avoid the 

neural signal being polluted by electromagnetic interference. Interestingly, the highest 

correlation was found when the regional cerebral blood volume (rCBV), lagged the 

neural signal by six to eight seconds for gamma band, while this lag did not exist for 

lower band. 

On the other hand, simultaneous fMRI and microelectrode recording in anesthetized rats 

showed that time-lagged correlation between infraslow LFPs (<1 Hz) and the BOLD 

signal is significant (Pan et al., 2013; Thompson et al., 2014). 

Bringing all these studies together, it has been well established that hemodynamics of 

different brain regions are highly correlated to the neural activities simultaneously 

recorded. While the results are not completely consistent, distinct LFP bands seem to 

contribute differently to hemodynamic changes in different regions of the cortex, whether 

positively or negatively.   

Therefore, in order to further investigate the contribution of electrophysiological activity 

to spontaneous activity in resting-state, we still need to better explore the correlational 

relationship between fMRI and neural fluctuations. 

1.11 Rationale and Hypothesis of the Current Study 

Owing to its superior spatial resolution and whole-brain coverage, fMRI has been widely 

used to examine spontaneous brain activity, quantifying blood oxygenation changes that 

are indirectly coupled to underlying neural activity (Raichle and Mintun, 2006). Despite 



25 

 

great advances in understanding the neurovascular coupling mechanisms and the 

relationship of neural activity to changes in blood flow, blood volume and oxygen 

metabolism (Leopold et al., 2003), the underlying neural basis of fMRI is poorly 

understood. This is particularly true of spontaneous BOLD fluctuations that can reveal 

intrinsic functional connectivity between regions and has continued to improve our 

understanding of the brain’s underlying physiological principles (Hutchison et al., 2012). 

The purpose of this study is to gain deeper insight into the neural correlates of 

spontaneous BOLD-fMRI signal by simultaneously recording local field potentials in the 

macaque prefrontal cortex using bilaterally implanted multi-electrode laminar arrays. 

BLPs of LFPs have been shown to be the most related neural activities to BOLD 

fluctuations (Logothetis, 2002). 

We first aimed to evaluate the correlation between LFPs (1-100 Hz) and rs-BOLD-fMRI 

signals to find the specific frequency band(s) that yields the highest correlation. We 

hypothesized that positively and negatively connected regions showing antagonistic 

relationships will exhibit spectral relationships with distinct BLPs. Second, we explored 

the variations of canonical hemodynamic response function in distinct cortical areas to 

find the optimal HRF that can best fit in a GLM and estimate the BOLD response and 

also increase the correlation between BLPs and BOLD signals acquired in macaques at 

rest. 
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2 Methods 

All surgical and experimental procedures were carried out in accordance with the 

Canadian Council of Animal Care policy on the use of laboratory animals and approved 

by the Animal Use Subcommittee of the University of Western Ontario Council on 

Animal Care (see Appendix A). 

2.1 Animal Implantation 

Data was obtained from 2 macaque monkeys (Macaca fascicularis; Monkey 1: male, 9.5 

kg, Monkey 2: female, 6.1 kg). Electrode implantation surgery was conducted more than 

5 weeks before the first scan and the animals were bilaterally implanted with MRI-

compatible 16-channel multi-electrode laminar arrays with 150 µm spacing (A1x16-

5mm-150-703-MR_CM16, NeuroNexus, Ann Arbor, MI) in prefrontal cortex area 9/46d 

(see Figure 3). 

First, a bone flap was removed in order to spot the caudal portion of the principal sulcus 

in the cortex and then the dura was cut to expose the cortex and locate the principal 

sulcus and upper arm of the arcuate sulcus. While simultaneously monitoring the 

electrophysiological recordings with BrainAmp MR+ amplifier and BrainVision 

Recorder software (Brainproducts, Gilching, Germany) to make sure about the placement 

of the electrode across cortical layers, the electrode was lowered mechanically and 

perpendicular to the cortex to avoid penetrating the white mater (WM). 

The dura was drawn back and references and ground wires were placed on the dura 

underneath the skull. Finally, bone defect was repaired with the previously removed bone 

flap and gel foam. Further, an MRI-compatible custom-built acrylic head post was 
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implanted to allow restraint of the head during data collection. Implants were secured to 

the skull with 6-mm ceramic bone screws (Thomas Recording, Giessen, Germany) and 

dental acrylic. 

 

Figure 3: Electrode Placement from Different Views. Yellow asterisks on the top row and 

the left bottom panels show the place of the electrodes on F99 standard space and the red 

asterisks on bottom right panel point where the electrodes were implanted relative to principal 

and arcuate sulci on a surface map of the two hemispheres. 
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2.2 Animal Preparation 

In preparation for image acquisition, monkeys were injected intramuscularly with 

atropine (0.5 mg/kg) and acepromazine (0.02 mg/kg) followed by intramuscular of 

ketamine hydrochloride (7.5 mg/kg) and medetomidine (0.0125 mg/kg) and then 

intravenous administration of 2.5 mg/ml of propofol via an intravenous catheter in the 

saphenous vein. Animals were then intubated and switched to 1.5% isoflurane mixed 

with oxygen.  

Each monkey was then placed in a custom-built MRI-compatible primate chair with its 

head immobilized using the head post and a custom RF coil, and inserted into the magnet 

bore. At this time the isoflurane level was lowered to 1%. At the beginning of each 

session the image localization, shimming, test scans and anatomical acquisitions were 

performed which would take at least 30 min and this would let the isoflurane level and 

global hemodynamics stabilize. Animals were spontaneously ventilating throughout the 

duration of scanning.  Respiration via bellows (Siemens Corp., Union, NJ), and end-tidal 

CO2 via capnometer (Covidien-Nellcor, Boulder, CO), heart rate and oxygen saturation 

via pulse oximeter (Nonin, PureSAT, SPO2) were continuously monitored to ensure 

values were within normal limits. Warmth was maintained using a heating disk 

(Snugglesafe, Littlehampton, West Sussex, UK) and thermal insulation. 

Anesthesia was utilized in this study to eliminate motion effects, physiological stress, and 

training requirements. Although it has been shown that the changes in vasodilator 

properties (Farber et al., 1997) due to isoflurane inhalation can refine cerebrovascular 

activity (Vincent et al., 2007), synchronous spontaneous BOLD fluctuations have been 
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previously reported using isoflurane as an anesthetic in both monkeys (Vincent et al., 

2007) and rats (Hutchison et al., 2010). 

2.3 MRI Acquisition 

Each monkey was scanned in 3 sessions and sessions were separated by more than 10 

days. Data were acquired on an actively shielded whole body 7-Tesla (T) 68-cm 

horizontal bore scanner with a DirectDrive console (Agilent, Santa Clara, California) 

with a Siemens AC84 gradient subsystem (Erlangen, Germany) operating at a slew rate 

of 250 mT/m/s. An in-house designed and manufactured conformal 5-channel transceive 

primate-head RF coil was used for all experiments. Magnetic field optimization (B0 

shimming) was performed using an automated 3D mapping procedure over the specific 

imaging volume of interest.  

Each functional run consisted of 150 continuous echo-planar imaging (EPI) functional 

volumes (single shot, TR = 2000 ms; TE = 18 ms; flip angle = 60°; slices = 40; matrix = 

96 x 96; FOV = 96 x 96 mm; acquisition voxel size = 1 mm3). Acquisition time of each 

scan was 5 min and the number of runs ranged between 12 and 15 per session. EPI 

images were acquired with GRAPPA at an acceleration factor of 2. Every image was 

corrected for physiological fluctuations using navigator echo correction. A high-

resolution gradient-echo T2 anatomical image was acquired along the same orientation as 

the functional images (TR = 1100 ms, TE = 8 ms, matrix = 256 x 256, FOV = 96 x 96 

mm, acquisition voxel size = 375 µm x 375 µm x 1000 µm). T1-weighted MP2RAGE 

anatomical images (TE = 2.5 ms, TR = 6250 ms, TI1 = 900 ms, TI2 = 2750 ms, FOV = 

128 x 128 mm, acquisition voxel size = 750 µm3) were also acquired and averaged. The 

MP2RAGE sequence is a novel sequence found to improve noise propagation 
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characteristics and optimize image contrast for human brain tissues at 3-T and 7-T 

(Marques et al., 2010). 

2.4 LFP Acquisition 

LFPs were recorded simultaneously during fMRI acquisition using a BrainAmp MR+ 

amplifier and BrainVision Recorder software (Brainproducts, Gilching, Germany). 

Figure 4 shows the hardware and connections setup. Beside BrainAmp MR+, the setup 

includes a Syncbox, Syncbox Scanner Interface and a BrainAmp USB Adaptor. Synbox 

and Syncbox Scanner Interface devices keep the MR gradient system and the amplifier 

clocks synchronized by detecting the clock input from the scanner and downsample it to 

5000Hz. They also avoid the clock signal from scanner master clock output to be affected 

by MR artifacts or the distance between scanner electronics cabinet and the console. 

BrainAmp USB Adaptor includes all the clock circuitry to align the amplifier with the 

downsampled clock signal. Fiber optic cables prevent the setup getting involved in any 

electronic interference from the scanner. 

LFP signals were sampled at 5 kHz, band-pass filtered between 0.1 and 250 Hz. Each run 

consisted of one-minute baseline LFP recording before the scanning was started, five-

minute simultaneous LFP-fMRI recording and again one-minute LFP recording. LFPs 

recorded during scanning were contaminated with MRI gradient change artifact. This 

artifact was removed by applying an offline correction technique that is based on the 

average artifact subtraction (AAS) method (Figure 5) (Allen et al., 1998) as implemented 

in Vision Analyzer2 (Brain Products, Germany). 
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Figure 4: Hardware and Connection setup. Wiring diagram of hardware based LFP/EEG 

synchronization using the Syncbox is shown in this figure. USB2 connection (black) is used to 

program the Syncbox with any particular scanner clock frequency and the output clock signal is 

transferred to USB2 Adapter via Aux cable (green). 
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Figure 5: LFP Signal Representation During 1s Scanning. A) LFPs before starting the 

scanning with SR= 5KHz. B) LFPs during scanning with large artifacts with SR=5KHz. C) LFPs 

cleaned by AAS technique downsampled to 1KHz. Notice the amplitude change of the LFPs after 

removing the artifacts. 

 

2.5 Image Preprocessing 

Functional image preprocessing was implemented in the FMRIB Software Library 

toolbox (FSL; http://www.fmrib.ox.ac.uk). Preprocessing steps included motion 

correction (six-parameter affine transformation), brain extraction, spatial smoothing 

(Gaussian kernel of full-width at half maximum 3 mm applied to each volume 

separately), high-pass temporal filtering (Gaussian-weighted least-squares straight line 

fitting with sigma = 100 s), and low-pass temporal filtering (half-width at half maximum 

= 2.8 s, Gaussian filter). Functional EPI images were nonlinearly registered to the T2 
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anatomical image (FNIRT; http://www.fmrib.ox.ac.uk/fsl/fslwiki/FNIRT), and then 

registered to the T1 anatomical image (six degrees-of-freedom [DOF] rigid 

transformation). Finally, they were normalized (12 DOF linear affine transformation) to 

the F99 atlas template (Van Essen, 2004); see 

http://sumsdb.wustl.edu/sums/macaquemore.do). No lag correction for the interleaved 

slice order was used, as the full width at half maximum of the autocorrelation function for 

a time series was ~12 s suggesting that errors in lags brought about by slice order 

differences in the 2 s TR period are minimal. 

2.6 BOLD-fMRI Analysis 

BOLD fMRI data were preprocessed using standard resting-state analysis techniques 

without global signal regression (GSR), which is a preprocessing step that has been 

observed to artificially introduce or enhance negative correlations (Murphy et al., 2009). 

Spherical regions-of-interest (ROIs) were manually selected in close proximity to the 

electrodes within area 9/46d of the prefrontal cortex and in selected areas such as the 

frontal eye field (FEF) and the medial parietal area 7m. 

Since primates are social animals, they are being housed together with a cage mate in 

cases where they get along with each other.  In Monkey 2, the electrode connectors had to 

be replaced before the first scan because the animal’s cage mate damaged the connectors 

and the new connectors turned out to be not fully MR-compatible. Therefore, the 

electrode connectors caused only small local MR artifacts, which kept us from selecting 

seeds in the vicinity of the electrodes in area 9/46d (see Figure 6). Fortunately, for 

Monkey 1 we did not have such a problem and both anatomical and functional images 

did not show any considerable distortions or artifacts in the vicinity of electrodes. 
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Figure 6: Functional Images of Monkey 2 overlaid on F99 Template. The cross lines 

shows the place of the electrode and artifacts from the fixed connectors limiting us from selecting 

seed regions in the vicinity of the electrodes. 

                                              

Figure 7: Signal-to-Noise Ratio Map of Monkey 2. The average signal of each run was 

divided by standard deviation of each voxel. Then the SNR was averaged between all the runs. It 

can be seen that the SNR was lower close to the electrode tip and in the occipital lobe where the 

head coil’s profile was not homogeneous.  

The mean time course for each ROI was extracted for every scan of each animal and the 

extracted time courses were then used as predictors in a model for multiple regressions at 
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the individual scan level in which nuisance covariates for WM and cerebral spinal fluid 

(CSF) were included. Additional covariates for motion correction (MC) were included at 

first and after running the analyses with and without these covariates, no significant 

difference was observed in the results. This would be due to the fact that the animals 

were anesthetized and their head and cables were completely fixed in the scanner bore. 

Therefore, further analyses were carried out without adding MC covariates to the GLM 

model.  

 After the first level analysis, a second level fixed-effects analysis was conducted to 

calculate the significantly connected voxels shared between the runs. Corrections for 

multiple comparisons were implemented at the cluster level with Gaussian random field 

theory (z > 2.3; cluster significance: p < 0.05, corrected). The thresholded z-statistic maps 

representing brain regions significantly correlated with each seed region were then 

projected from volume data to the F99 cortical surface with the CARET 

(http://www.nitrc.org/projects/caret) enclosed-voxel method (Van Essen et al., 2001). 

2.7 LFP Analysis 

Offline MRI artifact correction was performed based on the AAS method (Allen et al., 

1998) as implemented in Vision Analyzer2 (Brain Products, Germany). By looking at the 

power spectrum of each LFP trace, we confirmed how clean the LFPs were from the 

artifacts. Only two sessions from Monkey 1 and some individual runs from Monkey 2 

had to be discarded due to problems with gradient artifact removal in the LFP recordings. 

After downsampling to 1000 Hz, BLP time series were computed (see Figure 8) by band-

pass filtering the signal of each contact electrode in successive frequency bands (1:100, in 
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5 Hz steps), rectifying the signal, and resampling it every 2 s (by averaging the BLP in 

the TR interval which was 2s).  

The BLP time series were convolved with a standard double-gamma HRF to account for 

the hemodynamic lag. The HRF was obtained from the SPM analysis package 

(http://en.wikibooks.org/w/index.php?title=SPM/Haemodynamic_Response_Function&o

ldid=2528715). This function has seven parameters (p) that could be manipulated with in 

order to explore the variations of canonical HRF to optimize the function. These 

Parameters were as follow: 

p(1): delay of response or peak (relative to onset). Default is 6 s.  

p(2): delay of undershoot (relative to onset). Default is 16 s. 

p(3): dispersion of response or peak. Default is 1 s.  

p(4): dispersion of undershoot. Default is 1 s. 

p(5): ratio of response or peak to undershoot. Default is 6.  

p(6): onset (seconds). Default is 0 s.  

p(7): length of kernel (seconds). Default is 32 s. 

Correlations of convolved BLP were evaluated. In a two-directional analysis, each of the 

BLP was used in a regression model for FC analysis as described above for the seed 

regions to derive voxel wise connectivity maps at the specific band. In the other direction, 

average network time series (across all significant [z > 6 and z < -3] regions from the 

seed-analysis) were calculated and then correlated with each BLP time series. 
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In order to find the optimal HRF, an automatic optimization approach was also used here. 

While in the first approach only one parameter varied and all the other parameters were 

held constant at their default values, in the second approach multiple parameters could be 

varied. Based on least mean square, the parameters were optimized to get the best fit of 

BLP and BOLD signals. 

  

Figure 8: LFP Analysis Pipeline. The raw LFP voltage trace is first filtered into a given 

frequency range using a band-pass filter and then is rectified by one of a number of methods (e.g. 

estimating the signal envelope or squaring the band limited signal). Finally this signal is 

temporally smoothed and the resulting BLP signal is an estimate of the time-varying signal 

magnitude or signal power. Adapted from Leopold and Maier (2012). 
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3 Results 

3.1 BOLD Seed-Based Analysis 

Seed-based analysis of the BOLD signal in area 9/46d of each monkey where the 

electrodes were implanted (irrespective of hemisphere) showed strong, bilateral, and 

distributed positive FC with areas within and around the principal sulcus, medial and 

lateral parietal lobe including the posterior cingulate, retrosplenial cortex, intraparietal 

sulcus, and areas in the superior temporal sulcus (Figure 9). Similar patterns were 

observed in earlier work from our lab in a larger sample of monkeys (caudal cluster in 

(Hutchison and Everling, 2013)). These patterns were consistent with the results from 

tract-tracing studies (Petrides and Pandya, 1999). Anti-correlations were found among the 

insula, regions within the cingulate sulcus, and sub-genual cortical areas (32, 32/25) that 

resembled the patterns for functional division of the PFC (lateral cluster in (Hutchison 

and Everling, 2013)) and subgenual division of the anterior cingulate (limbic cluster in 

(Hutchison and Everling, 2014)). Some of these anti-correlated areas (insula, cingulate 

area 32) are also monosynpatically connected with area 9/46d (Petrides and Pandya, 

1999). 

As mentioned earlier, due to the artifact from the connectors in Monkey 2, BOLD 

connectivity maps could not be derived directly for area 9/46d from this animal. 
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Figure 9: Spontaneous BOLD connectivity networks of Monkey 1. The map is derived 

from a seed region (asterisk) placed in immediate vicinity of electrode implanted in the left 

hemisphere. The top row represents the flattened cortical hemispheres overlaid with thresholded 

z-score maps (z > 6 and z <-3 cluster significance: p < 0.05, corrected) normalized to the space of 

the F99 template. The middle and bottom panels are surface maps with the same threshold. as, 

arcuate sulcus; cas, calcarine sulcus; cis, cingulate sulcus; cs, central sulcus; hs, hippocampal 

sulcus; ifs, inferior frontal sulcus; ios, inferior occipital sulcus; ips, intraparietal sulcus; ls, lateral 

sulcus; lus, lunate sulcus; mfs, middle frontal sulcus; pocs, posterior central sulcus; pos, parieto-

occipital sulcus; prcs, precentral sulcus; ps, principal sulcus; sfs, superior frontal sulcus; sts, 

superior temporal sulcus. 
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3.2 LFP-BOLD Correlation 

3.2.1 LFP-BOLD Correlation within Averaged BOLD 
Networks 

To find the correlation between BOLD network time series and BLP bands convolved 

with the double gamma HRF, we averaged the BOLD activity for those areas in the 

positive BOLD network (yellow-red areas) and those in negative or anti-correlated 

BOLD networks (blue-light blue areas). For Monkey 2, we used the same indices of 

voxels within the positive and negative networks observed in Monkey 1. Between the 

averaged positive BOLD network time series and each of the BLP bins (Figure 10, red), 

there was a broad positive correlation with higher frequency ranges and a negative 

relationship with the lower frequencies. The averaged negative BOLD network time 

series were positively correlated with the lower BLP bins (Figure 8, blue) and negatively 

correlated with the higher bins in both monkeys. This relationship was also analyzed 

when individual seeds were used as opposed to the average network pattern, which will 

be explained in the next section.  

Compared to previous studies where the correlation between the neural and BOLD 

signals were in the range of 0.2 and above (Schölvinck et al., 2010; Shmuel and Leopold, 

2008), here we observed correlation as high as  0.4 and above for higher frequency bands 

and 0.2 for lower frequency bands. 
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Figure 10: Correlation of BLP 5Hz bins with Average BOLD Network Time Series. 

This correlation for positive (red) and negative (blue) BOLD network time series is shown for 

Monkey 1 on the top and Monkey 2 on the bottom panel. Time series from averaged positive 

networks are negatively correlated with lower frequencies and positively correlated with higher 

frequencies. This is opposite for averaged anti-correlated networks. 
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The relationship between positive or negative BOLD networks and the BLP bands was 

conducted for each of the electrodes in Monkey 2. Binned BLP time series showed 

similar relationship with the extracted BOLD signal across the 150 µm spaced contacts, 

(Figure 11). On Monkey 1 we could only analyze the LFP data from one channel. This 

could have been due to misplacement of the electrode during the implantation procedure 

or movement of the electrode relative to the brain over time. Further analyses were 

carried out using one electrode on Monkey 1 and the electrode with the highest signal 

power from Monkey 2. 

                   

Figure 11: BLP-LFP BOLD Correlation of Contact Electrodes on Monkey 2. 

Correlation of convolved BLP frequency bins with the averaged positive BOLD network time 

series for 16 contacts of the intracortical electrode on left hemisphere of Monkey 2 is shown here. 

The hatched line indicates the channel used for subsequent analysis. Blacked out rows indicate 

channels in which signals were not reliably recorded. 
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3.2.2 LFP-BOLD Correlation within Individual ROIs 

We followed the same procedure here except that this time the BOLD time series 

were extracted from specific ROIs such as the frontal eye field (FEF) in PFC and 

Brodmann area 7m in the parietal cortex. These two areas are within the positive BOLD 

network derived from the seed-based analysis map. Therefore, we expected to see a 

correlation pattern similar to that of the averaged positive BOLD network correlation. 

Figure 12 shows the correlation of BLP bins with the BOLD time series of the positively 

connected FEF and 7m on ipsilateral (pink) and contralateral (black) hemispheres, 

relative to the electrode location in the left hemisphere. 
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Figure 12: Convolved BLP-LFP BOLD Correlation at FEF and Area 7m. The 

correlation here is shown for BLP-LFP from the left hemisphere of each monkey and the BOLD 

signal from two brain areas (FEF and 7m).  Pink traces show the correlation for ipsilateral (left) 

and black traces represent the correlation (right) for contralateral hemisphere. It can be seen that 

due to artifacts, the correlation at FEF on Monkey 2 is lower compared to Monkey 1. 

 

As shown in Figure 12, the same correlation pattern among the averaged time series of 

areas in the positive BOLD networks is observed in individual ROIs. This pattern is 

consistent for the contralateral hemisphere as well. Due to a poor signal in the vicinity of 

the electrode in Monkey 2 and a small distortion caused by the electrode in Monkey 1, 
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the correlation is not high for the FEF area. But for area 7m, which is farther from the 

electrode position, there is high consistent correlation for both monkeys. 

3.3 Effect of HRF Variation on LFP-BOLD Correlation 

As mentioned in Chapter 2, for the correlation analyses the BLP time series were 

convolved with a standard double-gamma HRF to account for the hemodynamic lag. This 

function has seven parameters (p(1)-p(7)), each of which was varied across 10 different 

values, while the other parameters held constant at their default values. First we 

investigated the effect of HRF parameters on the correlation between average positive 

BOLD network and BLP time series for both monkeys (Figure 13 and Figure 14). For 

each parameter, we sought the optimum HRF where we could have the highest 

correlation. The values ranged from below and above the default value. 

The first parameter p(1) varied from 1 to 10 seconds which is the delay of the HRF peak. 

While the correlation was increasing from p(1)=1 to 6 seconds, the maximum correlation 

was observed at 6 s and after that it began to decrease. For p(2) which is the delay of the 

undershoot phase, the correlation did not changed as the values changed. The dispersion 

of HRF peak which is p(3) could not go beyond 7 seconds (resulted in not-a-number 

(NAN) values) and the highest correlation happened at 1 s. P(4) is the dispersion of the 

undershoot and changing it had no effect on the correlation. In p(5) the higher peak-to-

undershoot ratio resulted in a higher correlation. However, it would reach a plateau after 

6. The onset was varied by changing p(6) from 0 to 9 seconds and 0 led to the highest 

correlation. The last parameter, p(7), did not change the correlation in any direction.  
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A similar pattern was observed in monkey 2 (Figure 14). We also investigated the effect 

of HRF variation on individual ROIs such as FEF and 7m (See Figure 15 and 16) and 

found the results to be consistent with the previous findings. Based on these results the 

optimum HRF was where p=[6 16 1 1 6 0 32]. 
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Figure 13: Effect of HRF Variation on LFP-BOLD Correlation for Averaged 

Positive BOLD Networks in Monkey 1. The correlation of BLP 5 Hz bins with averaged 

positive network time series is shown as seven parameters of HRF were individually modified for 

ten different values while the other parameters were held constant at the defaults. The default 

values are p(1)= 6, p(2)= 16, p(3)= 1, p(4)= 1, p(5)= 6, p(6)= 0, p(7)= 32. The color bar beside 

each figure represents the parameter being modified and its ten different values for each color-

coded line graph. The insets show how HRF looks like at each parameter changing for 10 values. 
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Figure 14: Effect of HRF Variation on LFP-BOLD Correlation for Averaged 

Positive BOLD Networks in Monkey 2. The correlation of BLP 5 Hz bins with averaged 

positive network time series is shown as seven parameters of HRF were individually modified for 

ten different values while the other parameters were held constant at the defaults. The default 

values are p(1)= 6, p(2)= 16, p(3)= 1, p(4)= 1, p(5)= 6, p(6)= 0, p(7)= 32. The color bar beside 

each figure represents the parameter being modified and its ten different values for each color-

coded line graph. The insets show how HRF looks like at each parameter changing for 10 values. 
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Figure 15: Effect of HRF Variation on LFP-BOLD Correlation for FEF area in 

Monkey 1. The correlation of BLP 5 Hz bins with averaged positive network time series is 

shown as seven parameters of HRF were individually modified for ten different values while the 

other parameters were held constant at the defaults. The default values are p(1)= 6, p(2)= 16, 

p(3)= 1, p(4)= 1, p(5)= 6, p(6)= 0, p(7)= 32. The color bar beside each figure represents the 

parameter being modified and its ten different values for each color-coded line graph. The insets 

show how HRF looks like at each parameter changing for 10 values.  
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Figure 16: Effect of HRF Variation on LFP-BOLD Correlation for area 7m in 

Monkey 2. The correlation of BLP 5 Hz bins with averaged positive network time series is 

shown as seven parameters of HRF were individually modified for ten different values while the 

other parameters were held constant at the defaults. The default values are p(1)= 6, p(2)= 16, 

p(3)= 1, p(4)= 1, p(5)= 6, p(6)= 0, p(7)= 32. The color bar beside each figure represents the 

parameter being modified and its ten different values for each color-coded line graph. The insets 

show how HRF looks like at each parameter changing for 10 values. 
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In the analysis described above, only one parameter was varied at a time while all the 

other parameters were held at their default values. We also took another approach and 

analyzed the data with an optimization technique, where multiple parameters could be 

changed together. Based on least mean square, the parameters were optimized to get the 

best fit of BLP and BOLD signals. Since the relationship between the HRF parameters is 

mathematically complex, this multidimensional optimization analysis allowed us to 

investigate the relationship between related parameters such as delay and dispersion of 

the peak and their effect on the LFP-BOLD correlation (Figure 17). 

 

 

Figure 17: Effect of Automatic HRF Variation on LFP-BOLD Correlation for 

Averaged Positive BOLD Networks in Both Monkeys. The correlation of BLP 5 Hz bins 

with averaged positive network time series is shown as two parameters of HRF (delay and 

dispersion of the peak) were automatically changing to obtain the best fit between the BOLD and 

LFP time series. The optimized parameter values are shown in the next figure. 
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Figure 18 represents the values of both delay and dispersion of the peak for each 

frequency bands. The results show fluctuations for Monkey 1 and this could be 

attributable to the residual noise on the LFPs. Meanwhile, Monkey 2 results show 

consistent pattern for the lower  (<10 Hz) and higher (10-50 Hz) frequency bands.  

 

Figure 18: Optimized Values for Delay and Dispersion of the Peak. 
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3.4 Electrophysiological BLP Regression Analysis 

Based on all the analyses so far, the spectrum was divided into two broad BLP bins for 

further analysis, a “high” (16-44 Hz, beta-low gamma) and a “low” (2-7 Hz, delta-theta) 

bin. This spectrum division was based on the maximum correlation (positive and 

negative) observed in figure 10. While there was a positive correlation in the frequency 

range of 10-50 Hz, the correlation was higher between 16-44 Hz in both animals. On the 

other hand, the negative correlation was observed in the frequency range of < 10 Hz and 

the magnitude of the correlation was higher between 2-7 Hz in both animals. Figure 19 

displays representative traces of the convolved high and low frequency bins with the 

averaged positive BOLD network signal time series, illustrating the strong temporal 

coupling between higher LFP power and BOLD and the negative relationship with low 

LFP power envelopes. 

         

Figure 19: Representative Traces of BOLD, High BLP-LFP and Low BLP-LFP. 

 

The high and low BLP envelopes were used in a regression analysis with BOLD 

functional images and the resulting connectivity maps matched the maps derived using 

1 min

BOLD BLP 2-7 Hz BLP 16-44Hz
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the BOLD time series of the electrode seed (Figure 20). While high BLP envelopes 

revealed the same pattern, low BLP envelops revealed the opposite pattern: they were 

strongly anti-correlated with the positive BOLD network pattern observed in seed-based 

analysis, and were positively coupled to anti-correlated regions in Figure 9 (Figure 21). 

Figure 22 shows the unflattened surface maps with the same threshold. 

 

 

Figure 20: Electrophysiological High BLP Regression Analysis. Voxel-wise, whole-

brain regression analysis results are displayed on the flattened left and right hemispheres for each 

monkey for upper (16-44 Hz) frequency bins (z > 2.3; cluster significance: p < 0.05, corrected). 
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Figure 21: Electrophysiological Low BLP Regression Analysis. Voxel-wise, whole-

brain regression analysis results are displayed on the flattened left and right hemispheres for each 

monkey for lower (2-7 Hz) frequency bins (z > 2.3; cluster significance: p < 0.05, corrected). 
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Figure 22: Electrophysiological BLP Regression Analysis on Surface Maps for 

Monkey 1. Unflattened Functional maps of BOLD and high and low BLP-LFP signals shown in 

Figure 20 and Figure 21. The maps are displayed on the medial (top) and lateral (bottom) brain 

surface (z > 2.3; cluster significance: p < 0.05, corrected). 
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Figure 23: Electrophysiological BLP Regression Analysis on Surface Maps for 

Monkey 2. Unflattened Functional maps of BOLD and high and low BLP-LFP signals shown in 

Figure 20 and Figure 21. The maps are displayed on the medial (top) and lateral (bottom) brain 

surface (z > 2.3; cluster significance: p < 0.05, corrected). 
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4 Discussion and Conclusions 

As we aimed to investigate the correlation between LFPs and rs-BOLD fMRI signals, the 

present results demonstrate a widespread correlation between the power of LFPs and 

BOLD signals in wide frequency bands. Positively and negatively correlated areas 

observed in BOLD FC profiles exhibit opposite correlations for lower and higher 

frequency bands. While the signal powers of LFPs were convolved with human HRF, the 

shape of HRF was optimized in order to best estimate the BOLD fluctuations from the 

LFPs.  

4.1 LFP-BOLD Correlation 

Results indicate an anti-correlation between high and low frequency power envelops of 

LFPs as the neural origin of positive and negative or anti-correlated networks observed in 

BOLD FC profiles at rest. While positively connected regions are coupled at higher 

frequency bands (alpha, beta and low gamma), negatively connected regions are 

synchronized at lower frequency bands (delta-theta). On the other hand, those positively 

connected regions are anti-correlated with lower frequency bands and negatively 

connected regions are anti-correlated with higher frequency bands.  

Although anti-correlated interactions observed in BOLD FC profiles have been 

neglected, our results suggest that both positive and negative FC are correlated with 

specific neural oscillations, albeit the correlation is stronger for positively connected 

networks. Since there are reports which discuss global signal regression, a common 

preprocessing step, introducing negative FC (Murphy et al., 2009), we did not perform 

GSR in our preprocessing procedure to avoid false positive errors.  
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To further investigate the LFP-BOLD correlation, we considered another approach to 

construct the correlation maps based on the GLM. HRF-convolved BLP time series were 

included as parametric regressors in the GLM. The result of regression analysis on higher 

frequency power of LFPs and BOLD time series showed similar positive and negative 

patterns of connectivity to that of seed-based analysis connectivity patterns. Lower 

frequency power of LFPs revealed a similar spatial pattern with an opposite spectral 

pattern, being robustly anti-correlated with positive networks observed in the seed-based 

analysis pattern, which was positively correlated to the negative networks. 

To our knowledge, this is the first time that the neural correlate of rs-fMRI is being 

investigated by simultaneously recorded neural signals such as LFPs from an association 

(prefrontal) cortex in anesthetized monkeys. There are overlaps between previous studies 

and our results showing that gamma band exhibits a positive correlation with BOLD 

fluctuations (Keller et al., 2013; Niessing et al., 2005; Scheeringa et al., 2011; Schölvinck 

et al., 2010; Shmuel and Leopold, 2008). While these studies showed the highest 

correlation for high gamma band, our results show that lower gamma band is more 

correlated to the BOLD signal.  

Gamma band activity (GBA) (30-90 Hz) and the neural synchronization in this frequency 

range have been shown to be associated with several cognitive functions (memory, 

perception, selective memory, motivation and behavioral control) across many cortical 

and subcortical areas (Bosman et al., 2014). Cortical gamma oscillations result from the 

interplay between synaptic excitation produced by glutamatergic neurons and inhibition 

produced by GABAergic neurons (Buzsáki and Wang, 2012). More generally, 
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interneuron-interneuron or pyramidal cell-interneuron interactions give rise to gamma 

oscillations in many cortical areas as they contribute to different functions. 

While a general relationship between GBA in PFC and working memory has been shown 

(Salazar et al., 2012), LFP recordings in lateral PFC in monkeys show a more specific 

function for GBA as phase-coding of information (Siegel et al. 2009). In visual cortex, 

GBA contributes to feature integration and visual selective attention tasks (Fries et al., 

2001).  

From an evolutionary perspective, GBA has been observed in evolutionary divergent 

species (Buzsáki et al., 2013). It is proposed that increase in brain size and reshaping of 

neural architecture were accompanied throughout the evolution in order to keep the 

communication timing the same in different brain areas and this hypothesis relate to the 

preserved GBA across different species. In overall, gamma oscillation can be associated 

with low-level functions such as phase-coding in circuit computation, and at a higher 

level with cognitive functions such as visual processing (Bosman et al., 2014). 

There is less consistency with regards to our results from the lower frequency bands and 

their contribution to fMRI slow fluctuations (to review Engel et al., 2013; Leopold and 

Maier, 2012; Siegel et al., 2012). Moreover, spatial pattern of LFP-BOLD correlation 

corresponds to BOLD FC pattern and it is not global as has been suggested before 

(Schölvinck et al., 2010). In fact, the correlation has a spatial pattern that mostly reflects 

anatomical connectivity between the regions involved in the FC profiles. 

All of these findings support the idea that the hemodynamics of different brain regions 

are highly correlated to ongoing neural activities at rest and these network-specific brain 
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rhythms are the fingerprints of the fact that the brain is always active (Mantini et al., 

2007).  

4.2 Effect of HRF Variation on LFP-BOLD Correlation 

As described in chapter one introduction, future studies must convey the HRF variation 

issues. It is important that this active area of research moves forward so we can better 

analyze and interpret fMRI data. One main issue is how much the HRF variation affects 

the results drawn from fMRI studies.  

In our study, we convolved the band-passed filtered power of LFPs with the SPM double 

gamma HRF to estimates the BOLD time series. This function has seven parameters 

namely: delay and dispersion of the peak, delay and dispersion of the post-stimulus 

undershoot, peak to undershoot ratio, onset of the response and length of kernel. The 

parameters were subsequently varied from their default values within biological limits for 

different brain regions.  

While, delay of the peak, peak to undershoot ratio and the response onset had 

considerable effects on LFP-BOLD correlation, dispersion of the peak had a very mild 

effect and the rests had no effect at all. Besides this approach, an optimization technique 

was applied to see the effect of variations of related parameters such as delay and 

dispersion of the peak. Interestingly, a very similar pattern to the previous results 

(maximum of 0.45 correlation) with higher correlation (maximum of 0.6 correlation) was 

obtained here.   

As a result, we found that SPM’s double gamma HRF is reasonable for convolving the 

spontaneous neural fluctuations that were simultaneously recorded with fMRI and there 
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was no considerable difference between the optimal HRF for different brain regions. In 

fact, consistent with some previous studies (Handwerker et al., 2004; Zumer et al., 2010), 

we did not find it critical to use region-specific HRF because of following reasons: first, a 

high-field MRI, like a 7-T scanner is thought to be more sensitive to local 

microvasculature changes rather than the magnetic distortions induced by large veins 

(Ugurbil et al., 1999). Therefore, the magnetic susceptibility, which is generally one of 

the causes of HRF variation, was not a concern here. Second, the results of correlation 

analysis showed a high similarity for different HRFs. Overall, a misspecification of HRF 

is a minimum concern here. 

4.3 Resting-State fMRI Confounds  

Because of the nature of rs-fMRI signals that come from spontaneous activities of the 

brain, indirectly measuring the neuronal activation, many non-neuronal sources can 

influence the measure of functional connectivity. Some of these confounds originate from 

physiological phenomena like motion, cardiac and respiratory circles, blood pressure, 

cerebral auto-regulation and vasomotion and some are related to MR physics (Murphy et 

al., 2013).  

One kind of motion artifact that is problematic in fMRI is head motion that changes the 

uniformity of the magnetic field. Since the animals were anesthetized and their heads 

were fully stabilized inside the scanner, we did not observe head motion artifacts to be a 

problem in this study. This was assured by omitting MC confounds in GLM, so we did 

not see any significant difference compared to the results where MC confounds were 

added to the model. However, we were forced to deal with movements of the LFP 
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recording cables and connectors that induced variable artifacts that could not be removed 

by AAS technique resulting in loss of some data. 

Head motion is not the only source of movement artifact. The subject’s chest movement 

while breathing in and out alters the magnetic field (Brosch et al., 2002). Movements in 

and around large blood vessels due to cardiac pulsation also distort the magnetic field. 

These two cycles push the brain stem into adjacent brain tissue and result in CSF and 

WM movement (Dagli et al., 1999). This is the rationale of partialling out the WM and 

CSF confounds when correlating the BOLD signal to LFPs. On the other hand, 

respiration and cardiac cycles are about 0.3 and 1 Hz respectively. They are filtered out in 

preprocessing procedures, as the fMRI data was low-pass filtered by 2.8 s (0.36 Hz) and 

high-pass filtered by 100s (0.01 Hz). 

Cerebral auto-regulation is an intrinsic ability of blood vessels to maintain the stability of 

CBF in spite of blood pressure fluctuations that are controlled by the nervous system. 

This is performed by vasoconstriction and vasodilation processes in the vasculature 

system of the human body (Failla et al., 1999). Besides this, vasomotion fluctuations that 

rise from contractions of smooth muscle of the arterioles also show low frequency 

oscillations (< 0.1 Hz) (Aalkjær et al., 2011).  

With current technology, it is not possible to remove all confounds. But with external 

recording of physiological confounds and data-based cleanups such as filtering and GSR, 

we can only reduce the variance in fMRI data to some extent and increase the statistical 

power of analysis to better interpret outcomes. Physiological recordings can be utilized in 

a linear regression analysis to estimate the data. Meanwhile, when choosing a cleanup 
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method one should take into consideration that some of these confounds have neural 

bases and removing them will result in removing the signal of interest as well (Murphy et 

al., 2013). 

4.4 Effect of Anesthetics on Brain Functional Architecture 

Isoflurane and other anesthetics induce alterations in neural, neurovascular and BOLD 

signals (Hutchison et al., 2014; Masamoto et al., 2007; Vincent et al., 2007). However, 

the results from dose-dependent analyses show stable FC between 1 to 1.5 % dosages of 

isoflurane when there is a profound loss of consciousness. The robust spontaneous BOLD 

fluctuations resemble those patterns from awake conditions (Hutchison et al., 2014; 

Vincent et al., 2007) and it has been shown that BOLD FC networks are robust to global 

state changes (Engel et al., 2013). 

While we performed fMRI on non-human primates anesthetized with 1% isoflurane, 

electrophysiological recording from anesthetized cat primary visual cortex presented a 

positive correlation between high frequency LFPs (>30 Hz) and BOLD signal and a 

negative correlation for lower frequency bands (<7 Hz) (Niessing et al., 2005). 

4.5 Conclusions 

The results reported here describe the neural basis of spontaneous low frequency BOLD 

fluctuations by means of simultaneously recorded LFPs. We have established that power 

of LFPs in higher frequency ranges (alpha, beta and low gamma), as a key feature of the 

neural activity, are highly correlated to positive rs-BOLD networks. Meanwhile, LFP 

power in lower frequency bands (delta and theta) show anti-correlation to these networks 

and positive correlation to the anti-correlated rs-BOLD networks. While observed anti-



65 

 

correlated or antagonistic networks in BOLD profiles are thought to be introduced by 

preprocessing steps of fMRI analysis such as GSR, there are robust antagonistic networks 

such as DMN and dorsal-attention networks that disprove this hypothesis. Above findings 

suggest that unique LFP oscillations are linked to both types of these networks and 

contribute to them differently. 

There is evidence demonstrating that region- or subject-specific HRFs can alter the 

results drawn from fMRI analysis. Meanwhile, simulations have shown only slight 

improvements with specific HRFs compared with canonical HRF, which is used in SPM 

by default. Our results show a very robust and consistent HRF model used for the average 

of positive and negative BOLD networks derived by seed-based analysis in area 9/46d 

(Figure 13-14), the FEF in Monkey 1 (Figure 15) and area 7m in Monkey 2 (Figure 16). 

Optimizing the HRF parameters support the idea that LFP-BOLD correlation is robust to 

HRF variations as well. 

The brain function and the correlation between spontaneous BOLD fluctuations and 

neuronal activations happening in several brain networks can be assessed by multimodal 

techniques such as simultaneous LFP-fMRI recording. However, the neural correlates 

underlying BOLD fluctuations are not yet fully understood. Monkey fMRI is playing a 

crucial role here and there is evidence demonstrating the similarity of brain function and 

anatomical connection between these two species. On the other hand, some studies argue 

about the discrepancy between the electrophysiology of human and monkey brains as the 

cause of differences in fMRI or electrophysiology results (Kagan et al., 2010). However, 

due to subject and ethical limitations, monkey fMRI seems to be of great importance to 

facilitate these investigations. 
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Studying resting state brain functionality can open new paths to understand the 

underlying mechanisms of several neurological and psychological disorders. In the 

future, to gain a deeper insight into the neural correlates of spontaneous BOLD FC at 

rest, having a larger number of subjects implanted with electrodes in multiple regions of 

the brain is necessary. Recording LFPs from different regions will also allow us to better 

generalize the correlation patterns observed between BOLD and LFP fluctuations.  
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3. Purchases of animals other than through this system must be cleared through the ACVS office. 

Health certificates will be required. 

REQUIREMENTS/COMMENTS 

Please ensure that individual(s) performing procedures on live animals, as described in this protocol, are 

familiar with the contents of this document. 

The holder of this Animal Use Protocol is responsible to ensure that all associated safety components 

(biosafety, radiation safety, general laboratory safety) comply with institutional safety standards and have 

received all necessary approvals. Please consult directly with your institutional safety officers. 
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