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Abstract 

 Artificial Intelligence (AI) transforms the 
business world by enabling organizations to leverage 
new business opportunities through its unique 
capabilities of self-learning and autonomous decision-
making. To unlock the disruptive potential of AI, 
organizations seek to implement AI applications 
throughout their business landscape. However, from a 
cross-cultural perspective, national culture can 
influence the way organizations implement AI 
applications. To better understand cross-cultural 
differences on AI adoption, our study combines 
Hofstede’s national cultural framework with the 
organizational readiness concept for AI. We examined 
the moderating role of Hofstede’s national cultural 
dimensions on the organizational readiness factors of 
AI-process fit, financial resources, upskilling, 
collaborative work, and data quality. By conducting a 
multi-group analysis, we aim to identify national 
cultural differences between Germany and the US in 
AI adoption. 

 
Keywords: Cultural differences, cross–cultural study, 
artificial intelligence, machine learning, adoption 

1. Introduction  

The introduction of technology is profoundly 
influenced by diverse cultures, leading to different 
patterns of technological diffusion across societies. 
Diverse cultures shape the implementation of 
technologies with their unique attributes and influence 
the ways these technologies are integrated and used. 
Cross-cultural research helps organizations identify 
commonalities and differences in technologies need 
across societies, leading to more effective global 
technology strategies (Bharadwaj et al., 2013). This 
phenomenon is prominently observable in the field of 
Artificial Intelligence (AI), where the approaches of 
different countries exemplify the fusion of technology 
with cultural nuances. As an illustrative example, the 

 
1 We refer to national culture as "culture". 

interplay between education, workforce development, 
and AI deployment highlights the impact of cultural 
disparities: Germany (GER) is strongly committed to 
vocational training and skills enhancement. The 
country's AI education is designed to seamlessly 
incorporate AI applications into traditional industries. 
A profound effort is made to equip the workforce with 
AI-related proficiencies essential for sectors like 
manufacturing and engineering (Eitle & Buxmann 
2020). The United States (US), known for its 
adaptable and entrepreneurial educational framework, 
tailors AI education towards technology and software 
development. The focus lies in cultivating skills that 
transcend various industries, including the dynamic 
realms of startups and technology-driven enterprises. 
These national cultural1 influences are equally evident 
in the sphere of manufacturing and the integration of 
AI. GER, renowned for its robust manufacturing 
sector, has embraced the principles of Industry 4.0, 
emphasizing the fusion of AI and automation into 
production processes. AI applications such as 
predictive maintenance and process optimization are 
prioritized, augmenting production efficiency. In 
contrast, the US' diverse industrial landscape extends 
beyond manufacturing. AI is, for instance, employed 
to optimize transportation and supply chain 
management (IPSOS, 2022). Moreover, the US places 
a premium on AI-powered innovation within software 
and technology services (Acemoglu et al. 2022). 

In academia these cultural differences become 
evident through an illustrative study that emphasizes 
different ethical preferences. Awad et al. (2018) 
introduced a web-based experimental platform called 
Moral Machine. They conducted a study that revealed 
variations in ethical preferences across cultures. To 
identify these cultural differences and nuances, 
conducting cultural studies becomes crucial. If AI 
algorithms are developed without considering cultural 
nuances specific to a particular country, it can result in 
biased or inappropriate decision-making, causing 
harm or misunderstanding. Thus, we aim to answer the 
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research question: How do national cultural 
differences between Germany and the United States 
impact AI adoption? 

2. Theoretical Background 

2.1. Definition of Artificial Intelligence 

According to Russel and Norvig (2021), the 
notion of AI is based on the concept of an intelligent 
agent which receives percepts from the environment 
and acts accordingly. Due to the goal of maximizing 
performance, intelligent agents seek to perform their 
actions in a way that yield the best results. To achieve 
this behavior, intelligent agents must be able to learn 
from their experiences and adapt their knowledge to 
new environments. Thus, the capabilities of an 
intelligent agent enable AI applications to perform 
cognitive tasks such as self-learning and autonomous 
decision-making. The resulting shift in tasks may lead 
to a greater inscrutability in the decision-making 
process as it is no longer the sole responsibility of 
humans but is complemented by AI (Berente et al., 
2021). Since AI comprises technologies such as expert 
systems, machine learning, robotics, natural language 
processing, and machine vision (Collins et al., 2021), 
the range of application scenarios within organizations 
and across industries is wide. Due to this broad 
spectrum, technical advancements, and the 
development of complementary innovations, AI is 
considered a general-purpose technology (GPT) 
(Brynjolfsson et al., 2017).  

2.2. Organizational Readiness Concept for AI 

To effectively navigate the extensive 
organizational changes that come with adopting 
innovation, organizations must strive to attain a state 
of readiness at the organizational level. This condition 
reflects whether an organization is structurally and 
psychologically prepared for the upcoming 
organizational change (Weiner, 2009). Rather than 
considering these two states separately, Nguyen et al. 
(2019) suggest combining both perspectives when 
assessing organizational readiness for innovation 
adoption. Since AI is considered a GPT, we decided to 
use the organizational readiness concept according to 
Jöhnk et al. (2021) as the basis for examining cultural 
differences in AI adoption. To provide a holistic view 
of the state of organizational readiness for AI, we rely 
on the five categories that comprise the organizational 
readiness concept (Jöhnk et al., 2021): strategic 
alignment, resources, knowledge, culture, and data. 

The category strategic alignment consists of five 
factors: AI-business potentials, customer AI readiness, 
top management support, AI-process fit, and data-
driven decision-making. In this study, we focus on the 
AI-process fit since the AI experts of our study possess 
specialized knowledge about the intricacies of AI 
technologies and their integration into organizational 
processes. By concentrating on AI-process fit, we tap 
into their domain-specific insights to understand how 
these experts perceive the alignment between AI 
technologies and existing organizational workflows. 

The category resources consist of three factors: 
Financial budget, personnel, and IT infrastructure. We 
focus on financial budget because it is a critical aspect 
of AI adoption. We seek to understand how different 
cultures allocate and manage finances, revealing their 
priorities. Focusing on financial budgeting allows for 
cross-cultural comparisons regarding financial 
resource allocation strategies. Since different cultures 
may make different investment decisions in AI 
adoption, understanding these variations can help to 
develop targeted strategies for maximizing AI 
readiness in diverse cultural environments. 

The category knowledge consists of three factors: 
AI awareness, upskilling, and AI ethics. We 
concentrate on the factor upskilling since AI experts 
are intimately familiar with the specific skills and 
competencies required to effectively integrate AI 
technologies. By focusing on upskilling from their 
perspective, the study can provide tailored insights 
into the areas of knowledge enhancement that are 
crucial for successful AI adoption. 

The category culture consists of three factors: 
Innovativeness, collaborative work, and change 
management. Collaborative work is a fundamental 
element of organizational readiness, especially in the 
context of AI adoption. It involves the effective 
coordination of diverse skill sets and perspectives, 
making it essential to understand how cultural 
dimensions impact collaborative efforts in embracing 
AI technologies. It examines how AI experts perceive 
the collaborative dynamics within their organizations. 

The category data consists of four factors: Data 
availability, data quality, data accessibility, and data 
flow. In an initial step influenced by the research 
discourse, we direct our attention toward data quality. 
Data quality is foundational to the reliability and 
effectiveness of AI applications. To gain meaningful 
insights from AI technologies, it is important to ensure 
that data is accurate and consistent. Focusing on data 
quality delves into the core of AI's functionality. 
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2.3. Hofstede’s National Cultural Framework 

In a cultural context, there is no one-size-fits-all 
strategy for adopting innovation as the diffusion of 
technologies is not bound by national borders and can, 
therefore, be influenced by cultural effects. In IS 
literature, the most predominate definition refers to 
Hofstede (2001) who defines culture as “the collective 
programming of the mind that distinguishes the 
members of one group or category of people from 
another” (Hofstede, 2001, p. 9).  

We aim to investigate the diversity of culture at 
the organizational level and examine cultural 
differences between GER and the US in the context of 
AI adoption. These two countries were selected 
primarily because they lead the ranking in AI adoption 
due to the high number of productive AI applications 
and use cases (Loucks et al., 2019). In addition, these 
two countries have distinct innovation ecosystems. 
The US, with Silicon Valley as a global technology 
hub, is known for its entrepreneurial spirit and tech 
startups. GER has a strong industrial base and is 
recognized for its engineering and manufacturing 
capabilities. We use Hofstede’s (2001) main cultural 
dimensions of individualism, uncertainty avoidance, 
and long-term orientation to examine our RQ. This 
selection is based on the fact that these dimensions 
exhibit the most pronounced variations in the scores. 
Individualism is defined as the extent to which 
individuals prefer independence over inclusion in a 
group. In an organizational context, members of an 
individualist society tend to be self-reliant and show a 
high degree of initiative (Hofstede, 2001). GER has a 
relatively high score: 67. In contrast, the US has a high 
score: 97. Uncertainty avoidance is defined as the 
willingness of dealing with an ambiguous and 
unknown situation. From an organizational 
perspective, the risk of unpredictable circumstances 
can be minimized through regulations (Hofstede, 
2001). GER has a relatively high score: 65. In contrast, 
the US has a relatively low score: 46. Long-term 
orientation is defined as the tendency to prioritize the 
future by relying on pragmatic approaches. In an 
organizational context, these societies promote long-
term success and visions, while short-term oriented 
societies focus on achievements in the near future 
(Hofstede, 2001). GER has a high score: 83. In 
contrast, the US has a low score: 26.  

Scholarly studies using Hofstede's cultural 
dimensions have faced criticism from various angles 
(e.g., Beugelsdijk, 2019). The concept of culture 
operates at a macro-level (Srite & Karahanna, 2006), 
emphasizing a recurring critique of Hofstede's 
framework, specifically the argument of cultural 
homogeneity. This argument challenges the 

assumption that domestic populations are uniform 
entities, while nations actually comprise diverse ethnic 
groups (Nasif et al., 1991). Conversely, countries do 
embody shared historical experiences that shape their 
national identity and prevailing cultural values 
(Beugelsdijk, 2019). Therefore, when analyzing 
cultures as the focus of our study, Hofstede's scores 
can be viewed as representing averages derived from 
samples of their populations. Consequently, these 
scores have been considered a widely accepted and 
frequently used approach. 

2.4. Culture and AI Adoption 

While numerous studies have explored the 
influence of culture on innovation adoption at the 
individual-level (Srite & Karahanna, 2006), there is a 
discernible gap in research that extends this 
examination to the organizational context. Building on 
this foundation, a subset of studies has delved into the 
domain of organizational innovation adoption. 
Notably, these studies narrow their focus to specific 
contexts, including enterprise resource planning 
systems (Waarts & van Everdingen, 2005), IT 
infrastructure (Png et al., 2001), introduction of novel 
products, ideas, or behaviors (Yeniyurt & Townsend 
2003), and software production (Walsham, 2002). In 
addition, prior research concentrated on frameworks at 
the individual level such as the common Technology 
Acceptance Model (TAM) that investigates the 
acceptance of emerging technologies (McCoy et al., 
2015). Preceding studies explored the impact of 
culture on mobile learning adoption (Wang & Zander, 
2018). 

There's a big gap in understanding how culture 
influences the link between organizational readiness 
and AI adoption in the field of culture and adoption 
research. Reevaluating AI adoption is crucial because 
AI's unique attributes distinguish it from earlier 
technologies such as rule-based systems. Notably, AI 
applications are often inscrutable due to their data-
driven learning approach (Rudin, 2019). Unlike their 
predecessors, these systems do not always yield 
predictable outcomes and may even propose erroneous 
strategies (Domingos, 2012), making their integration 
into organizational landscapes distinct from other 
systems. Consequently, the adoption of AI 
applications requires substantial organizational 
transformation. Acknowledging this, Kane et al. 
(2021) emphasized the significance of exploring how 
organizations can proactively prepare for an AI-driven 
future. Due to the limited existing research, our study 
undertakes the task of elucidating the impact of culture 
on the factors of organizational readiness for AI 
adoption. 
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3. Hypotheses 

Our research model in Figure 1 shows the impact 
of culture on the organizational readiness factors for 
AI. To define the hypotheses for cultural differences 
in AI adoption, we combine Hofstede’s (2001) cultural 
framework with the organizational readiness concept 
for AI (Jöhnk et al., 2021). 

 

 
Figure 1. Research model. 

 
AI-Process Fit (PF): According to the innovation 

adoption literature, compatibility is a prerequisite for 
innovation adoption in organizations (Xu et al., 2017). 
Since standardization, reengineering, and 
implementation of new business processes facilitate 
AI adoption (Kruse et al., 2019), we follow the 
recommendation of Jöhnk et al. (2021) to consider AI-
process fit as an organizational readiness factor. 
Generally, organizations rely on long-established 
business processes that have proven themselves in the 
past and provide them control over their innovation 
adoption (Xu et al., 2017). However, when these 
business processes need to be adjusted, organizations 
face major challenges (Venkatesh & Bala, 2012). Even 
though these alterations are very likely in the field of 
AI (Brynjolfsson et al. 2017), the necessary 
adjustments related to business processes are subject 
to uncertainties. Even though the given AI capabilities 
of self-learning and autonomous decision-making 
increase human-machine collaboration (Berente et al., 
2021), it is relatively unclear to what extent AI 
applications will augment decision-making processes. 
In this context, pertinent insights can be drawn from 
organizational literature, which posits that control 
strategies offer a strategic avenue for mitigating 
uncertainties (Thompson, 1967). This line of thought 
is notably mirrored in the domain of cultural studies, 
exemplified by Hwang's work (2005), where 
processes fostering control are consistent with the 
concept of uncertainty avoidance, as they demonstrate 
an ability to limit unforeseeable variables. The cultural 
dimension of uncertainty avoidance revolves around 
an individual's inclination toward structured as 
opposed to unstructured situations. Recognizing the 
pivotal role that uncertainty assumes as an 

environmental precursor to control mechanisms, we 
heed Hwang's advice (2005) and investigate the 
alignment between AI processes and the cultural 
aspect of uncertainty avoidance. This dimension refers 
to the extent to which organizations in cultures with 
high uncertainty avoidance scores establish rules and 
predefined processes to eliminate unforeseen events 
and to increase control in AI adoption (Javidan et al., 
2006). In contrast, cultures with low uncertainty 
avoidance scores are more willing to take risks and do 
not need that much control mechanisms (Hofstede, 
2001). Since the uncertainty avoidance score is higher 
in GER (65) than in the US (46), we expect a cultural 
difference in the sense that the US is better at coping 
with uncertainties related to AI. Organizations from 
GER are more likely to establish standards and 
structured business processes when adopting AI. 
Considering these findings, we define the following 
hypothesis: H1: The positive effect of AI-process fit 
on AI adoption is stronger in GER than in the US. 

Financial Resources (FR): The allocation of 
financial resources is considered a crucial 
organizational readiness factor when implementing 
innovation. Organizations need to allocate sufficient 
financial budget, for example, to establish the required 
infrastructure, ensure business process integration, and 
attract new candidates (Xu et al., 2017). Previous 
research commonly examined the moderating 
influence of long-term orientation and financial 
background. For instance, Khlif et al. (2015) 
investigated the moderating role of long-term 
orientation in the relationship between financial 
profitability and social and environmental disclosure. 
Additionally, Bahadir (2020) discovered that the level 
of long-term orientation moderates the impact of 
financial development on total advertising spending, a 
higher long-term orientation results in a more 
pronounced positive effect. Thus, with respect to 
Hofstede’s (2001) cultural framework, we associated 
financial resources with the cultural dimension of 
long-term orientation (Waarts & van Everdingen, 
2005). Countries with a short-term orientation often 
seek rapid returns on financial investments. In the 
context of AI adoption, they may prioritize projects 
offering immediate efficiency gains or cost savings 
over longer-term endeavors requiring substantial 
initial investments. Instead of committing financial 
resources to a single AI initiative, short-term cultures 
tend to favor incremental investments. They allocate 
smaller funds to multiple projects promising quick 
returns, spreading risk in line with their preference for 
immediate outcomes. Thus, the relatively low score of 
US (26) indicates that organizations tend to focus 
more on immediate results, regarding AI applications 
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and are, therefore, more willing to make the necessary 
investments.  
Countries with a high long-term score tend to see AI 
adoption as a gateway to sustainable growth. 
Countries with a high long-term orientation score, 
such as GER (83), are often inclined to allocate 
significant financial resources to building a robust AI 
infrastructure. They see AI as a strategic investment. 
At the same time, they take a cautious approach to 
resource allocation. They conduct careful assessments 
of potential AI projects to ensure alignment with the 
organization’s long-term goals. Based on these ideas, 
we assume that countries with lower long-term 
orientation scores such as the US may regard AI 
adoption as an opportunity for more immediate returns 
and efficiencies rather than prioritizing long-term 
growth and strategic investments in AI infrastructure 
such as countries like GER. Based on the discrepancy 
in long-term orientation between GER (83) and the US 
(26), we anticipate a cultural difference in AI 
adoption. Thus, we propose the following hypothesis: 
H2: The positive effect of financial resources on AI 
adoption is stronger in the US than in the GER. 

Upskilling (UPS): An essential organizational 
readiness factor for increasing the adoption rate of 
innovation refers to upskilling. In other words, 
employees require proper training on a technology to 
better understand and use it more effectively (Jöhnk et 
al., 2021; Xu et al., 2017). Since users feel more 
confident in using an innovation through the acquired 
skills and competencies, the level of anxiety and 
ambiguity may decrease (Schillewaert et al., 2005). 
Particularly in the case of AI, an appropriate skill set 
is required to be able to interact with the unique AI 
capabilities of self-learning and autonomous decision-
making. Since the level of inscrutability might 
increase due to the distribution of decision power 
between humans and AI applications (Berente et al., 
2021), users need to learn how to correctly interpret 
the outcomes of AI applications and incorporate them 
into the decision-making process (Jöhnk et al., 2021). 
With respect to Hofstede’s (2001) cultural framework, 
the associated persistence is mainly reflected by the 
cultural dimension of long-term orientation (Waarts & 
van Everdingen, 2005). According to the findings of 
Özbilen (2017), long-term oriented countries consider 
learning a work value which increases the motivation 
to acquire new knowledge and skills. By encouraging 
learning through upskilling, cultures with high long-
term orientation scores are more likely to successfully 
implement innovation due to the acquired expertise 
(Özbilen, 2017). Considering these insights, we 
assume that GER (83) is more inclined to promote AI 
specific user training than the US (26). Thus, we pose 

the hypothesis: H3: The positive effect of upskilling 
on AI adoption is stronger in GER than in the US. 

Collaborative Work (CW): Creating and 
assimilating knowledge through close collaboration 
among stakeholders enables organizations to better 
understand the requirements of innovation (Cao et al., 
2010). With respect to AI adoption, a close 
collaboration between functional and data science 
teams is particularly important to assess functional 
problems and the technical feasibility of use cases and 
corresponding AI applications (Eitle & Buxmann, 
2020; Kruse et al., 2019). Rather than maintaining 
traditional siloed structures, collaborative work 
between these teams can accelerate innovation cycles 
as frequent interactions and short lines of 
communications drive ideation and prototyping 
(Pumplun et al., 2019). Drawing on Hofstede’s (2001) 
cultural framework, the degree of collaboration is 
mainly determined through the cultural dimension of 
individualism. Since collective societies that score is 
low on individualism are more concerned with the 
needs of the group, they prefer group decisions over 
individualistic actions. The study by Magnusson and 
Peterson (2014) showed that collective cultures tend to 
strengthen collaboration as group goals can primarily 
be achieved through interpersonal ties and shared 
visions. By ensuring a constant information flow, 
cross-functional teams in collective societies are more 
likely to contribute to organizational-wide 
collaboration (Engelen et al., 2012). Since a close 
collaboration between functional and data science 
teams facilitates the implementation of AI, we 
anticipate a cultural difference between GER and the 
US in AI adoption. The lower score in GER (67) 
compared to the high score in the US (91) indicates 
that GER encourages closer collaboration between 
these teams than the US. Thus, we pose the hypothesis: 
H4: The positive effect of collaborative work on AI 
adoption is stronger in GER than in the US. 

Data Quality (DQ): Data quality management is 
a major concern in organizations which becomes even 
more relevant as the amount and variety of data 
increases, analysis capabilities enhance, and business 
process integration matures (e.g., Glowalla & 
Sunyaev, 2013). In the context of AI, the quality of 
training data is particularly important since the 
outcomes of AI applications are based on historical 
data (Sturm & Peters, 2020). If data quality is not 
reliable, the results of AI applications might be biased 
or prone to ethical issues (Awad et al., 2018). In 
general, data quality issues are mainly caused by 
incomplete data in the form of missing values or 
incorrect data (Sturm & Peters, 2020). According to 
Welzer and Hölbl (2000), the different handling of 
data quality issues may be related to the differences in 
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values and beliefs that arise from culture. Since 
reliable outcomes through the correctness and 
accuracy of data help to provide reliable outcomes and 
consequently create certainty in organizations, data 
quality can therefore be related to the cultural 
dimension of uncertainty avoidance (Hofstede, 2001; 
Welzer & Hölbl, 2000). High uncertainty avoidance 
cultures, such as GER, tend to favor structured and 
well-defined decision-making processes. They are 
more inclined to seek clear information before making 
decisions, as uncertainty is often perceived as a source 
of risk. In contrast, low uncertainty avoidance 
cultures, such as the US, may be more comfortable 
with ambiguity and may be willing to accept a certain 
degree of uncertainty in their decision-making. 
Overall, countries in high uncertainty avoidance 
cultures, such as GER (65) may be less willing to 
adopt AI applications if data quality is perceived as a 
potential source of increased uncertainty compared to 
countries with low uncertainty such as the US (46). 
Thus, we hypothesis: H5: The positive effect of data 
quality on AI adoption is stronger in GER than in the 
US. 

4. Research Design and Data Analysis 

Regarding data collection, we applied a survey-
based approach and developed a questionnaire. 
Drawing from the established literature on 
organizational readiness, AI adoption, and culture, we 
derived the measurements for the following 
constructs: AI-process fit (Xu et al., 2017) (e.g., “AI 
applications fit well with the main work processes of 
your organization.”), financial resources (Chong & 
Chan, 2012) (e.g., “Your organization has the financial 
resources to purchase hardware and software required 
for AI projects.”), upskilling (Schillewaert et al., 2005) 
(e.g., “The employees receive sufficient training to use 
the AI applications effectively.”), collaborative work 
(Cao et al., 2010) (e.g., “During AI projects, the data 
science team and the specialist departments involved 
have informal communication.”), and data quality 
(Weill & Vitale, 1999) (e.g., “The training data used 
in AI applications are accurate.”). The items of the 
independent variables are measured based on a seven-
point Likert scale ranging from “1 strongly disagree” 
to “7 strongly agree”. To determine to what extent AI 
applications have been implemented in organizations, 
our dependent variable of AI adoption encompasses 
three intensity levels (Chong & Chan, 2012; Maas et 
al., 2018). While low intensity refers to the evaluation 
of AI use cases and appropriate AI applications, 
medium intensity involves the allocation of resources 
to implement AI applications. High intensity includes 
the incorporation of AI applications into work 

routines. With respect to the sample set, we invited 
2,153 AI experts from GER and the US to participate 
in our online survey on LinkedIn, of which 1,351 
experts clicked on the survey. After sorting out 
incomplete surveys and those with a failed attention 
check, 232 participants completed our survey which 
results in a completion rate of 17%. After splitting the 
total sample into two groups based on the categorial 
variable culture by which the organization is managed, 
we obtained two subsamples with 155 participants for 
GER and 77 participants for the US. To ensure their 
expertise in AI, we also inquired about their years of 
experience (YoE) in AI. The distribution is shown in 
Table 1: 

YoE GER (%) US (%) 
<1 4.5 3.9 
1-2 25.2 22.0 
3-5 33.5 26.0 
>5 36.8 48.1 

Table 1. Years of experience. 
We also present industry distribution in Table 2. 
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GER 16 8 6 8 19 9 8 5 9 12 
US 3 16 3 17 27 7 5 3 9 12 

Table 2. Distribution of industries. 
The quantitative data analysis for our research model 
was conducted in a three-stage approach. First, we 
used SmartPLSv4 to analyze the measurement model 
in terms of validity and reliability for both countries 
separately. Secondly, in preparation for the multi-
group analysis (MGA), we assessed the measurement 
invariance of composite models (MICOM) (Henseler 
et al., 2016). Thirdly, the MGA was conducted to 
determine the differences in path coefficients between 
GER and the US (Henseler et al., 2009). The partial 
least squares (PLS) method was primarily chosen 
because of the exploratory nature of our study and the 
lower sample size as the number of observations 
(Fornell & Larcker, 1981; Gaskin & Lowry, 2014). 

4.1. Measurement Model 

To ensure content validity, we followed the 
recommendations of McKenzie et al. (1999) to adapt 
the items to the context of AI. To obtain feedback on 
the terminology, the questionnaire was reviewed and 
adjusted by a panel of 12 AI researchers and 
practitioners. With respect to construct validity of the 
measurement models, we tested convergent validity 
and discriminant validity for each country separately 
(Hair et al., 2016). Convergent validity was assessed 
using the criteria of indicator reliability, composite 
reliability (CR), Cronbach’s Alpha (α), and average 
variance extracted (AVE). To ensure indicator 
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reliability, constructs should explain at least 50% of 
the variance of their respective indicators, which 
corresponds to a threshold of .7 for factor loadings 
(Hair et al., 2006). Factor loadings were higher than 
the threshold of .7 (Nunnally, 1978). Our study also 
reached the threshold of .7 for composite reliability 
and Cronbach’s Alpha (α) which indicates internal 
consistency of all items (Nunnally, 1978). Regarding 
AVE, our results exceeded the threshold of .5 (Fornell 
& Larcker, 1981). Thus, convergent validity was 
ensured for both measurement models. Regarding 
discriminant validity, our study fulfilled the 
heterotrait-monotrait ratio (HTMT) for both 
measurements. Discriminant validity was established 
between the constructs as the HTMT values are below 
.90 (Henseler et al., 2015). In summary, our data 
analysis shows that convergent and discriminant 
validity were met for both samples. 

4.2. Measurement Invariance 

To analyze the moderating effect of culture on the 
organizational readiness factors for AI and to examine 
cultural differences between GER and the US, we 
conducted an MGA. The PLS-MGA procedure was 
used to compare the path coefficients between the two 
countries (Henseler et al., 2009, pp. 308-309). To 
ensure that the same constructs are measured in both 
groups, we tested measurement invariance by using 
the MICOM procedure and followed the three-step 
approach of (1) configural invariance, (2) 
compositional invariance, and (3) equality of 
composite’s mean values and variances (Henseler et 
al., 2016). Based on our results, we were able to ensure 
configural and compositional invariance. With respect 
to step 3, we assessed the equality of the composites’ 
mean values and variances between GER and the US. 
This condition holds for all constructs except for PF, 
UPS, and DQ which slightly fall out of the range. 
Thus, the measurement invariance is partially fulfilled 
and allows us to proceed with the MGA. 

4.3. Results of Multi-Group Analysis 

According to our results, our dependent variable 
explained 19% of variance in AI adoption which 
represents an adequate explanatory power. By 
examining uncertainty avoidance, we identified a 
significant difference between the two countries in AI-
process fit. The positive effect of AI-process fit on AI 
adoption is stronger in GER than in the US (H1, p = 
.050). Thus, H1 is supported. With respect to long-
term orientation, our results revealed a significant 
difference on the effect of financial resources on AI 
adoption. In this vein, the positive effect of financial 

resources on AI adoption is stronger in the US than in 
GER (H2, p = .037). Thus, H2 is supported. By further 
analyzing long-term orientation, we found no 
significant difference between the two countries 
regarding upskilling (H3, p = .118). Thus, we cannot 
confirm H3. In addition, we discovered that the 
positive effect of collaborative work on AI adoption is 
stronger in GER than in the US due to individualism 
(H4, p = .037). Thus, we confirm H4. Finally, we also 
observed a stronger effect of data quality on AI 
adoption in GER than in the US (H5, p = .047) due to 
uncertainty avoidance. Thus, H5 is supported. 

5. Discussion  

AI-Process Fit (PF): According to our results, 
the positive effect of AI-process fit on AI adoption is 
stronger in GER than in the US. This finding is in line 
with the cultural dimension of uncertainty avoidance 
since the higher score in GER (65) indicates that these 
organizations are not predestined in dealing with 
uncertain and unpredictable situations compared to the 
US (46). This means that in a GER (higher level of 
uncertainty avoidance), the alignment between AI 
processes and the organization's needs and practices 
has a more influence on AI adoption. Given their 
cultural inclination towards reducing uncertainty, 
organizations in GER are more likely to adopt AI 
applications when they fit well with their existing 
business processes. Conversely, in the US, where there 
is a lower level of uncertainty avoidance, the influence 
of AI-process fit on AI adoption is weaker. This 
finding indicates that organizations in the US may be 
more willing to adopt AI technologies even if there is 
not a perfect alignment with their existing processes, 
reflecting a greater tolerance for uncertainty. 
Financial Resources (FR): Given the significant 
discrepancy in long-term orientation scores between 
GER (83) and the US (26), the result suggests a 
notable cultural difference in AI adoption. It indicates 
that countries with lower long-term orientation scores, 
such as the US, tend to view AI adoption as an 
opportunity for immediate returns and efficiencies 
rather than prioritizing long-term growth and strategic 
investments in AI infrastructure, as observed in 
countries like GER. These results could shape the 
perception of AI in diverse cultural contexts. The way 
AI is perceived within organizations can differ 
significantly across cultures. Cultures characterized by 
a high long-term orientation may regard AI as a 
strategic catalyst for long-term growth, whereas 
cultures with a lower long-term orientation may 
perceive it primarily as a tool for attaining immediate 
efficiency improvements. Upskilling (UPS): In 
contrast to our expectation, our results showed no 
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significant difference between GER and the US in the 
effect of upskilling on AI adoption. A possible 
explanation could be rooted in the realities of today's 
globalized world, where the abundance of talent and 
expertise frequently surpasses national borders. In 
both GER and the US, organizations enjoy access to a 
vast global talent pool. Consequently, these 
organizations tend to adopt comparable approaches to 
upskilling initiatives as they strive to maintain 
competitiveness on a worldwide level. Collaborative 
Work (CW): Our results revealed that the positive 
effect of collaborative work on AI adoption is stronger 
in GER than in the US which is in line with the cultural 
dimension of individualism. The lower score of 
individualism in GER (67) compared to the US (91) 
implies that such cultures favor close collaboration 
between functional and data science teams and show a 
stronger inclination toward collective efforts and 
teamwork. Collaborative work is highly valued in such 
cultures, as it aligns with the collective goals and 
harmonious working environments that are 
characteristic of collectivist societies. On the contrary, 
the US has one of the highest scores in individualism 
(91) and, therefore, tends to have a high degree of 
independence and autonomy in decision-making. The 
cultural preference for individual initiatives and 
achievements might result in a somewhat weaker 
association between collaborative work and AI 
adoption in the US. Data Quality (DQ): The level of 
uncertainty avoidance in a culture can influence how 
organizations perceive and prioritize data quality in 
the context of AI adoption. High uncertainty 
avoidance cultures are likely to be more demanding of 
data quality due to their risk-averse nature, potentially 
moderating the impact of data quality on AI adoption. 

6. Limitations and Implications 

While previous IS research lacks empirical cross-
cultural studies on AI adoption, our study seeks to 
combine Hofstede’s (2001) cultural framework with 
the organizational readiness concept for AI. While 
examining cross-cultural dynamics on AI adoption by 
using Hofstede’s (2001) cultural dimensions, we 
found cultural differences between GER and the US. 
Despite these valuable insights, our study is subject to 
several limitations which, however, present 
opportunities for future research. First, even though 
the study was conducted in two Western countries, this 
selection may have influenced our findings and could 
have biased the role of culture. To reduce the risk of 
bias, researchers could select multiple countries and 
increase cultural diversity by including non-western 
countries. Second, given the relatively modest 
disparity in the power distance dimension score 

between GER and the US, we have not considered its 
influence in our analysis. It is important to note that 
while power distance could potentially impact the 
adoption of innovations, as suggested by researchers 
such as Yeniyurt & Townsend (2003), other studies, 
including the work of Png et al. (2001), have not 
consistently identified a significant influence. 
Consequently, we propose that future research delve 
into the effect of power distance on organizational 
readiness, as this aspect remains a valuable avenue. 
Third, the scope of the organizational readiness 
concept introduced by Jöhnk et al. (2021) is limited. 
While we have embarked upon an initial exploration 
of this framework, it is essential to acknowledge that 
our analysis did not encompass all 18 factors that 
constitute the organizational readiness concept. Our 
study, therefore, represents a preliminary step in this 
direction. We encourage researchers to undertake 
more extensive empirical studies to validate the full 
spectrum of organizational readiness factors. 

The theoretical contribution of this paper is 
threefold. First, this study responds to the call for 
research to provide insights into cross-cultural 
dynamics on innovation adoption and the interaction 
of national and organizational cultural values (Leidner 
& Kayworth, 2006; Srite & Karahanna, 2006). By 
combining Hofstede’s (2001) cultural framework with 
the organizational readiness concept for AI (Jöhnk et 
al., 2021), we were able to contribute to the discussion 
on how culture influences AI adoption. Rather than 
solely reporting country-specific discrepancies, we 
focused on relating these differences to Hofstede’s 
(2001) cultural dimensions. Second, recent research 
on organizational readiness and AI adoption is mainly 
based on a qualitative research design on an individual 
level to set the theoretical basis (Jöhnk et al., 2021; 
Pumplun et al., 2019). There is a lack of quantitative 
studies on organizational level which evaluates the 
effect of cultural differences on AI adoption. We 
applied a quantitative research design to validate the 
qualitative findings and provide evidence of the 
moderating role of culture. 

The study provides practical contributions for 
organizations. To ensure successful AI adoption, our 
study helps managers to identify appropriate 
organizational readiness factors relevant to the culture 
by which their organizations is managed. In summary, 
our findings provide guidance on how to manage AI 
adoption in an intercultural environment and improve 
organizational efficiency. For instance, in cultures 
characterized by a high level of uncertainty avoidance, 
such as GER, organizations should prioritize aligning 
AI processes with their existing practices. Conversely, 
in cultures with lower uncertainty avoidance, such as 
the US, organizations may be more open to AI 
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adoption even if there is not a perfect alignment with 
their existing processes, reflecting a greater tolerance 
for uncertainty. The significant difference in long-term 
orientation scores between GER and the US suggests 
that countries with lower scores, such as the US, may 
view AI adoption as an opportunity for immediate 
returns and efficiencies. In contrast, countries with 
higher, such as GER, prioritize long-term growth and 
strategic investments in AI infrastructure. Managers 
should align their AI strategies with the cultural 
orientation of their respective countries. 
Understanding the cultural context can help 
organizations determine whether to focus on short-
term gains or invest in long-term AI capabilities. In 
cultures with lower individualism scores like GER, 
promote close collaboration between teams. In 
contrast, in highly individualistic cultures like the US, 
prioritize individual initiatives and autonomy in 
decision-making over collaboration. Collaborative 
work's effectiveness in driving AI adoption can vary 
based on cultural individualism or collectivism. 

7. References  

Acemoglu, D., Anderson, G. W., Beede, D. N., Buffington, 
C., Childress, E. E., Dinlersoz, E., ... & Zolas, N. (2022). 
Automation and the workforce: A firm-level view from 
the 2019 Annual Business Survey. National Bureau of 
Economic Research.  

Awad, E., Dsouza, S., Kim, R., Schulz, J., Henrich, J., 
Shariff, A., Bonnefon, J. F., & Rahwan, I. (2018). The 
Moral Machine Experiment. Nature, 563, 59–64. 

Bahadir, B., & Bahadir, S. C. (2020). Financial development 
and country-level advertising spending: the moderating 
role of economic development and national 
culture. Journal of International Marketing, 28(3), 3-20. 

Beugelsdijk, S., Klasing, M. J., & Milionis, P. (2019). Value 
diversity and regional economic development. The 
Scandinavian Journal of Economics, 121(1), 153-181. 

Berente, N., Gu, B., Recker, J., & Santhanam, R. (2021). 
Managing Artifical Intelligence. MIS Quarterly, 45(3), 
1433–1450.  

Bharadwaj, A., El Sawy, O. A., Pavlou, P. A., & 
Venkatraman, N. (2013). Digital business strategy: 
Toward a next generation of insights. MIS Quarterly, 
37(2), 471-482. 

Brynjolfsson, E., Rock, D., & Syverson, C. (2017). Artificial 
Intelligence and The Modern Productivity Paradox: A 
Clash of Expectations and Statistics. Nber Working Paper 
Series. 

Cao, M., Vonderembse, M. A., Zhang, Q., & Ragu-Nathan, 
T. S. (2010). Supply Chain Collaboration: 
Conceptualisation and Instrument Development. 
International Journal of Production Research, 48(22), 
6613–6635.  

Chong, A. Y. L., & Chan, F. T. S. (2012). Structural 
Equation Modeling for Multi-stage Analysis on Radio 
Frequency Identification (RFID) Diffusion in the Health 
Care Industry. Expert Systems with Applications, 39(10), 
8645–8654.  

Collins, C., Dennehy, D., Conboy, K., & Mikalef, P. (2021). 
Artificial Intelligence in Information Systems Research: 
A Systematic Literature Review and Research Agenda. 
International Journal of Information Management, 60. 

Domingos, P. (2012). A Few Useful Things to Know about 
Machine Learning. Communications of the ACM, 
55(10), 78–87. 

Eitle, V., & Buxmann, P. (2020). Cultural Differences in 
Machine Learning Adoption: An International 
Comparison between GER and the United States. 
Proceedings of the 28th European Conference on 
Information Systems  

Engelen, A., Brettel, M., & Wiest, G. (2012). Cross-
functional Integration and New Product Performance - 
The Impact of National and Corporate Culture. Journal of 
International Management, 18(1), 52–65.  

Fornell, C., & Larcker, D. F. (1981). Evaluating Structural 
Equation Models with Unobservable Variables and 
Measurement Error. Journal of Marketing Research, 
18(1), 39.  

Gaskin, J., & Lowry, P. B. (2014). Partial Least Squares 
(PLS) Structural Equation Modeling (SEM) For Building 
And Testing Behavioral Causal Theory: When To 
Choose It And How To Use It. IEEE Transactions on 
Professional Communication, 57(2), 123–146.  

Glowalla, P., & Sunyaev, A. (2013). Process-driven data 
quality management through integration of data quality 
into existing process models: Application of complexity-
reducing patterns and the impact on complexity metrics. 
Business and Information Systems Engineering, 5(6), 
433–448.  

Hair, J. F., Hult, G. T. M., Ringle, C. M., & Sarstedt, M. 
(2016). A Primer on Partial Least Squares Structural 
Equation Modeling (PLS-SEM) (2nd ed.). Sage 
Publications.  

Hair, J. S., Black, W. C., Babin, B. J., Anderson, R. E., & 
Tatham, R. L. (2006). Multivariate Data Analysis (6th 
ed.). Pearson Prentice Hall.  

Henseler, J., Ringle, C. M., & Sarstedt, M. (2015). A new 
criterion for assessing discriminant validity in variance-
based structural equation modeling. Journal of the 
Academy of Marketing Science, 43(1), 115–135.  

Henseler, J., Ringle, C. M., & Sarstedt, M. (2016). Testing 
Measurement Invariance of Composites using Partial 
Least Squares. International Marketing Review, 33(3), 
405–431.  

Henseler, J., Ringle, C. M., & Sinkovics, R. R. (2009). The 
Use of Partial Least Squares Path Modeling in 
International Marketing. Advances in International 
Marketing, 20, 277–319.  

Hofstede, G. (2001). Culture’s Consequences: Comparing 
Values, Behaviors, Institutions, and Organizations 
across Nations (2nd ed.). Sage Publications.  

Page 795



Hwang, Y. (2005). Investigating Enterprise Systems 
Adoption: Uncertainty Avoidance, Intrinsic Motivation, 
and the Technology Acceptance Model. European 
Journal of Information Systems, 14(2), 150–161. 

IPSOS. 2022. "Global Opinions and Expectations About 
Artificial Intelligence: A Global Advisor Survey" 
https://www.ipsos.com/sites/default/files/ct/news/docum
ents/2022-01/Global-opinions-and-expectations-about-
AI-2022.pdf 

Javidan, M., Dorfman, P. W., de Luque, M. S., & House, R. 
J. (2006). In the eye of the beholder: Cross cultural 
lessons in leadership from project GLOBE. Academy of 
Management Perspectives, 20(1), 67–90. 

Jöhnk, J., Weißert, M., & Wyrtki, K. (2021). Ready or Not, 
AI Comes— An Interview Study of Organizational AI 
Readiness Factors. Business and Information Systems 
Engineering, 63(1), 5–20.  

Kane, G. C., Young, A. G., Majchrzak, A., and Ransbotham, 
S. (2021). Avoiding an Oppressive Future of Machine 
Learning: A Design Theory for Emancipatory Assistants. 
MIS Quarterly, 45(1), 371–396. 

Khlif, H., Hussainey, K., & Achek, I. (2015). The effect of 
national culture on the association between profitability 
and corporate social and environmental disclosure: A 
meta-analysis. Meditari Accountancy Research, 23(3), 
296-321. 

Kruse, L., Wunderlich, N., & Beck, R. (2019). Artificial 
Intelligence for the Financial Services Industry: What 
Challenges Organizations to Succeed. Proceedings of the 
Hawaii International Conference on System Sciences.  

Loucks, J., Hupfer, S., David, J., & Murphy, T. (2019). 
Future in the balance? How countries are pursuing an AI 
advantage. Deloitte Insights.  

Maas, J. B., Van Fenema, P. C., & Soeters, J. (2018). Post-
Implementation ERP Usage: A Longitudinal Study of the 
Impact of Control and Empowerment. Information 
Systems Management, 35(4), 330–347.  

Magnusson, P., & Peterson, R. (2014). The influence of 
national cultural values on the use of rewards alignment 
to improve sales collaboration. International Marketing 
Review, 31(1), 30–50.  

McCoy, S., Galletta, D.F. King, W.R. (2007). Applying 
TAM across cultures: The need for caution. European 
Journal of Information Systems, 16(1), 81-90. 

McKenzie, J. F., Wood, M. L., Kotecki, J. E., Clark, J. K., & 
Brey, R. A. (1999). Establishing Content Validity. 
American Journal of Health Behavior, 23(4), 311–318.  

Nasif, E.G., Al-Daeaj, H., Ebrahimi, B. & Thibodeaux, M.S. 
(1991). Methodological problems in cross-cultural 
research: An update. Management International Review, 
31(1), 79-91. 

Nguyen, D. K., Broekhuizen, T., Dong, J. Q., & Verhoef, P. 
C. (2019). Digital Readiness: Construct Development 
and Empirical Validation. Proceedings of the 40th 
International Conference on Information Systems.  

Nunnally, J. C. (1978). Psychometric theory. (2nd ed.) 
McGraw-Hill. 

Özbilen, P. (2017). The Impact of Natural Culture on New 
Technology Adoption by Firms: A Country Level 
Analysis. International Journal of Innovation, 
Management and Technology, 8(4), 299–305.  

Png, I. P. L., Tan, B. C. Y., & Wee, K. L. (2001). Dimensions 
of national culture and corporate adoption of IT 
infrastructure. IEEE Transactions on Engineering 
Management, 48(1), 36–45.  

Pumplun, L., Tauchert, C., & Heidt, M. (2019). A New 
Organizational Chassis for Artificial Intelligence - 
Exploring Organizational Readiness Factors. 
Proceedings of the 27th European Conference on 
Information Systems.  

Rudin, C. (2019). Stop Explaining Black Box Machine 
Learning Models for High Stakes Decisions and Use 
Interpretable Models Instead. Nature Machine 
Intelligence, 1(5), 206–215. 

Schillewaert, N., Ahearne, M. J., Frambach, R. T., & 
Moenaert, R. K. (2005). The Adoption of Information 
Technology in the Sales Force. Industrial Marketing 
Management, 34(4), 323–336.  

Srite, M., & Karahanna, E. (2006). The role of espoused 
national cultural values in technology acceptance. MIS 
Quarterly, 30(3), 679–704.  

Sturm, T., & Peters, F. (2020). The Impact of Artificial 
Intelligence on Individual Performance: Exploring the Fit 
between Task, Data, and Technology. Proceeding of the 
European Conference on Information Systems.  

Thompson, J.D. (1967). Organization in Action. McGraw-
Hill Book Company. 

Waarts, E., & van Everdingen, Y. (2005). The influence of 
national culture on the adoption status of innovations: An 
empirical study of firms across Europe. European 
Management Journal, 23(6), 601–610.  

Walsham, G. (2002). Cross-cultural software production and 
use: a structurational analysis. MIS Quarterly, 359-380. 

Wang, X., & Zander, S. (2018). Extending the model of 
internet standards adoption: A cross-country comparison 
of IPv6 adoption. Information & Management, 55(4), 
450-460. 

Weill, P., & Vitale, M. (1999). Assessing the Health of an 
Information Systems Applications Portfolio: An 
Example from Process Manufacturing. MIS Quarterly, 
23(4), 601–624.  

Weiner, B. J. (2009). A Theory of Organizational Readiness 
for Change. Implementation Science, 4(69), 1–9.  

Welzer, T., & Hölbl, M. (2000). Influence of Cultural Issues 
on Data Quality Dimensions. Proceedings of the 4th 
Workshop of Software Quality, Analysis, Monitoring, 
Improvement, and Applications.  

Xu, W., Ou, P., & Fan, W. (2017). Antecedents of ERP 
Assimilation and its Impact on ERP Value: A TOE-based 
Model and Empirical Test. Information Systems 
Frontiers, 19(1), 13–30.  

Yeniyurt, S., & Townsend, J. D. (2003). Does culture 
explain acceptance of new products in a country? An 
empirical investigation. International Marketing Review, 
20(4), 377-396.  

Page 796


