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ABSTRACT

Research is presented on the perception of rhythm, specifically,
the detection of changing or "modulating™ inter-onset intervals in
simple musical stimuli. The types of changes of rhythmic patterns
examined are "rhythm modulation™ and "tempo modulation.” These two
terms are akin to the musician's concepts of agogics. rubato,
accelerando and ritardando, all being common expressive devices in
musical performance. Rhythm modulation occurs when an imitially even or
isochronous rhythm becomes increasingly more uneven. Tempo modulation
occurs when the beat rate of a rhythm accelerates or decelerates.

Two approaches are adopted to elucidate how such modulating
patterns might be perceived, a thecretical one and an experimental one. ’
Following a review of the pertinent literature, a theoretical model of
time-interval perception in music 1S proposed that attempts to
synthesize the findings of previous experimentation. The main thrust of
the model is that rhythm perception 15 mediated by two complementary
processes: (1) a so-called OSCILLATOR BANK that entrains to stimulus
time-intervals on a note-to-note basis. and (2) @ SHORT AUDITORY STORE
that is responsible for integrating temporally separated events.

The model generates the hypotnesis that rhythm modulation will
be detected in the OSCILLATOR BANK, whereas tempo modulation will he
detected in the SHORT AUDITORY STORE. This hypothesis is tosted in
three perceptual experiments. To compare the difficulty of detecting

iii



rhythm and tempo modulation under various conditions, certain variables
are manipulated: the direction of modulation (whether a change onset
occurs earlier or later than expected). the initial beat rate, the
metrical location of modulation, and the presence or absence of beat
subdivision. To measure perceptual difficulty. a type of reaction-time
dependent variable and a modulation-type-identification dependent
variable are used.

The following results are observed: (a) the direction of
modulation is significant only for tempo modulation, (b) rhythm and
tempo modulation exhibit contrasting trends across the musical initial-
beat -rate range. (c) metrical location does not affect detection and (d)
detection is easier with beat subdivision. These results are generally
consistent with the hypothesis that rhythm and tempo modulation

detection are mediated by contrasting perceptual processes.

iv
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CHAPTER 1
INTRODUCTION

Terms and Definitions
In their seminal work on rhythm in music, Grosvenor Cooper and

Leonard Meyer make the following claim about the centrality of rhythm to
musical understanding:

To study rhythm is to study all of music. Rhythm both organizes,

and is itself organized dy. all the elements which create and shape

musical processes. (Cooper and Meyer 1960. 1)
Similarly, Wallace Berry asserts that.

A1l element-processes are rhythmic. In an important sense, the

study of rhythm is thus the study oi all musical elements, the

actions of those elements producing the effects of pace, pattern,

and grouping which constitute rhythm. (Berry 1987, 301)
For both Cooper and Meyer and Berry, rhythm is a general term that
encompasses such concepts as tempo. grouping, meter, pulse, patterning,
activity and so on. Whilst these effects might arise from the ordering
and interaction of the diverse elements of musical sound, they all share
a relatedness with the durational or temporal organization of musical
events. Therefore, a necessary, if not sufficient, condition for any
examination of musical rhythm, is that it concern itself with temporal
spans between events and groups of events,

Of course. a vast range of physical temporal spans are routinely

used in some manner in music-making: a sine wave of 20,000 Hz (roughly
the ultrasonic threshold for a healthy young adolescent) has a period of

1
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50 microseconds. whilst Wagner's Ring cycle, if performed continuously,
might last as long as 20 hours. However, the range of temporal spans
that are normally regarded as "rhythmic” 1s much narrower. The lcwer
bound of this rarge may be set at around 50 milliseconds (i.e.., 1/20 of
a second), which i= gpproximately the minimum interval needed for the
perception of event succession (Handel 1989, 385). Events occurring
faster than 20 times per second fuse together as a single percept, a
tone.

The upper bound of the rhythmic temporal-span range is more
debatable. Cooper and Meyer. for example. in emphasizing the
hierarchical nature of rhythmic organization in music, state,

Most of the music with which we shall be concerned is architectonic
in its organization. That is, just as letters are combined into
words, words into sentences. sentences into paragraphs. and so on,
sO in music individual tones become grouped into motives, motives
into phrases, phrases into periods. etc. (Cooper and Meyer 1960, 2)
Cooper and Meyer take this hierarchical view of rhythmic structure to
its extreme: whole movements are analyzed as instantiating a single
rhythmic grouping (e.g.. a trochee or an anapest). Perusal of these
authors' analysis of the first movement of Beethoven's Eighth Symphony
serves to illustrate their methodology (Cooper and Meyer 1960, 188-203).

In contrast to Cooper and Meyer, others have argued that for a
stimulus to be truly rhythmic, its temporal relations must be
apprehensible within a single span of attention, within what is termed
the psychological present (Clarke 1987b: Handel 1989, 385). The
psychological present has an assumed span of no more than about 8
seconds and is typically around 2-3 seconds (Michon 1978). The

viewpoint adopted in this dissertation is that, while temporal



proportions larger than 8 seconds or SO can certainly be of importance
to the temporal structure of a piece. their reality is conceptual rather
than perceptual. Of course, it is entirely possible that concepts can
influence rhythm perception: for example, having the abstract knowledge
that a piece exhibits rhythmic symmetry over spans of hundreds of bars
may affect the way one chooses to listen that piece. However, in the
interests of circumscribing the scope of this dissertation to manageable
proportions, and given the perceptual focus of this study, the
definition of rhythm employed here will limit itself to immediately
perceptible temporal relationships.

Having Timited the range within which a temporal span may be
said to have a rhythmic quality, one is now ready for a more refined and
workable definition of rhythm. Despite the refinement. however. the
definition of rhythm adopted in this dissertation is still generic and
wide-ranging:
® Rhythm is defined as any arrangement of temporal intervals between

events in an auditory pattern that may be apprehended in one span of

attention by the human listener.
This general definition admits a wide variety of arrangements of
temporal intervals from a simple regular puise, to complex and ambiguous
groupings such as polyrhythms or syncopated rhythms. It is worth noting
that rhythms in this generic sense do not have to be notatable in
musical notation, nor do they necessarily have to incorporate any strict
repetition or regularity. An auditory stimulus may be said to be
rhythmic insofar as its temporal spans are organized by a perceiver over
time.



The above definition outliines in the broadest terms the main

problem area of this dissertation, the organization and grouping of
immediately apprehensible temporal spans in music. Two particular
facets of temporal spans in music will be scrutinized in detail: rhythm
modulation and tempo modulation. Rhythm modulation and tempo
modulation, along with a number of other related terms are defined in
the ensuing paragraphs.

Having established the range of temporal intervals that
constitutes a rhythm, one might next ask "intervals between what?” As
the above quotations from Cooper and Meyer and Berry intimate, temporal
intervals in music may occur between a multitude of different auditory
events: pitched notes, unpitched sounds, dynamic stresses, chords,
sounds of a particular timbre, prominent pitches within a melody.
repetitions of a short melodic figure and so on. For the purposes of
this dissertation, all event types may be encompassed by one or both of
the following terms:
® An Event Onset marks the point in time where 3 single auditory event

(a sound) starts.
Thus. an event onset is the physical rather than perceptual start of a
musical event. Since, in the present study, all the sounds considered
have rapid physical attack rates (< 100 milliseconds), the difference
between physical and perceptual onsets is negligible, and the two may be

considered as synchronous (see, however, Vos and Rasch 1981).

® Accents are treatments of musical events that make those events
perceptually more salient or noticeable than surrounding events.

Normally, the increased salience is achieved by virtue of an event being




positively differentiated from its neighbours along one or more of the

dimensions of sound. Thus, for example, an accent may arise through

increased dynamic level,' increased duration, increased timbral

richness, melodic prominence, and so on, imparted to a particular event

relative to the surrounding events.
Event onsets and accents give rise to two corresponding types of

temporal intervals, both of which are illustrated in Figure 1.1:

e Inter-Onset Interval (abbreviated as I0I) refers to the temporal
interval that elapses between the onsets of two successive auditory
events.

The two events bounding an I0I are not necessarily similar types of

events. By convention, IOIs are usually measured in milliseconds

(hereafter abbreviated as "ms”).

e Inter-Accent Interval (abbreviated as IAl) refers to the time
interval that elapses between two successive accents of the same
type.

For example, an IAI could be the time interval between two successive

dynamic accents, but not the time interval. say. between a dynamic

accent and a melodic accent. Accents of one particular type do not
usually occur at successive events but normally have at least one
unaccented event intervening. For this reason, an IAI will often
encompass several I0Is within its time-span. For the sake of
consistency, however, IAIs are also denoted in milliseconds in this
dissertation.

* The term dynamic is here used in its musicological sense of
“pertaining to loudness or intensity,” rather than its psychological
sense of “changing” or “in flux.”
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Despite the ubiquity of the aforementioned accent types in
music, and therefore the prevalence of inter-accent durations, the
convention employed in this dissertation for identifying a particular
rhythm, or of distinguishing between two different rhythms, will be by
referring to I0Is. In fact. in much of the literature reviewed in
Chapter 2. rhythms are most often classified according to the
proportions of successive I0Is. One crude but useful distinction drawn
in this study is illustrated in Figure 1.2 and is defined as follows:
® Isochronous Rhythms present & constant. unchanging I0I.

The ratio of successive IOIs in an isochronous rhythm is always 1:1.

Examples of isochronous rhythms are given in Figures 1.2a and 1.2b.

® Uneven Rhythms are rhythms that contain at least two contrasting [0l
values (i.e., they are not isochronous).

This study makes use of a specific subset of uneven rhythms, namely

repetitive uneven rhythms, and these are exemplified in Figures 1.2¢C

through 1.2e. The degree of unevenness of a rhythm is the extent to

which contrasting I0Is depart from a ratio of 1:1, so, for instance,

Figure 1.2d is more uneven thar Figure 1.2¢C.

A rhythm may change its degree of unevenness, or modulate. For
example an isochronous rhythm may become anisochronous due to
lengthening or shortening of certain tones. By the same token, an
initially uneven rhythm may become less uneven (move towards isochrony)
or become still more uneven. An example of what will be termed a
modulating rhythm is given in Figure 1.2f. The above description of
changing unevenness leads to a further definition:
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® Rhythm Moaulation is defined as a change in the degree of unevenness
of a rhythm.

Naturally, the types of rhythms that can occur in music are. in
practical terms, limitless and in most cases are more complex than those
shown in Figure 1.2. However, repetitive and modulating rhythms are
useful for the purposes of perceptual experimentation since they allow
one tn measure the point at which an increasingly uneven rhythm is no
longer categorized by the listener as isochronous.

In order to facilitate the perception of the more .ompiex types
of rhythms found in real music, many listeners are able psychologically
to abstract a regular isochronous puise or beat that provides a temporal
yardstick against which durations in the musical stimulus are measured.
Anyone who has spontaneously tapped his/her foot to a popular tune on
the radio will have an intuitive sense of the concept of pulse or beat
(here the two terms are taken to be 1nterchangeable). Given this
observation, two more terms require formal definition:
® Beat is the isochronous repetition of a single, focal time interval,

which is perceptually inferred by the listener, and around which

time intervals in the musical stimulus are perceptually organized.
e Tempo is here defined as the rate at which successive beats occut .
By convention in music, tempo 15 usually denoted :n beats per minute
(hereafter abbreviated as "bpm").

Since, by definition, a beat 15 an isochronous pulse abstracted
from a rhythm, a constant beat rate or tempo.may be expressed not only
in beats per minute, but also as a single inter-beat interval (hereafter
abbreviated as "IBI") value in mi1liseconds. Tempo values in beats per



10
minute and IBI values in milliseconds are therefore related by the
following formulae:

(1.1) IBI = 60000/Tempo or

(1.2) Tempo = 60000/1BI.

Thus, for example, a tempo of 60 bpm will have beats 60000/60 or 1000 ms
apart. Conversely, beats separated by. say. 750 ms will have a tempo of
60000/750 or 80 bpm.

In a perfectly isochronous rhythm with no subdivision of the
beat the physical inter-onset interval (I0I) is very likely to be equal
to the psychological inter-beat interval (IBI). In contrast, when a
rhythm is complex, changing, or when it presents various subdivisions of
the beat, the IOI value will be in a state of flux and will not
necessarily be equal to the IBI. In most musical situations, the time
intervals between successive events will be highly variable depending on
the smallest I0Is present in a rhythm at any given time. To reflect the
importance of the often varying rate of successive musical events, a
term is adopted from Berry (1987):
® Rhythmic activity is the quality of rhythmic motion or "busy-ness,”

determined largely by the rate of the fastest-occurring events at
any given moment.

A perfectly isochronous beat and therefore a perfectly steady
tempo are only feasible with computerized performances of music. With
all human performers the beat rate will undergo change during the
performance, both as a result of error, and deliberately as a feature of
expressive playing. For this reason, change of tempo, however subtle
and however localized. is an inevitable part of human musical
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performance. Given the ubiquity of beat-rate fluctuations. a further
term requi.es definition:

e Tempo modulation is defined as a change in beat rate.

Tempo modulation may be manifested as either a decrease in tempo
(deceleration, or lengthening of IBIS). an increase in tempo
(acceleration or shortening of IBIs), or as sequential combinations of
the two. Tempo decrease or deceleration is exemplified in Figure 1.3a;
tempo increase or acceleration is exemplified in Figure 1.3b. In
addition, the rate of tempo modulation may vary. Changes in beat rate
can occur instantaneously (when, for example, the beat rate triples
botween two adjacent notes). or change may evolve more gradually over a
number of beats. In the study described here, tempo will modulate in &
gradual and linear manner (i.e.., by a fixed percentage of the starting
I0I over a fixed number of beats) in one direction only.

In the cases of boch rhythm and tempo modulation, the temporal
change cannot be apparent to the listener until at least the first
altered I0I has sounded. Therefore the first sign of rhythm or tempo
modulation is the onset that marks the conclusion of the first altered
I0I:

e The First Anomalous Onset (abbreviated as FAQ) is defined as the
first onset that ocrurs eartier or later than would be expected from a
previously established rhythmic pattern.

" Having introduced the concept of beat, the next logical
progression is to meter. Meter, like other well-worn terms in musical
discourse, may be variously defined depending on the style of music
being studied and the theoretical standpoint of the writer. Berry, for
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example, who is concerned with coining a terminology sufficiently

accommodating to be applicable to Renaissance and Twentieth-century as
well as Common-Practice tonal music, offers a flexible definition:

Meter is that aspect of structure articulated as accent-delineated
groupings within the attack (event) sequence. and the proportional

interrelations of such groups at all levels. . . . True metric
structure is neither necessarily regular nor necessarily coincident
with notated bar-lines . . . (Berry 1987, 318)

Cooper and Meyer are similarly forgiving concerning regularity:

Meter is the measurement of the number of pulses between more or
less regularly occurring accents. Therefore, in order for meter to
exist, some of the pulses in a series must be accented--marked for
consciousness--relative to others. (Cooper and Meyer 1960, 4)

On the other hand, theorists who have concentrated almost exclusively on
the tonal repertoire are more insistent on stipulating regularity.
Yeston, for instance, asserts that,
The fundamental logical requirement for meter is therefore that
there be a constant rate within a constant rate--at least two rates
of events of which one is faster and another is slower. (Yeston
1976, 66)
Lerdahl and Jackendoff state:
The term meter, after all, implies measuring--and it is difficult to
measure something without a fixed interval or distance of
measurement. Meter provides the means of such measurement in music:
its function is to mark off the musical flow, insofar as possible,
into equal time-spans. In short, metrical structure is inherently
periodic. . . . Fundamental to the idea of meter is [also] the
notion of periodic alteration of strong and weak beats; . . . For
beats to be strong or weak there must exist a metrical hierarchy--
two or more levels of beats. (Lerdahl and Jackendoff 1983, 19)
Thus periodicity on at least two levels is the sine qua non of meter for
Yeston and Lerdahl and Jackendoff.
Both camps have their merits. Berry's and Cooper and Meyer's
flexibility must be embraced if one is to allow so-called asymmetrical

meters such as 7/8 or 5/4, as well as the type of additive meters,
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(e.g.. 3 + 3 + 2/8) found in works, say. by Barték or Stravinsky. On
the other hand, Lerdahl and Jackendoff's point about the necessary
reqularity of a means of measurement seems well taken. Bearing the
above considerations in mind, one might propose the following definition
of meter:
® Meter is the abstract hierarchical arrangement of time intervals

such that longer time intervals encompass whole numbers of shorter

time intervals.
Time intervals that comprise the metrical hierarchy are abstracted from
both 10Is and IAIs presented in the musical stimulus. At least one
level of the hierarchy must comprise isochronous intervals. Other
levels do not necessarily have to be isochronous, although at least one
other level usually will be. In addition, in keeping with the temporal
upper limit used to define rhythm above, no time interval in the metric
hierarchy may exceed the 1imit of the psychological present (i.e., circa
8 seconds). Figure 1.4 illustrates three common metrical hierarchies
in terms of both proportional I0Is and note-values.

Adoption of this definition sti1l1 requires the identification of
the locus of meter. To disentangle this question three interrelated
types of meter should be recognized: notated meter and two types of
perceived meter. Consideration of Figure 1.5 will serve to illustrate
the distinction between the three types.

Firstly. the notated meter in Figure 1.5 is 3/4. This
notational designation may consciously or unconsciously influence tne
performers® interpretation of the printed music. However, any
conscientious performer will primarily have to respond to the notated
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stresses and articulation markings. so that the performance accents will
suggest a meter that is alternating between 2/4 (e.q.. bars 1-6) and 3/4
(e.g.. bars 7-8).

The perceived meter is more complicated. A naive listener might
take the performed accents at face value and alter his/her metrical —
representation of this extract in synchrony with the accentuation as
time unfolds. An alternative strategy might be to bring more abstract
musical knowledye to bear in deciding on a representation of the meter.
Abstract musical knowledge could consist of previous acquaintance with
the work, or knowing that this piece is the scherzo of a symphony and
that such movements are usually in 3/4. Jackendoff would argue that
such knowledge cannot influence the note-by-note representation of meter
since the cognitive processing apparatus responsible for arriving at a
mental representation 1is “"informationally encapsulated” from long-term
memory (Jackendoff 1992, 67). Thus, in Jackendoff's view, even if the
listener is consciously aware of Dvordk's ingenious metrical games, the
listener's perceptual processor cannot make use of this knowledge.
Having said this. however, Lerdahl and Jackendoff (1983) would
presumably analyze a listener's final representation of the whole
movement as 3/4. The strong inducements to 2/4 in bars 1 to 6 (and
elsewhere) would be regarded as examples of grouping contradicting the

overall metrical structure (metrical and grouping analyses 4 la Lerdahl

and Jackendoff are included in Figure 1.5). Thus, the logical
consequence of combining Lerdahl and Jackendoff's (1983) approacr and
Jackendoff's (1992) train of argument 1s that there must be at least two

types of perceived meter, defined as follows:
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Perceived real-time meter is the changing representation of metrical

structure that is constructed by the 1istener~ while the music is in

progress.

Perceived abstract meter is the overall representation of metrical

structure that is constructed by amassing perceptual information in

memory once the piece is completed.
Introspection suggests that the listener will strive to find one
abstract meter that can account for an entire musical piece. Both the
theoretical and practical portions of this dissertation will concentrate
on perceived real-time meter, although perceived abstract meter will be
addressed again in Chapter 3.

The final term to be defined here is rhythmic categorization.

Once a metrical framework has been established. it is used by the
listener to process time intervals that occur subsequently in a piece of
music. Time intervals that are mildly non-conformant with the
established metrical hierarchy, are categorized by the perceptual system
as if they were conformant. Thus, for example, if the normative IBI is
established as 500 ms (120 bpm), then I0Is such as 493, or 511 ms will

probably be categorized as corresponding to the beat time interval. By

the same token, intervals of, say. 243 or 261 ms will probably be

categorized as duple subdivisions of the beat. Rhythmic categorization

may therefore defined as follows:

® Rhythmic Categorization is a certain amount of perceptual leniency
with inaccurately or expressively executed musical time intervals
that do not strictly conform to the established metrical structure.

Thus, non-conformant time intervals are assimilated into the prevailing
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meter. This type of accommodation makes intuitive sense since many of

the discrepancies between performed time intervals will be the result of
human performer error, and will not be meaningful within the musical
context. Obviously. however, if there are large inconsistencies between
successive time intervals, say 500 ms followed by 578 ms, then the
differences will be detected by the average listener. In this case,
such a large discrepancy is likely to signify something deliberate and
meaningful in the musicC, such as a ritardando. therefore we would not

expect the perceptual system to ignore such phenomena.

The Nature of the Pfoblem

Rhythm modulation and tempo modulation, as defined in the
foregoing paragraphs, are two variants of the more generic concept of
temporal change. The perception of rhythm and tempo modulation involves
detection of a change in IOl from a previously estabiished. normative
time interval (normally the established beat). Rhythm and tempo
modulation differ, however, in the way an established time interval is
altered. Rhythm modulation maintains a steady beat rate across bars.
but isochrony within bars is disrupted in an ever-more-pronounced
fashion. On the other hand, tempo modulation, as employed in this study
at least., mavifests itself as a gradual change in the IOl across bars
while maintaining isochrony within one bar.

Given the difference in time-span over which the two types of
temporal change operate. it would be of interest to know if detection of
rhythm modulation differs from the detection of tempo modulation across

treatment conditions when various aspects of rhythm are varied. The
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principal problem addressed in this study may therefore be stated in
general terms as follows: How is the detection of rhythm modulation and
tempo modulation affected by the rhythmic context within which these
temporal changes are couched?

The three experiments described in Chapters 4 and 5 examine the
relative gifficulty/ease with which temporal change is detected in
different contexts. Using synthesized drum beats, Experiment 1
determines if, and under what conditions, one type of change is
perceived more easily than the other. Experiment 1 also examines
temporal change perception with both shortening and lengthening I0Is,
and ascertains if such change is perceived differently depending on the
starting tempo. Also using drum beats. Experiment 2 is primarily
intended to investigate the possible effect of metrical location (or
position in the bar) of temporal change on change perception.

Experiment 3 examines the influence of beat subdivision on temporal
change perception. Experiment 3 uses extracts of real piano music
instead of drum beats, and so introduces a degree of ecological validity
into the study. The factors listed below are manipulated in the three
experiments:

1. TYPE. Two types of temporal change are examined: rhythm
modulation and tempo modulation.

2. DIRECTION. Onsets can be displaced in two directions: the
First Anomalous Onset (FAO) can occur earlier than expected or later
than expected. Examples of early and late FAQs are given in Figure 1.6.

3. INITIAL BEAT RATE. In order to determine whether particular
temporal-change-detection trends are pertinent to the entire musical
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tempo range. a number of different initial Deat rates are employed
2cross experiments: 45, 60, 75, 120, 150, 190 and 300 bpm.

. 4. LOCATION. Experiment 2 employs two LOCATION conditions.,
with the FAO on beat 1, or with the FAQ on beat 2. In Experiments 1 and
3 LOCATION is held constant on beat 1.

5. PIECE. In order to test for the effect of beat subdivision
on change detection, Experiment 3 uses four different extracts of
keyboard music. Three of these pieces, those by Bach, Chopin and
Hindemith, present sixteenth-note subaivision of the quarter-note beat,
whilst a fourth piece by the author presents only the quarter-note beat.
The levels of the PIECE variable, therefore, are: Bach, Chopin,
Hindemith and Author.

6. VERSION. Finally, in order to test for reliability. each
respondent is presented with both an original and a replication version
of each stimulus condition. This replication allows one to determine
whether learning or fatigue takes place over one experimental session.

Specific experimental hypotheses arise out of the perceptual
model described in Chapter 3, and one must await a detailed delineation
of this model before the hypotheses can be advanced in full.
honetheless, it is possible at this stage briefly to outline certain
predictions about the effects of manipulating the aforementioned
variables. Generally, one overall prediction might be made: although
rhythm and tempo modulation are two classes of temporal change, it i3
the principal hypothesis of this dissertation that they are perceived
differently. The reasoning behind this hypothesis may be briefly
summarized as follows: It is evident from Figure 1.6 that the change in
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note-to-note I0I-ratios in rhythm modulation becomes ever more marked as
the stimulus progresses. For this reason. one might suppose that rhythm
modulation is detected on a note-to-note basis. that is by comparing
immediately adjacent I0Is in perception. On the other hand. in the case
of tempo modulation, the actual change ratio from bar to bar (beat to
beat) is quite small, for example 1.03/1 = 1.03, 1.06/1.03 = 1.029,
1.09/1.06 = 1.028 and so on. Therefore, if tempo modulation 15
noticeable, its detection must be due to a cumulative effect over
several bars. Thus gradual tempo modulations, of the sort used in this
experiment at least. will be detected by comparing the currently
sounding tempo with some representation of the initial tempo in memory.
From this reasoning, and from the results of the literature summarized
in Chapter 2. one would expect different detection patterns for tempo
modulation from those for rhythm modulation. This prediction leads to
the principal hypothesis of this dissertation:

e Temporal changes that occur "suddenly.” i.e., within the span of the
psychological present, are detected 1n perception; temporal changes
that occur "gradually,” i.e.., outside the span of the psychological
present, are detected by comparing a memory trace with perception.

The different processes used to dete:t sudden changes (for example

rhythm modulation) and gradual changes (for example tempo modulation)

are predicted to result in statistr<aliy significant two-way
interactions between the independent. variable TYPE and other variables.

Specifically, the following four subsidiary hypotheses may be

identified. The first three are as follows:
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1. There will be a statistically significant interaction between TYPE
and DIRECTION

2. There will be a statistically signifircant interaction between TYPE
and INITIAL BEAT RATE

3. There will be a statistically significant interaction between TYPE
and LOCATION.

For reasons arising from the model outlined in Chapter 3, it is

impossible to predict whether there will be a statistically significant

interaction between TYPE and PIECE (subdivision) or whether PIECE as a

main effect will be significant. Therefore, the fourth hypothesis is

stated as follows:

4. There will either be a statistically significant main effect owing
to PIECE alone, or there will be a statistically significant
interaction between TYPE and PIECE.

These four hypotheses are tested in the experiments described in

Chapters 4 and 5.

Importance of the Problem

The importance of investigating the detection of rhythm and
tempo modulation is both theoretical and practical. Experimental work
on meter and categorical perception has generally been informed Dy quite
thorough theorizing. The main theories (Povel 1984: Clarke 1985 Jones
and Boltz 1989; Parncutt 1994) will be reviewed in Chapter 2. However,
as admirable as some of these attempts are, there has been a tendency to
take a "bird's-eye view" of rhythm perception--as if most or all of the
time intervals in a rhythm were available to the perceiver
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instantaneously and concurrently. Whilst one cannot deny that a certain
amount of temporal integration must go on as perception is taking place
in time (how otherwise could events be perceptually related?), the
purpose of the theory proposed in this dissertation 1s to concentrate on
the bottom-up. event-by-event processing of musical rhythms.

Much experimental research has already been carriad out on tempo
modulation perception. However, little or no attempt has been made to
provide a theoretical account for the reliable trends that have been
observed. Rather, researchers seem to have been daunted by the
multiplicity of tempo-related behaviours, and have simply acceded to
Wang's view that "the nature of tempo perception is evidently quite
complicated.” (Wang 1983, 55). This dissertation does not intend to
deny the complex nature of tempo perception. However, it is hoped that
by placing the relevant experimental results within a wider framework of
time-interval perception in music, some tentative explanatory theory can
be put forward.

A possible practical value of this study may be that, in
contributing to a greater understanding of the human processing of
temporal information in music. it can inform music-making activities for
music educators and performers. In music education, novice performers
often find the temporal aspects of music challenging. If educators know
why a student cannot hear that he/she is playing a rhythm incorrectly,
or why he/she is straying wildly from a steady tempo, this knowledge
offers the educators more efficacious tools for correcting these faults
in an informed manner before bad habits become ingrained. In addition,

knowing which aspects of time-interval perception are more difficult
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than others, it is possible that educators may better arrange the order
of different types of rhythmic exercises in & pedagogical sequence (for
an attempt at ordering, see Gordon 1976).

In the case of performance, expert players and singers
frequently employ various types of rhythm modulation (agogic accents,
inégalités, swing) and tempo modulation (rubato, ritardando) to breathe
expressive life into their performances. A greater appreciation of the
extent to which these expressive devices are perceived may provide new
information about the psychological processes underlying successful
performances. In particular, experimentation investigating the
parameters of rhythm and tempo modulation may help to identify specific
contexts in which these two types of temporal change are most likely to

be perceived in musical performance.

Organization of the Dissertation

The perception of temporal change within a metric context will
be examined from both a theoretical and an experimental standpoint. The
theoretical portion of this dissertation comprises mainly Chapters 2 and
3. Chapter 2 provides a review of the pertinent literature on the
perception of musical rhythm, Firstly. general ideas from "time
psychology™ and memory research are introduced and their applicability
to music is discussed. This discussion leads into consideration of such
topics as tempo modulation perception, beat perception, meter and
categorical perception of rhythm. The general findings of Chapter 2 are
summarized, and then Chapter 3 is set the task of accounting for at

least some of these results through a theoretical model. The model
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generates hypotheses concerning the manner in which short time intervals

in music are perceived and cognized. Although the model is fairly
general, several specific predictions arise from the interactions of
different stages within the model. In order to test the model against
introspection, several rhythmic stimuli are considered as they "pass
through” different stages of the processing system.

Whatever intuitive appeal explanations in Chapter 3 might have,
real-1ife empirical testing of the theory is of course necessary. The
three experiments described 1n Chapters 4 and 5 are designed to test
some of the hypotheses arising from this model. Experiments 1 and 2 use
fairly simple unpitched drum stimuli whose rhythmic characteristics are
tightly controlled. This temporal control is exercised in the interests
of internal validity. However, one unfortunate sacrifice that is made
whenever internal validity is sought 1s that stimuli must be simplified
compared to what one would encounter in real-life musical situations.
The isochronous drum rhythms employed in experiments 1 and 2 are a far
cry from the rhythmic subtleties of a typical musical performance.
However, this study is experimental, and, in the experimental tradition,
it is a tenet of this dissertation that the better part of wisdom lies
in working from the ground up. It is only by first understanding the
perception of rhythm and tempo modulation of raw beats. that one can
then progress to understanding how temporal change is perceived 1n more
complex rhythms.

The above arguments notwithstanding, Experiment 3 essays to
imbue the study with a 1ittle more ecological validity. Extracts of real

piano music are used to see how the same temporal changes are perceived



28
1n the midst of a melodic/harmonic phrase, rather than in simpie drum
beats. It should be added. however, that the stimuli used in Experiment
3 st11] lack certain attributes found 1n real musical performance. Most
notable of these, bearing in mind the focus of this dissertation, is
rhythmic expression, viz rubato and agogics. In other words, apart from
the rhythm and tempo modulation i1ntroduced as control variables, the
piano-piece excerpts are still metronomic (controlled by a computer
sequencer). For this reason. they still maintain a modicum of
artificiality. However, the alternative, adding controlled rhythm or
tempo modulation on top of other expressive temporal changes, seemed
less desirable. Since the purpose of the experiments was to detect
temporal change. in such circumstances 1t would have been impossible to

direct subjects' attenticn exclusively to the controlled temporal

changes. For this reason, one could not know whether a given response
datum reflected the perception of rhythm or tempo modulation, or other
expressive deviations.

The final chapter, Chapter 6. draws the results of the three
experiments together. Experimental findings are interpreted in the
light of both the experimental literature and the proposed model.

Possible confounds are addressed and. to bring the dissertation to a

close. suggestions for future research are made.




CHAPTER 2
REVIEW OF THE LITERATURE

As in many areas of research, the list of citable literature
pertaining to the psychology of rhythm, meter and tempo 1s long and
varied. In order to reduce the sheer volume of work that could
reasonably be surveyed, this chapter will focus on those studies that
have a direct bearing on rhythm and tempo modulation perception.
However, so that individual experimental studies may be put 1n a general
context, the first part of this literature review will provide a
conspectus of several aspects of time perception in general. The
chapter is therefore divided into three sections:

1. Time Perception. Theoretical ideas from research in the
psychology of time set the scene for time-interval and temporal change
perception in music. The notion of the psychological present is
explored as the 1imit of one span of attention. One possible mechanism
that may contribute to the psychological present in the auditory
modality is “echoic memory,” which is introduced next. Consideration of
echoic memory leads naturally into other, less evanescent forms of
auditory memory. Finally in this section, a different view of attention
is examined, namely that attention is periodic and mediated by internal
oscillators.

29
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2. Tempo Perception. The second section surveys the
experimental literature relevant to tempo modulation perception. This
survey begins by examining the range within which listeners
preferent1ally choose a beat-rate. Having established the preferred
tempo range, the section goes on to 1dentify under what conditions tempo
modulation is optimally perceived.

3. ODuration, Beat and Meter Perception. The third section
discusses the literature that pertains to rhythm modulation perception.
The results of psychophysical experiments on duration discrimination are
contrasted with studies investigating abstract cognitive representation
of musical time intervals. The importance of beat extraction for the
cognitive representation of rhythm is discussed, and this in turn leads
to consideration of meter and the categorical perception of rhythm.

Whilst this literature review attempts to cover all the major
research that has some relevance to the theoretical and experimenta)
portions of this dissertation, it is not exhaustive in all areas and
some subjects are only cursorily represented. Firstly, the experimental
literature on grouping, a concept which seems central to many people’s
notion of rhythm, is not examined. The reason for this apparent
disregard is that grouping (and therefore Cooper and Meyer's theory) 1s
only of passing interest to the model of time-interval perception
forwarded in this dissertation. By extension then, much of the
experimental work on patterning arising from parameters such as pitch,
dynamics or timbre--auditory stream segregation for example--is not
included. Secondly. possible 1inks between rhythmic abitity and

physical movement are outside the scope of this dissertation. Studies
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concerning psycho-motor or performance-oriented behaviour are mentioned
only insofar as they inform the discussion concerning time-interval or
meter perception, Thirdly, an established corpus of literature on the
affective and/or motional quality of rhythm 1s omtted (e.g. Gabrielsson
1973). A1l three of the above bodies of research assemble quite
legitimately under the banner of rhythm, and their omission 1S not
intended as an implied rejection of their purport or methodology.
Rather, they represent such a diversity of approaches and opinions that
their integration into a single theory of rhythm must await future

research.

Time Perception

Block (1990) identifies three general aspects of psychological
time that have consistently received attention from researchers: (1)
succession (perception and recognition of sequential order). (2)
duration (perception and categorization of durations in certain
contexts) and (3) temporal perspective (individual experiences of past.
present and future). A1l three of these aspects of psychological time
can conceivably have some effect on music perception and cognition.
However, this dissertation, and therefore this chapter, focus on 1tem
number 2. duration perception, which covers the three central concepts

of musical time: rhythm, meter and tempo.

The Psychological Present
A number of models of time perception regard temporal experience

as a sampling process in which the fiow of stimulus information 3s
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divided up 1nto either discrete o~ continuous chunks. These models are
often called perceptual moment models as they imply the integration of
an extended span of physical time into what is perceived as a single
instant (Block 1990). The most venerable perceptual moment model, and
the one most invoked in discussions on rhythm, is that cf the
psychological present, first denoted by William James as the specious
present (James 1950).

For James, the specious present was a continually shifting
perceptual window (or travelling moment) through which one could
integrate events that are physically separated in time. As James
himself put it "The practically cognized present is not a knife-edge,
but a saddle-back, with a certain breadth of its own, on which we sit
perched and from which we look in two directions into time" (James 1950,
609). The concept of the specious present has proved enduring, possibly
because it is phenomenologically appealing and theoretically useful.
However, since James®' original formulation, the specious or
psychological present (the latter being the currently preferred term)
has undergone some necessary revisions. Most importantly. perhaps. the
idea of a continuous, shifting window 1S now regarded as problematic
since such an arrangement would iead to multiple experiences of the same
(physical) event (Mabbott 1951). As Fraisse (1963) points out. we do
not at one instant hear the "tick-tock” of a clock, and at the next its
“tock-tick,” but rather group 1ts ticks in pairs consisting of
perceptually accented and unaccented beats. This observation challenges

James®' conception of the specious or psychological present as a sort of

perceptual gang-plank, which, as it assigns one perceptual event to a
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cabin in long-term memory, admits a new stimulus event from the dockside
of the physical world. For this reason. the psychological present is
now regarded as a discrete moment, a self-contained chunk of attention.
Accordingly, & revised definition of the psychological present 1s
offered by Michon: *. . . the time interval 1n which sensory
information, internal processing, and concurrent behavior appear to be
integrated within the same span of attention.” (Michon 1978, 89).

In musical rhythm the notion of the psychological present seems
particularly useful; the fact that listeners are able to relate
consecutive notes or chords to each other. to group them, suggests that
they routinely make use of some type of temporal integration. Some
agreement is evident among writers concerning estimates of the typical
time span of this integration. Fraisse (1984) states that it seems to
have an upper limit of about 5 seconds. but 1s more typically nearer to
2-3 s in time span. Michon (1978) agrees with the average value of 2-3
s but places the upper limit at 7-8 s. Poppel (1972) has similarly
estimated the maximum duration of the psychological present to lie
between 4 and 7 s. The absolute lower 1'mit of the psychological present
may be set at the threshold of event <uccession perceptron (circa 50
ms). although Michon (1978) notes trat 1n many cases events must be
separated by at least 150-250 ms to ue perceived as individual entities,
whatever the extreme 1imits of the p.ychological present are, Michon
(1978) adds that temporal structure or 5rouping 1S most apparent when
events are separated by between 250 and 400 ms.

However, to talk of the psychological present in terms of 1ts

typical temporal spans can lead one to imagine that it is a single
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cogmtive or neurological mechanism., Rather, 1t should be stressed. the
psychological present 1S a phenomenal byproduct of perhaps multiple
perceptual and cognitive processes that all attempt to find pattern in
and impose order on a wide variety of incoming stimuli. As such, the
time span of one psychological present may be expected to vary greatly
depenuing on the sensory modality, the rate of succession, and the
complexity of stimulus events. Such a diversity of observed temporal
spans is evident in the literature on the hypothetical "echoic memory,”
one of the likely components of the psychological present in the
auditory modality. The parameters of echoic memory will be examined

next .

Echoic Memory and Short-Term Memory

The echoic memory (a term originaliy coined by Neisser [1967])
is presumed to hold a single, discrete chunk of the auditory signal.
Echoic memory preserves most of the stimulus’ acoustical detail intact,
yet this detail decays inexorably over several seconds. As such, echoic
memory provides precategorical storage of stimulus events and allows
integration and comparison of events over a short time-span. Echoic
memory has also been called "precategorical acoustic storage™ (Crowder
and Morton 1969). or, more recently, “phonological Toop” (Baddeley
1990).

The duration of echoic memory has been estimated using a number

of different experimental approaches.’ Work on dichotic listening has

‘Although they are counted as manifestations of echoic memory by
some reviewers (e.g., Cowan 1984), the psychophysical phenomena of
auditory persistence, (e.g., Efron 1970), amplitude-duration integration
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suggested duration estimates for echoic memory of 1.5 s (Treisman 1964).
approximately 2 to 4 s (Bryden 1971). and no more than 5.3 s (Glucksberg
and Cowen 1970). Studies using a stimulus recognition paradigm have
given estimates of circa 2 s for vocalrzed digits and letters (Darwin,
Turvey and Crowder 1972). whilst Treisman and Rostron (1972) noted 3
near chance recognition of tones after 1.6 s. In a periodicity
detection study, Guttman and Jutesz (1963) found that subjects retained
spectral information about a white-noise stimulus for up to 2 s. whilst
Kubovy and Howard (1976) estimated the half-life of the echoic store to
be around 1 second. Using a two-stimulus-comparison paradigm, Crowder
(1982) found that vowel comparison deteriorated markedly after 3 s,
whilst Lu. Williamson and Kaufman (1992) found that memory for tone
loudness had a decay half-life of circa 2 s, and reached its asymptote
around 5 s.

Yet another batch of studies has suggested that some acoustical
detail is left to the listener after much Tonger delays: i1n a review of
the literature on modality and suffix effects (e.g. Crowder and Morton
1969, Morton, Crowder and Prussin 1971), Cowan (1984) suggests that
auditory memory may 1ast up to 20 s. In addition, Wickelgren (1969)
noted a continued decline in comparison performance when tones were
separated by intervals greater than 24 s.

How might one account for such a wide variety of estimates for
the duration of echoic memory? Firstly, as Karnbach (1994) has noted,

when considering a limited-span store such as echoic memory, at least

(e.g.. Stevens and Hall 1966) and detection masking (e.g.. ZwislocCk!
1972) are here considered to result from more peripheral neural
mechanisms than those responsible for echoic memory.
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two durational parameters should be 1dentified: (1) storage capacity and
(2) decay time. The storage capacity of echoic memory would be the
maximum storable length of one "chunk™ of stimulus. wnereas the decay
time would be th~ time the trace takes to deteriorate beyond
recognition. In many studies on echoic memory, experimenters simply
assume trat they are examining decay time, and no mention of storage
capacity 1s made. However, 1f one envisages echoic memory as possessing
an nput buffer that can ntegrate., say. up to 2 seconds of stimulus
signal, once that buffer 1s full, its contents would either have to be
shunted elsewhere to make room for new incoming stimulus information, or
be jettisoned. Both the above literature review and introspection
suggest that auditory traces of only a few seconds old are not entirely
Jettisoned, implying that they are relocated. If, as part of the
relocation process, acoustical fidelity is lost, then this process would
be indistinguishable from trace decay. In short, the above estimates of
the duration of ech.  memory may reflect its storage capacity. 1ts
decay time or both.

A second reason for the variety of durational estimates for
echoic memory is the diversity of experimental tasks asked of the
subjects in the above studies. For example, if a subject has to compare
the timbres of complex sounds (white noise for exampie), this type of
comparison .ask will suffer much more quickly from signal decay in
echoic memory than will a task where a subject is asked to compare the
pitches of two successive sine-waves. In addition, the nature of a

nurber of tne experimental tasks in the above literature (for example
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word recall) suggest that other more abstract types of memory may
1nfluence subjects’ performance.

Generally. in fact, longer recall times of more than about 3 s
are reminiscent of what has been called short-term memory (Miller 1956).
In the classic information-processing model of perception, perceptual
input is regarded as a three-stage serial process i1nvolving a "sensory
register." “"short-term memory"” (or STM) where only a limited number of
partly categorized elements can be manipulated, and an almost limitless
"long-term memory” whose contents are more abstract (Michon 1985). In
such a model, echoic memory would 1ie at the interface between the
sensory register and short-term memory. Yet, once one strays into the
area of memory, one has, strictly speaking, left the domain of the
psychologcal present and temporal integr ‘on in immediate perception.
As Michon notes. the psychological present and STM *. . . are
essentially different: the 20-30 sec estimates [for STM} are obtained
with @ limited static load on memory. whereas the 10ads on the present
are dynamic . . ." (Michon 1978, 95).

However, as the literature reviewed above suggests, the
conceptual distinction between echoic memory and STM is frequently
blurred. One oft-muted difference 1s that, whereas echoic memory holds
information in a precategorical state. the contents of STM seem to be a
mixture of raw signal data and more abstract categorical information
about the stimulus (Cowan 1984). This mixture of raw and abstract
information is evident in some of the experiments performed on ST. for
musical stimuli. For example, Dowling and Bartlett (1981) and Dewitt

and Crowder (1986) found that whilst 1nterval structure was important
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for recalling melodies 1n long-term memory, the more primitive factor
“contour” was more influential for recall in STM.  However., Cuddy and
Lyons (1981) found evidence that in spotting mistakes in two consecutive
transpositions of a standard melody, subjects had a lower percentage-
correct score for modulating and nondiatonic melodies than they did for
diatonic melodies. Simitarly, Croonen and Kop (1989) submitted that
intervallic information might be extracted from sequences 1n STM,
provided strong cues for a particular key centre are presented with the
melody. The results of both Cuddy and Lyons (1981) and Croonen and Kop
(1989) suggest that some degree of abstraction occurs in auditory STM.?

One noteworthy model of auditory short-term memory effectively
combines echoic memory with STM (Frick 1988). Frick proposes that
auditory short-term memory may be likened to a variable-speed tape
recorder: if storage of fine-grained acoustic detail is required, the
tape must run fast to capture the desired fidelity, and hence the
maximum duration (capacity) that can be recorded is correspondingly
reduced. Alternatively, if a premium 15 placed on recording a long
stimulus, the tape can run slowly, but with a corresponding drop in
trace fidelity. Evidently. the tape recorder analogy suggests that the
contents of auditory short-term memory 3re raw acoustical data. Frick
therefore posits that this unprocesvel 'nformation is parsed and
categorized just prior to recall. wrat s not made clear in Frick's

model, however, is how long a trace -ay be stored and what happens to it

‘The above references are intended merely as examples of studies
that offer evidence for a mixture of precategorical and abstract
information in STM for musical stimuii. For a more comprehensive review
see Berz (1995).
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once a new stimulus is presented to the listener. In other words,
although Frick addresses the question of storage capacity. he neglects
the issue of trace decay. Presumably. if recorded acoustical data 1s to
be used at all. abstract, parsed information must be extracted from 1t
before it has decayed beyond usefulness or been replaced by a new
stimulus. These issues will be addressed by a modified version of
Frick's model in Chapter 3.

For the purposes of this dissertation, it will be assumed that
the storage capacity of echoic memory is typically 1-2 s and no longer
than 3 seconds. Much of the iiterature reported above converges on this
approximate duration range. Longer values of 20 to 30 s reflect the
decay time of echoic memory, rather than 1ts storage capacity. It 1is
here suggested that auditory STM is simply the accessing (the playing
back) of this decaying auditory trace, combined with the more abstract
precessing operations that are performed on that trace (e.g.., the
superposition of a cognitive tonal scheme on a set of pitches). In this
way. temporal integration in perception (the psychological present) 1s
intimately tied up with immediate recall of auditory events (the
"psychological past").® Both are evidently vital to the ongoing process

of integrating and organizing temporatly separated auditory events.

*Coincidentally, a more recent memory paradigm, namely
proceduralism, supposes that memories are simply the Dy-product of
perception and cognition, the useful residue of the combined perceptual
and cognitive processes that come to bear on a stimulus (Crowder 1993).
In the proceduralist viewpoint, however, there is no need for discrete
storage-site type memories dedicated to specific sorts of stimuli or to
specific sorts of tasks.
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Attentional Periodicity and Internal Oscillators

The psychological present was characterized as a single span of
attention in which stimulus events are integrated. Although the
previous pdaragraphs have examined the typical duration of the
psychological present and 1ts probable component, echoic memory, nothing
has been said about how attention might be focused over time. A
temporal theory of attention has been developed by Jones and associates
(Jones 1976, 1990, 1992: Jones and Boltz 1989: Jones and Yee 1993). and
this theory will be described in the following paragraphs.

Jones (1976) first proposed her theory in the wake of an
important experiment by Handel (1973). Handel's study had shown that
simple auditory sequences are processed much more easily if they can be
divided into groups of a constant time interval. To explain Handel's
findings, Jones posited that the listener's attention tunes into the
periodicities present in the first few seconds of a stimulus. and
extrapolates these time intervals to predict when events, or groups of
events, will occur in the future. Thus, if two events el and e2 are
separated by a time interval 7, then they will generate the expectation
of a third event (e3) at i after e2 (see Figure 2.1). If 7 is
duplicated between e2 and e3, it is strengthened as a plausible time
interval for the prediction of yet more future events (ed etc).
Furthermore, the interval between el and e3 (27) now sets up its own
expectation and predicts the occurrence of 5. Thus this projection of
time intervals into the future works on two (or more) levels, that is,

it is hierarchical. Experimental evidence that regularly spaced
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Figure 2.3. Binary hierarchy of time intervals, as envisaged by Jones
(1976). Notehends represent the onset of an auditory eveant (el, e2,
etc.); time intervals between events (101s) are represented as nuiltiples
of i. Time intervails at one hierarchical level are nested within time
intervals twice as long at the next hierarchical level up. Thie
hiararchy is Lherefore recursive since time intervals on adjacent levels
are related by a constant factor of 2 (= 3).
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(isochronous) events on at least two hierarchical levels facilitate
perceptual processing is offered by Essens (1986).

Jones and Boltz (1989) hold that this periodic focusing of
attention plays an important role not only in the perception of musical
sounds but also in the perception of non-musical sounds such as speech.
Of course, for sounds in nature, where events often happen at seemingly
random time points, such expectations are frequently confounded.
However, the theory makes sense from the point of view of cognitive
economy, for, if on the evidence of previous events a future event is
likely to occur at a certain point in time, then it is sensible to save
one's attentional effort for that moment. Notice also that. rather than
focusing of absolute time intervals that may or may not be germane to
time perception, Jones® theory emphasizes the role of relative timing.
Events are processed more reliably if they occur at some multiple of the
initial time interval 7 after el. In theory at least, 7 can be any
absolute time interval.

An expansion and refinement of Jones' (1976) theory may be found
in Jones and Boltz (1989). These authors discuss the relevance of
hierarchy at some length. Hierarchical structures involve the embedding
of a set of equal time intervals at one level (T,) into a time interval
at the next level up (T..). So. returning to Figure 2.1, the time
interva! at level T, is 7 and the time interval at level T,, is 2i. The
relationship between the time intervals at T, and those at T, is
constant and Jones and Boltz denote this constant as a ratio C.. Thus,
in Figure 2.1, C, = 2 since T,, = 2 (T.). In addition, Jones and Boltz

regard recursiveness as a necessary feature of truly hierarchical
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structures. A recursive hierarchy would be one where the same constant
ratio relates any pair of adjacent levels. Thus, for example, in a
recursive hierarchy, 1f T.. = 2 (T.). then T.., = 2 (T...) and so on.
Figure 2.1 1S an example of a binary recursive hierarchy.

However, 1t is Jones and associates’ very insistence on
recursiveness that can be problematic. The stipulation that a constant
C. should interrelate a1l adjacent levels of the hierarchy is
unfortunate. If the theory 15 i1ntended to model musicians' notions of
meter and hypermeter (and Jones and Boltz's use of musical stimuli
suggests that it is), then this stigulation must be relaxed. There are
many commonly used meters that are not recursive, for example 3/4 which
divides time spans of Lne bar (dotted half-note) into three beats
(quarters), but then each of these beats is 1tself subdivided 1nto two
eighth-notes.

A second issue that has to be addressed with regard to Jones'
theory is how the perceptual system might actually tune into the
periodicities inherent in the stimulus. The most favoured explanation
is that neural oscillators in the listener's brain entrain to the
periods that elapse between successive stimulus events (Gross and Daan
1985). Entrainment is a concept originally developed in physics to
describe the way that two mechanically coupled clocks gradually shift
periodicity so as to tick in synchrony with each other. Although the
hypothetical oscillator involved in time perception is not mechanical,
the notion that neural "ticking" adapts its period to be synchronous
with an external periodicity is evidently close to the original 1dea of

entrainment. Although direct observation of entrainable neural



44
oscillators 1S at present lacking, entrainment has been proposed as the
way a wide variety of organisms adapt to periodic changes in the
environment (Gross and Daan 1985).° In addition. a computer model of
entrainment to short time intervals 15 provided by Large et al (1993).

By way of summary, it should be pointed out that this section on
time psychology has discussed the processing of two types of time
interval. Firstly, in talking about the durational ranges implied by
the psychological present and echoic memory 1t has referred to absolute
time intervals. Although the duration/decay time of these hypothetical
mechanisms is never rigidly prescribed, there are certain upper and
lower bounds beyond which events simply 1ast too long or sound too
rapidly tc allow integration in one span of attention. Secondly, in
talking about attentional periodicity. this section has referred to
relative time. According to Jones®' theory, a series of time intervais
is coherent provided that they form simpie integer multiples of the
shortest time interval present 1n the stimulus. One of the tenets of
this dissertation is that the complementary concepts of absolute and
relative time both tell a truth abcut the nature of time-interval
perception. The manner in which both absolute and relative time-
interval values come to bear in music perception will be fleshed out 1n
the following two sections on tempo :rd meter. Tempo perception,

especially the preferred tempo rarge, nay be seen as @ manifestation of

‘Rather, one should say that opservation of neural entrainment to
rhythmic durations is at present lacking. The frequency theory of pitch
perception, for instance, posits that the firing rate of certain
auditory neurons matches (entrains to) the frequency of the incoming
stimulus, and a number of experimental studies support this theory (see
Moore 1982. ch. 4, for a review).
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absolute time intervals 1n music perception. Conversely, meter may be

regarded as a musical embodiment of relative time intervals.

Tempo
The experimental literature on the perception of musical tempo
may be broadly divided into two problem areas: (1) that concerned with
the preferred beat tempo range. and (2) that concerned with the accuracy
of tempo modulation perception. Since tempo modulation perception has
been examined experimentally over much of the tempo range, a review of

problem area (1) may serve as an introduction to problem area (2).

Preferred Tempo Range

Work on preferred or natural beat tempo range ranks as some of
the most venerable research in music perception. Early experimenters
were interested in the so-called "indifference interval,” or the time
interval between successive events that makes those events sound neither
too slow nor too fast. Using simple metronomic stimuli, Wundt (1911)
found an average indifference interval of 600 ms. This estimate 1s
matched by the average "preferred tempo” of 100 to 120 bpm (500-600 ms)
observed in Waliin's (1911) study. which had subjects compare tempo
pairs until they homed in on a preferred tempo. However, Wailin also
noted a large inter-subject variance with minimum and maximum preferred
tempi as far apart as 40 and 208 bpm (1500 and 288.5 ms). The 1dea of a
preferred time-interval of 600 ms between sound events 1s bolstered 1n
other studies performed by Fraisse (1963). When asked to reproduce

temporal intervals, subjects tended to overestimate ones shorter than
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500-600 ms and underestimate ones longer than this. As a consequence of
this observation, and because Fraisse also noted that prospective
judgment of intervals is most accurate around the same time-interval
range, the 500-600 ms range has been identified as the indifference
interval.

Another approach favoured by researchers from the 1930s onwards
was to record subjects' “spontaneous tempo”™ or “personal tempo.”
Spontaneous or personal tempo is the rate at which an individual will
spontaneously tap his/her foot or finger in the absence of any cuing
stimulus. Various aspects of personal tempo were examined by such
researchers as fFrischeisen-Kéhier (1933) who proposed that this
phenomenon was hereditary, or Rimoldi (1951) who sought to demonstrate a
correspondence between the natural motoric rate of opposite limbs. In
contrast, however, Harrison (1941) found "no indication of a unitary
speed trait or factor which is characteristic of the voluntary
spontaneous movements of an individual.” (Harrison 1941, 373). Rather,
the spontaneous and the maximum tempo of individuals performing various
motoric tasks depended on the nature of the task., and Harrison found
little inter-task correlation for each individual subject. More
positive results were obtained by Fraisse and his co-workers in Paris
(Fraisse, Pichot and Clairouin 1949: cited in Fraisse 1982). For
tapping, Fraisse et al found that the preferred time-interval varied
between 380 and 880 ms, although “"one can assert that a duration of 600
msec is the most representative.” (Fraisse 1982, 153).

Support for a slightly longer preferred time-interval range is
found in Brown (1979). In reviewing some of the literature on tempo,
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Brown notes that a normal or preferred time interval is to be found
around 700 ms but may drop as low as 100 ms. He goes on to add that
“the 750 msec. area in both Time Psychology and Movement is inescapable.
In addition, its metronomic equivalent of circa MM=80 . . . has long
been considered the ‘just' or ‘normal’ tempo.” (Brown 1979, 23).
However, accompanying Brown's 1979 paper is an empirical longitudinal
study that had subjects play musical extracts under different conditions
(Brown 1981). This second study seems to imply that whilst individual
tempo preferences are remarkably consistent, various factors such as
instrument on which a piece is performed, time of day and modality
(major versus minor) give rise to a large inter-individual variability.
Interestingly, a more recent repeated-measures study concerned with the
consistency of listener (rather than performer) preference found that 3
subject’s musical background and the style of a composition do not
significantly affect tempo preference, but the initial speed of the
stimulus music does (Lapidaki and Webster 1991). In other words. once
lisceners are presented with a certain tempo they exhibit preference
inertia. a reluctance to change what is given.

Two studies by Hande and associates, concerned with the
perception and reproduction of polyrhythms, provide further evidence for
a wider preferred tempo range than the 500-600 ms span suggested by
Fraisse (Handel and Lawson 1983; Handel and Oshinsky 1981). In both of
these experiments subjects were asked to tap along with polyrhythms in
any way they wished. The polyrhythms consisted of two or three non-
integrally related pulse-trains (e.g.. 2 against 5 [2x5] or 2 against 3
against 7 [2x3x7]1) that were manipulated 1n terms of loudness. pitch and
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pattern-repetition rate. When pattern-repetition rate affected
subjects’' responses, 1t tended to produce a moderating effect: faster
pulse trains were tapped at slower tempi and slower pulse trains at
faster tempi. For all the polyrhythms presented in Handel and Qshinsky.
the between-tap intervals extended between 100 and 1000 ms with a
concentration around 400 ms (150 bpm). Similar time-interval ranges
seemed to apply in the Handel and Lawson experiments although the
introduction of three-component pulse trains made these results harder
to interpret,

One ingenious paper studied undergraduates' preferred tempo for
nineteen popular songs in both perception and imagination (Halpern
1988). For each song, subjects either adjusted the speed of a
computerized performance until they attained optimum tempo, or they
calibrated a metronome to match the tempo of an imagined performance in
their heads. Preferred perceived tempi had a mean of 99.2 bpm (604.8
ms) and preferred imagined tempi had a mean of 97.6 bpm (614.8). In
addition, for all songs. perceived and imagined tempi were highly
positively correlated, although Haipern found that the minimum and
maximum imagined tempi for each song varied quite widely, from 65 to 164
bpm (923 to 366 ms).

Three other related studies reveal a broad yet consistent
preferred-tempo range. Duke (1989b) and Duke, Geringer and Madsen
(1991) asked subjects to tap along to a stimulus pulse-train at tempi
ranging between 40 and 200 bpm. Duke (1989b) found subjects tapped in
synchrony only with those stimuli between 60 and 120 bpm. and that they

subdivided or grouped together beats at tempi respectively below or
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above this tempo range. Similarly. Duke et al (1991) found that college
music majors tapped in synchrony only with those stimuli between 70 and
120 bpm, although other less musically trained subject groups were less
discriminating. For Duke (1989D) the modal tapping tempo was 80 bpm,
and for Duke et al (1991) 1t was 90 bpm. Geringer, Duke and Madsen
(1992) used a polytimbral isochronous sequence that modulated gradually
over the entire musical tempo range. The stimulus presented three drum-
machine sounds with the rhythmic ratio 4:2:1: subjects had to say which
timbre carried the beat at a™ given time. These authors found that
subjects tended to assign the beat to whichever timbre was pulsing in
the 60 to 120 bpm range, with a3 median preferred tempo of 90 bpm.

Generaily then, despite much i1nter-individual variance and the
influence of such factors as musicai style or mood., experiments suggest
a broad preferred-beat-rate range between about 60 and 150 bpm (1000 to
400 ms) with an average around 90-100 bpm (670-60C ms),

Perception of Tempo Modulation

Many experiments on tempc modulation perception have tried to
establish which stimulus-related variibles expedite detection of beat-
rate change. Some of the commoniy exymined factors include direction of
tempo modulation (deceleration ver<us icceleration), initial tempo, the
degree and rate of tempo modulaticn 4nd the presence of rhythmic/metric
features such as beat subdivision ir) grouping. The ensuing review will
group studies by independent variables,

Kuhn (1974) had professional musicians listen to metronome

pulses that gradually changed tempu from a predetermined point in the
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stimulus pulse-train.  Subjects had to indicate when the tempo changed
and how (1ncrease, decrease or same), thus the depenaent variables were
reaction time and correctness of response. Four initial tempi were
presented: 60, 90, 120 and 150 bpm (imtial I0Is of 1000, 666.7. 500 and
400 ms respectively). Kuhn found that, although there was no
signifrcant difference between the numbers of correct responses for
tempo 1ncrease and decrease, tempo decreases were detected significantly
sooner than increases on the reaction-time dependent variable.
Surprisingly, there was nc effect owing to initial tempo.

In Madsen’s (1979) study. subjects were played metronome pulses
at 1mtial tempy ranging between 40 and 200 bpm (IOIs of 1500 to 300
ms). These 1nitia! tempi increased by 10 bpm over 10 seconds. decreased
by the same amount. or stayed constant. Musician and non-musician
subjects had to ident1fy how the tempo changed, and were also asked to
estimate the final absolute tempo in metronome 1rkings. Both musicians
and non-musicians identi1fied tempo decreases significantly more
accurately than tempc increases. On the second presentation of each
trial condition musicians responded more accurately than non-musicians,
suggesting they could learn tempo discrimination more quickly. A1l
subjects tended to underestimate the absolute final tempo, although
musicians were generally more accurate.

Wang (1984) had college music students listen to different
synthesized versions of the first 16 bars of Dvorsk's "Humoreske,” Op.

101, No.7.® Factors in this study were tempo direction (increase versus

"An earlier, oft-cited study by Wang (Wang 1983) is, on closer
1nspection, inconclusive and probably invalid. In the 1983 study Wang
played computer-generated versions of four standard-repertoire keyboard
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decrease). rhythm (dotted [Jﬁ] Versus even [m). location of

tempo change (eighth-note beats 1. 2. 3, or 4). and texture {(accompanmed
versus unaccompanied). The imitial tempo in each case was ‘r==72 bpm
and tempo changed by +/- 1 bpm per bar until the end of the excerpt.
Wang found that tempo change was more quickly detected with decrease
rather than increase, with an even rather than a dotted rhythm, and with
an accompaniment rather than without. In addition, although location
was not significant as a main effect, it formed a significant
interaction with each of the other three factors: whereas decrease was
detected sooner than increase. and even sooner than uneven on beats 1. 2
and 3. on beat 4 the tempo-increase-~ven rhythm was detected sooner than
the other conditions. This highly conditional result is hard to explain
in detail, but it does point to the possible influence of metrical
Tocation on the detection of temporal change. Finally with regard to
Wang's 1984 experiment, it is also interesting to note that tempo change
detection was easier when a succession of isochronous I0Is was
presented, either as an even melody rhythm or as regular, repetitive
accompaniment figure.

In two related studies. Geringer and Madsen (1984) ard Maasen,
Duke and Geringer (1984) examined (among other factors) the detection of
tempo difference between pairs of extracts of recorded music. Geringer

and Madsen (1984) played orchestra! excerpts to a mixture of musician

pieces, and asked subjects to detect different types of tempo change
that had been incorporated into each rendition.  Unfortunately, Wang
did not control for starting tempo, rate of tempo change, or rhythm and
subdivision of the beat (activity) across ihe different pieces. Whilst
Wang's (1983) use of real compositions is laudable, the untrammelled
betweer-piece differences make her results uninterpretable.
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and non-musician subjects, whilst Madsen et at (1984) played extracts of
wind-band music to wind and percussion players. In both studies initial
tempo was that given on the recording used, and therefore this source of
variance was not controlled. However, tempo difference between pairs
was always +/- 12%. Both experiments found that subjects identified the
type of change significantly more accurately when the second excerpt of
a pair was faster rather than slower than the first excerpt. In other
words, in contrast to Kuhn (1974), Madsen (1979), and Wang (1984), tempo
increases were detected more easily than decreases of the same
magnitude.

A more recent experiment indirectly providec evidence that tempo
decreases are more detectable. Duke (1994) played non-musicié  pairs
of short rhythms at contrasting tempi; subjects had to say whether the
rhythms were the same or not. A tempo of 100 bpm (600 ms) was compared
with a contrasting tempo of either 50 bpm (1200 ms), 75 bpm (800 ms),
125 bpm (480 ms) or 150 bpm (400 ms). The 100-bpm tempo could occur
before the contrasting tempo. or vice versa. Subjects were better able
to equace rhythms when the tempo of the second rhythm was faster than
the first, suggesting that tempo increases are less noticeable than
decreases.

Generally, whereas some of the above stiidies suggest that tempo
decreases are more easily detected than inCreases, other studies suggest
the opposite. Similarly contradictory results are found among those
experiments that have examined the effect of initial tempo on tempo
change perception: as noted earlier, Kuhn (1974) found no significant

effect owing to initial tempo when using tempi of 60, 90, 120 and 150
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bpm. Dortout (1980). however, found tempo change detection easier at 60
bpm than 120 bpm for fourth- through twelfth-graders listening to
metronomic pulses. Similarly Wang and Salzberg (1984) found that string
students (7 to 18 years 01d) identified change more accurately when
excerpts of string pieces started at slow (60 and 70 bpm) rather than
fast tempi. In contrast Wapnick (1980) found tempo change detection for
recorded piano music to be more accurately estimated the faster the
starting tempo. In the same vein as Wapnick (1980). El1is (1992) found
that third- through sixth-graders' detection of gradual tempo change 1n
a simple synthesized melody was superior at 90 and 135 bpm than at 60
bpm.

New 1light is thrown on the related problems of change direction
and initial tempo in studies by Yarbrough (1987), E11is (1991) and
Brattin (1992; 1993). Yarbrough (1987) played musician and non-musician
subjects four recordings of solo piano music by Mozart and Chopin (a
"sTow"” and a "fast" movement by each composer). Pieces were presented
in pairs with either no change in tempo across a pair or with a tempo
change of +/-18%. Subjects most accurately identified tempo decreases
for the slow pieces and tempo increases for the fast pieces.

In a more controlled experiment. E17is (1991) sought to
determine the exact thresholds for tempo change detection across a range
of starting tempi. Ellis played subjects a simple monophonic melody
that either accelerated or decelerated 1n tempo, and that began at one
of six starting tempi between 48 and 228 bpm (1250 to 263.2 ms). E11is
found that at slow to medium tempy (48 and 84 bpm) decelerations were

detected more easily than increases, at medium to fast tempi (120 and
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156 bpm) increases and decreases were detected with approximately equal
ease, and at fast tempr (192 and 228 bpm) 1ncreases were detected
marginally more easily than decreases. A similar interaction between
change direction and initial tempo has been noted in studies on the
perception of tempo change of a conductor’s beat using purely visual
(Brittin 1992) as well as audio-visual (Brittin 1993) stimuli.

The results of Yarbrough (1987). Ellis (1991) and Brittin (1992,
1993) suggest that subjects are better able to detect decelerations at
stow speeds and accelerations at fast speeds. In other words. subjects
notice tempo change more easily when tempo modulates away from the
central or preferred tempo range 1dentified 1n the previous subsection
of this review. However, although this explanation may well have some
merit, it does not match the complexity of the data garnered in the
other experiments reported. For 1nstance. Madsen (1979) sampled the
entire tempo range from 40 to 200 bpm and found a consistently more
accurate response for tempo decelerations regardless of initial tempo.
A1l in all, the complexity of the results cited so far in this
subsection suggests that a number of factors come into play in
determining the optimum direction and range for tempo change perception.
Two factors that may contribute to tre 'ncongruity of the results are as
follows: (1) the contrasting ways experimenters generated so-called
"equivalent” rates of tempo modulaticn. e.g.. +/- 1 bpm per second
(Madsen 1979: Wang 1984) versus +/ 1¢% of the 1nitial tempo (Geringer
and Madsen 1984: Madsen, Duke and Geringer 1984): (2) the contrasting
ways experimenters have presented tempo changes, i.e.. continuous
gradual rempo modulation (Kuhn 1974: Madsen 1979; Wang 1984) versus
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comparison pairs (Geringer and Madsen 1984: Yarbrough 1987). A third
stimulus-reiated confound that will be discussed briefly in the
following paragraph is the varying complexity of the stimuli presented
in the different experiments.

The literature reviewed may be divided 1nto experiments that use
metronomic or computer-generated stimuli, and those that use recordings
of real music. Kuhn (1974), Madsen (1979), Wang (1984) and Duke (1994)
use simple metronomic or computer generated stimuli, and all these
studies reported easier detection for decelerations. In contrast,
Geringer and Madsen (1984) and Geringer, Duke and Madsen (1984) played
subjects manipulated recordings of real-life orchestral and band music,
and they reported easier detection for accelerations. Evidently, the
more complex (and musically realistic) a stimulus is, the Tless
controlled are such factors as beat subdivision, varying rhythmic
activity, melodic and harmonic activity, and local rubato and agogic
changes of note duration.

In fact, a small number of experiments investigating the effect
of melodic, harmonic, rhythmic and metric factors on tempo change
perception have been carried out. In addition to Wang's (1984} paper
reported above, two further studies by Kuhn (1987) and Duke (1989a)
explored the effect of melodic/rhythmic activity on the identification
of tempo change type between pairs of short synthesized extracts. Kuhn
(1987) manipulated three variables: tempo (92 bpm [652.2 ms] or 108 bpm
[655.6 ms]), meter (quadruple or triple) and ornamentation (either 3
melody was played with a simple isochronous quarter-note rhythm, or

embellishments consisting of eighth and sixteenth-notes were added).
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Kuhn found no effect owing to meter.® However, presence of
melodic/rhythmic ornamentation did influence perception of speed,
regardless of the differences between beat rate. This second finding
was essentially replicated by Duke (19894) who played subjects paired
variations of a theme by Holst at two tempi (100 bpm [600 ms] and 112
bpm [535.7 ms]). Again, tempo judgments seemed to depend on
melodic/rhythmic activity.

Kuhn's (1987) and Duke's (1989a) findings apparently question
the stipulation given in Chapter 1 of this dissertation that tempo is
not to be equated with rhythmic activity. However, some qualification
of Kuhn's and Duke's results is in order: subjects in both studies were
mostly second- through sixth-graders (Duke used some undergraduate
nonmusic majors), and, even though Duke at Teast took pains to introduce
participants to the abstract notion of beat, it is still not clear
whether subjects were aware of the distinction between beat tempo and
rhythmic activity on the conceptual level. Both experimenters interpret
their results from the point of view of music educators, and doubtless
their findings have some pedagogical value (beat is a more abstract
concept than melodic/rhythmic activity). However, to show convincingly
that tempo is consistently confused with rhythmic activity., one would
need to obtain similar results with professional musicians.

The general findings of this subsection on tempo modulation
perception may be briefly summarized. The majority of experiments using

metronomic or other carefully controlled stimuli suggests that decreases

~ ‘Kuhn‘s (1987) negative result regarding meter is supported by the
findings of a pilot study by the present author reported in Appendix A.
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(decelerations) in tempo are easier to detect than increases across a
broad range of initial beat rates. Exceptions to this generalization
fall into two general categories: (1) two studies using recordings of
real music, with all the uncontrolled timing variables that implies
(Geringer and Madsen 1984: Madsen, Duke and Geringer 1984): (2) a group
of studies that suggest that decelerations are easier to detect at slow
tempi and accelerations are easier at fast tempi. Meter seems to have

no effect on tempo modulation perception.

Duration, Beat and Meter

The literature that comes to bear on rhythm modulation
perception is more disparate than that on tempo modulation. The reason
for this disparity is that, whilst no work of which the present author
is aware concerns itself directly with rhythmically modulating stimul,
a number of areas of research in psychophysics and music psychology are
generally germane to the detection of rhythm modulation. This section
is therefore divided into three subsections: (1) a review of some of
the empirical work on just noticeable differences (INDs) for
discrimination of short durations in audition; (2) a review of the
literature concerned with duration cognition using beat-based and
metrical models; and (3) a survey of literature concerned with

categorical perception and performance of rhythm.

Duration Discrimination and Weber's Law
One oft-cited model of stimulus discrimination in psychophysics

that has found currency in duration perception is Weber's law. Weber's
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law s1mply states that the just-noticeable difference (IND) for a
duration d will be a constant fraction of d regardless of d's absolute
value. Thus if the JND for duration discrimination 1s found to be. say,
6%. the JND for a sound 1000 ms iong would be 60 ms, whereas the JND for
a sound 400 ms long would be 24 ms.

In general, psychophysical experimentation on duration
discrimination in gudition suggests that Weber's law (or a modified
version of it [Getty 1975]) holds for moderate durations but not for
extremes.” Blakely (1933; cited in Woodrow 1951) found that for empty
intervals the Weber fraction (JND/base duration) varied only between .08
and .1 for base durations of 200 to 1500 ms, but that the JND rose
sharply to as much as .2 below and above this base-duration range.
Similar results were found by Stott (1933; cited in Woodrow 1951) for
filled durations. Getty (1975) used pairs of empty auditory time
intervals ranging from 50 to 3200 ms and found that a Weber fraction of
between .05 and .1 accounted for most of the duration discrimination up
to 2000 ms. Above this value, however, the JND increased out of
proportion to the standard duration. Likewise, Halpern and Darwin
(1982) found a mean Weber fraction of .054 for discrimination of
durations ranging between 400 and 1450 ms, when the durations were set
in @ short isochronous rhythmic context. In addition, a number of
recent studies that have concentrated on short durations suggest that

Weber's law breaks down in the range below about 200 ms: Schulze

"It should be noted, however, that other data argue against Weber's
law, or at least restrict its generality. For example, Allan and
Kristofferson (1974) found that the absolute JND remained constant over
a wide range of base durations for well-practised subjects.
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(1989b). for example, found a larger differentral threshold (1n ms) for

a standard of 100 ms than for 200 ms, and Hirsh, Monahan. Grant and
Singh (1990) found increasing Weber fractions for durations under 200
ms.

[t is perhaps no coincidence that the duration range in which
Weber's law seems to apply. and in which the Weber fraction is lowest.
15 similar to the range of preferred beat tempo: the above experiments
report a fairly constant Weber fraction within the range of 200 to 2000
ms (expressed as metronome markings as 300 bpm to 30 bpm). This
correspondence is not surprising, for if the beat level is to form the
kernel of temporal structure in a piece of music, the time-interval
level around which all else is structured. one would expect that time-
interval level to lie in a range where the human auditory system 1S
particularly sensitive to temporal change. In this way. any intended
nuances in beat length (agogics. rubato. tempo changes), as well as
accidental inconsistencies are very likely to be perceived.

At this juncture, however, it 15 3s well to stress the
distinction between a raw perception and a more abstract permanent
representation in cognition. On the one hand, as some of the previously
reported experiments suggest, simpie perception of time intervals 1s
fairly fine-honed (see for example tili1s's 1991 study on tempo
discrimination thresholds, and the above 1iterature on Weber's law). On
the other hand when it comes to a more reliable, long-term
representation of time intervals (reliable enough for reproduction at a
later time, for example) another hody of studies suggest that the human

auditory system is surprisingly crude.
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Beat and Meter in Time-Interval Cognition

Some studies suggest that listeners are unable to discriminate
more than a very small number of time intervals. Fraisse found that in
simple tapping tasks. subjects tended to reproduce two types of time
intervals. what he called temps court (200 to 300 ms) and temps long
(450 to 900 ms) (Fraisse 1982, 167). Povel (1981), carried out two
experimental studies in which subjects had to synchronize with or
reproduce (tap back) two- or three-element repeating rhythmic units.
The 10l ratios in these experiments were 1:4, 1:3, 2:5, 1:2, 3:5, 2:3.
3:4 and 4:5. Only the 1:2 ratio was reproduced accurately, with
reproductions of the other ratios drifting towards 1:2. Povel however
reasoned that these findings do not adequately explain how musicians
frequently perform much more complicated ratios and therefore are
presumably able to discriminate among more than two simply
differentiated time intervals. Povel's third (1981) experiment
therefore placed time-interval ratios such as 1:3, 1:4 and 2:3 within 3
more complex context. Subjects' responses were significantly more
accurate in contexts where a regular beat could accommodate both the
short and long time intervals. Thus, for example, reproduction by
musically trained subjects was accurate for the rhythm 250-250-250-750
ms (with a beat of 750 ms) but poor for the rhythm 200-200-600.

To explain the often fine-grained production or reproduction of
rhythmic time intervals by performing musicians, Povel (1981; 1984)
proposed a beat-based model of rhythm perception. From the definition
of beat offered in Chapter 1, beat is an isochronous series of time

spans around which are organized all intervals in the stimulus. Thus,
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in a beat-based model, a1l stimulus time intervals are "rationalized” as

either integer multiples or divisors of the beat time interval. In
addition to a specified duration, the beat 15 also determined with
respect to its position, that 1s, its phase relative to the onsets of
events in the stimuius rhythm,

Povel and Essens (1985) propose a model of beat placement in
which the combination of beat length and position that is finally chosen
is that which coincides with the greatest number of events and accents
in the stimulus. Since the stimuli envisaged by Povel and Essens in
this model are unpitched and undifferentiated as to loudness level,
"accent” is taken as arising from purely temporal cues. The authors
take the results of an earlier experiment (Povel and Okkerman 1981) as
the basis for identifying accent: accents are perceived (1) on
temporally isolated tones, (2) on the second tone of a cluster of two
tones. and (3) on the initial and final tones of a cluster of three of
more tones. To determine whether tones are isolated or clustered, the
onset points of all tones are fitted onto a temporal grid whose
divisional units are the shortest time interval inherent in the
stimulus. Once accented and unaccented stimulus events have been
determined relative to “he temporal grid, every possible beat
length/position is evaluated for plausibility according to the following
formula: C = (W*-ev) + (1*Qev), where C is the counterevidence against a
particular beat length/position, -ev is the number of hypothesized beats
coinciding with silences, Oev is the number of hypothesized beats
coinciding with unaccented attacks, and W is a constant (set by Povel

and Essens to 4).
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Figure 2.2 shows four possible teat length/positions for a
simple rhythmic stimulus. Althcugh Povel and Essens' model finds the
least countcrevidence for the beat length/position that is intuitively
most plausiale (beat "a." a quarter note on the first. fifth, ninth etc.
grid unizs), a couple of craticisms are in order. Firstly, because
Povel anc¢ Essens’ formula only takes into account countervaling
evidence, that is beats that fall on a silence or an unaccented attack
in the stimulus, the fewer the number of hypothesized beats for a given
rhythm, the lower will be the value of C. In other words. the longer
the beat length, the less likely a beat will coincide with -evs or Qevs.
The undue preference for long beats results in the intuitively
implausible beats "b" or "d” being preferred over the more plausible
beat “c” in Figure 2.2.

A second criticism of Povel and Essens’ model is more general.
Whilst their model might provide an interesting and fruitful approach
for computerized beat assigment, it is less realistic as a perceptual
model. The goal of the model, finding a beat that best corresponds to
accents in the stimulus, seems eminently sensible; it is merely the
means to that end that are less feasible. To start with, an entire
rhythm would have to be stored in some type of sensory buffer before the
1istener could begin to decipher the beat In addition, every beat
position/length combination would then ' L0 be tested to see which
was most plausible. This computationally demanding modus operandi runs

counter to the ease with which musical listeners are able to pick up a
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Figure 2.3. Four different beatl lengthes/positions applied (o a simple
rhythn (after Povel and Fasens (19883). Accent. are assigned according
to Povel and Okkerman (1981); the grid represents the highest-commor-
factor duration in the stinulus (a sixteenth note). Beat a 19 four ‘rld
units long (& quarter note), beat b 1a three grid units long (= dottaed
oi‘hth note), bent ¢ is two ‘rid units lon' {(an .l‘hlh note) and ot}

are positionad in phase wilh the first note of the srhythn. Beat 4 s
five unitse lon' and posilionad out of phase with the first note of the

rhythn. The table underneath shows that beat a has the least counter-
v.lln' avidence (the louwest value of C) and therafore 19 conssdared the
mos! plausidble beat lengths/position by the model.
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beat (e.g.. tap their toe) after maybe only 3 or 4 notes ‘f a rhythm
have sounded, of*en without much conscious effort.®

Less unrealisti~ demands are made of the perceptual system in a
series of models of meter perception proposed by Longuet-Higgins and Lee
(1982; 1984) and by lLee (1985; 1991). Since these studies model meter
rather than beat perception, they assume responsibility for assigning
not only the "correct” beat length/position, bL. also attempt to posit
inturtively plausible subdivisions and groupings of that beat too.
Longuet -Higgins and Lee's (1982) model has as its principal aim the
"correct” positioning of the barline. Using purely temporal
information, this model takes the first I0I in a stimulus as a
hypothetical beat length/position. The model then modifies this beat
length/position in the light of subsequent time intervals. The length
of the hypothesized beat is doubled until the beat is no longer
consistently multipliable. The position of the beat is revised so ihat*
longer notes are arranged sO a< to occur at the beginning of the bar or
at other metrically important. points. The combination of these two
types of processes (length and position) result in an unequivocal
Judgment as to the most '‘ikely position and length of a bar for any
rhythmic pattern.

In their 1984 paper, Longuet-Higgins and Lee take g slight'y
different tack. Here the principal rule in beat assignment is that the

beat length/pcsition chosen entails as littie syncopation as possible.

"Note, however, that Smith (1982) found that ability to assign beat
to rhythmic stimulr was influenced by musical training: musically
untrained subjects organized rhythms according to simple grouping or
counting strategies rather than by beat.
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Syncopation is defined in this case as the situation where a note N 1§
followed by either a rest or a tied note. and where the rest or tied
note is at the same or at a higher metrical level than N. As 1n
Longuet-Higgins and Lee (1982). the avoidance of syncopation i1n most
cases means the avoidance of long notes at metrically weak points. Lee
(1985) is essent1ally a modification of Longuet-Higgins and Lee's (1982)
model, allowing that model to assign more than one metrical level but
disallowing any metrical level lcnger than the longest note i1n the
rhythmic stimulus. Lee's (1991) model synthesizes some of the preceding
models mentioned above. In general the model begins by assuming that
the very first sounded note is a downbeat (although this assumption can
be revised later), it assigns long notes to downbeats (or other
metrically important points), and can infer metrical grouping of the
beat as well as beat subdivision. In addition, an important advance in
Lee (1991) on previous models is that it takes absolute tempo into
account, such that a beat ("tactus”) with a time i1nterval in the range
of 300 to 600 ms {200 to 100 bpm) is preferred. This beat-rate range 1s
a iittle faster than that found earlier in this chapter from a review of
the literature on preferred tempo, however it is apparently supported by
the data of three perceptual experiments performed by Lee (1991).

As valuable as the above models are, one often-acknowledged
limitation with them is that they concentrate almost exclusively on
temporal cues for beat and meter. A growing number of studies support
the common-sense notion that various other types of 3ccents, what

Lerdahl and Jackendoff (1983, 17) call "phenomenal accents, ' can also

act as cues to metrical structure. In order to establish the length/
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position of higher levels of the metrical hierarchy, the listener makes
use of the placement of the following accent types: dynamic stress
(Drake, Oowling and Palmer 1991. Wingsor 1993). melodic accent (1.e., a
change of contour a leap in a melodic line [Thomassen 1982: Drake et al
1991]1). or change of underlying or implied harmony (Dawe, Platt and
Racine 1993; Smith and Cuddy 1989).

Parncutt (1994) has developed a quantitative model of beat and
meter assignment that, in principal at Teast. can take various types of
phenomenal accents into account. In practice, however, Parncutt has so
far limited the testing of h1s model to durational accent alone. In
this model different isochronous templates are matched to a complete
input rhythm. The template that (a) matches the greatest number of
events and (b) best coincides with a preferred-time-interval range
centred on 700 ms is chosen as the most likely beat length/position. To
assign a downbeat, the model chooses the position and integer multiple
of the beat length that most coincides with the placement of phenomenal
accents 1n the rhythm, Parncutt's model is reminiscent of Lee's (1991)
model in that it takes tempo range into account, but is more like Povel
and Essens' (1985) mode! in that it handles complete rhythms rather than
working from left to right "in time.”

A1l of the models so far considered, whether they work on
complete rhythms (e.g.. Povel and Essens 1985) or from left to right
(e.g., Lee 1991), tacitly assume exact. integrally related time
intervals as their input. The following subsection explores the way in

which tne human auditory system is able to handle the types of inexact,
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non-integrally related time intervals that abound in musical

performance.

Categorical Perception

Categorical perception is the process whereby the infinite,
continuous stimuli from the physical world are pigeon-holed into a
small, manageable number of discrete categories. For example, the
frequency ratio between two tones may be one of an infinite number of
different frequency ratios. However, studies reveal that Western
listeners tend to match the perceived relationship between two pitches
to one of a limited repertoire of culturally normative musical
intervals, i.e.. the set of chromatic intervals (Burns and Ward 1978;
Siegel and Siegel 1977).

A further example of categorical rhythm perception is provided
by comparing two of the bodies of the literature reviewed so far.
Experimental work on simple duration discrimination (e.g., Weber's law
experiments) reveals a fine-grained, continuous perception of durations.
The Weber fraction may take any value and is limited purely by the
acuity of the listener's perceptual system. In contrast, those
experiments that required the subject to perform a task where time
intervals would have to be stored or 1nternally represented for iater
processing tell a different stor». Recall that Povel (1981) found that
subjects tended to reproduce non-integer-reiated rhythms as integer-
related. In this case. the infimitely divisible time-interval-ratio

continuum was divided up into discrete, 1nteger-related pigeon holes.
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In the majority of the experimental studies on categorical
perception, two complementary paradigms have been used: 1dentification
and discrimination (Handel 1989, ch 9). Identification simply involves
matching a stimulus to one of two or more labels: discrimination.
entails the subject telling apart two stimulr. If two stimuli. A and B,
straddle a presumed categorical boundary. then a significant majority of
the subjects’ responses (conventionally chosen as 75% or more) will give
stimuli A and B different Tabels on the 1dentirfication task.

Conversely. 1f A and B fall within one category, then they will
1dentified as equivalent at least 75% of the time. By the same token,
discrimination between A and B w11l be easiest if they straddle a
categorical boundary. and less easy 1f they fall within the same
category. regardless of the physical difference between A and B.

To test expticitly for the existence of categorical perception
of rhythms in a metrical context, Clarke (1987a) devised two related
experiments, one of perception the other of perception and performance.
In the first (perceptual) experiment musiC students heard th2 short
melodies shown in Figure 2.3 (Ciarke, 1987a, 23). The first melody
established a ccmpound meter (with three subdivisions per beat). the
second melody a simple meter (with twe subdivisions per beat). The
notes marked X and Y were of variabi2 Juration and given one of the
pairs of 10Is (in ms) outlined at tre foot of Figure 2.3.

Subjects performed both :dertification and discrimination tasks.
For the 1dentification task subjects had to say whether the notes X and
Y matched either the ‘u\or the rhythm. For the discrimination task

subjects heard pairs of sequences separated from each other by two
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Figure 3.3. Clarke’'s (1987a) perceptual stimsuli. Figure a shows the
678 context, rt.uro b shouws Lhe 3/74 context. The values of the variabls
durations X and Y are given in the table at the fool of the figure.

Only sequences 1 and 9 are notatable, with 1 conforming to a 6/8 meter

and 9 conrorntn‘ to a 274 meler.
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nositions on the scale of X-Y durational variants (thus sequence 1 was
compared with 3, or 6 with 8, for exampie).

In the identification task, subject responses showed an abrupt
sh1ft between the unnotatable sequences 5 and 7, with around 80% of the
responses identifying 5 as'J ‘»and around 80% identifying 7 as ‘r‘h In
addition, in the discrimination task, subjects found the pairing of
sequences 5 and 7 easiest to tell apart. indicating that these two
stimuli straddie a categorical boundary. Clarke also partitioned the
results of his perception experiment to see if the type of metrical
context (compound or simple) affected the position of the categorical
boundary. Generally. in the compound metrical context a greater
proportion of the X-Y time-interval values were categori -1 as JJ’
Conversely, in the simple metrical context, a greater proportion of the
X-Y time-interval values were categorized as ‘P‘P In short, ambiguous
rhythmc values were categorized as conforming to the prevailing
metrical context.

As a complement to the perceptual study, Clarke (1987a) also
carri2d out a performance experiment where pianists were played one of
the melodies shown in Figure 2.4, and then were asked to play the
melodies back on a piano connected to a computer. The I0Is of the notes
in each stimulus marked X, Y and Z were variable according to the values
given in Figure 2.4.

From the variance of the performance timing data Clarke
concluded that: (a) the most stable (reliable) and a:Curate rhythms

tended to have Tow-value integer time-interval ratios: (b) the least

stable and accurate rhythms were unnotatable and had compiex time-
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Fi'ura 2.4. Clarke's (1987a) performance stimuls,. rlgura a shows Lhe
678 context; fl‘nrc b shows the 274 context. The table at the fool of
the fi‘uru 'tvcn the 1018 of notes X, Y and Z as well as the 101 ratios
when those proportions are integrally related.
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interval ratios; (c) an exception to (b) was sequence 6. Taking
sequences 5, 6 and 7 together, the X and Y durations of these three
rhythms may be regarded as variants of a basic "long-short” rhythm.
Sequence 5 conforms to the 6/8 metrical context, and is indeed more
stable and accurate in that context. On the other hand, sequence 7
conforms to the 2/4 metrical context and s reproduced more stably and
accurately in that context. Rhythm é represents a mid-way point between
rhythms 5 and 7 and is reproduced moderately stably and accurately in
both the 6/8 and the 2/4 contexts. As was the case in Clarke's first
«1487a) experiment, these results suggest that metrical context
influences the category to which ambiguous rhythmic ~timuli are
assigned.

To expand on Clarke's paradigm, Schulze (1989a) had subjects
learn the four archetypal rhythms shown in Figure 2.5 and a number of
variants that sampled durational continua between and around these
rhythms. Subjects had to identify rhythms simply by matching the
stimulus to a learned numerical label. In addition. to see if
categorical perception held for more than one tempo, Schulze randomly
varied the stimuius pattern-repetition rate across trials. Generally
the archetypal, integrally related rhythms were identified more
accurately than non-integrally related variants. In addition,
discrimination evinced 3 sharp peak between variant rhythms about half-
way along each continuum, suggesting a categorical boundary at that
point. Again, these results point to categorical perception of simple

repeated rhythms,
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showun by tha «symbol. In this case, the duration of one pattern ie
1200 wmse, rc‘-rdlcno of the 101s between individual onssts. Rhythes 2
and 7 are the archotypical raythas.
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Given that beat rate was randomly varied, Schulze 3150 took his
results to be a generalization of Clarke’s findings across the tempo
range. Unfortunately, however, Schulze used the following three pattern
rates: 1200 ms/pattern ("medium” as exemplified in Figure 2.5e), 1320
ms/pattern ("slow™) and 1080 ms/pattern ("fast"). Taking each pattern
10 be two beats long, these rates translate into the following tempi:
medium = 60000/600 = 100 bpm: slow = 60000/660 = 91 bpm; fast =
60000/540 = 111 bpm. Clearly a wider sampiing of the musicdl tempo
range 1S required 1f the generalizability of categerical rhythmic
perception across the musical tempo range is to be empirically
substantiated.

The experiments considered so far have used computer-generated
stimull that present 10Is with precisely delineated ratios. On the
other hand, as noted in Chapter 1, in human musical performance such
precision is practically impossible; the time-interval ratios between
adjacent notes rarely match their "notional™ values. If human-generated
rhythms are almost never precisely executed, how does one explain the
above-mentioned preference for integer-related time-interval ratios and
categorical perception?

To answer the question posed above, first it would be best to
see which systematic modulations of exact metronomic rhythm normally
occur in expressive, well-performed music. A number of researchers have
noted how structurally important events (phrase boundaries for example)
are lengthened 1n performance (Gabrielsson 1974; Povel 1977: Seashore
1967; Sloboda 1985). In addition, Shaffer (1981) found that in a
performance of Bach's alla breve fugue in &b from Book I of the well-
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Tempered Clavier, the pianist systematically lengthened the I0Is of the
first and third quarter notes in each bar. Along similar lines, Sloboda
(1983) observed that notes located at the beginning and half way through
a duple measure are played louder and longer from onset to offset of the
tone.

To account for these phenomena, Todd (1985) advanced a model of
rhythmic performance stipulating a greater positive deviation (0]
lengthening) the higher a note is in the metrical and hypermetrical
hierarchy. In the same vein, Clarke (1985) proposed a model of
expressive timing in musical performance in which the isochronous
pulsing of a motor control clock i1s itself modulated by higher-order
control curves that reflect the structure of the music to be played. In
this way the degree of expressive timing at any point in a performance
reflects the structural (hypermetrical) importuince of the musicai events
at that point.

The above models, then, are able to reconcile the non-integrally
related I0Is of musical performance with listeners’ preference for
integrally related time-interval rati10s: All assume the existence of
some type of clock that pulses at a constant rate. Integrally related
rhythms are thus easily accommodated as either integer divisors or
multiples of the period of one clock pulse. In this last sense, the
models of Todd (1985) and Clarke (1985) are reminiscent of the models of
Jones (1976: Jones and Boitz 1989) and Povel (1984) reviewed eariier 1n
this chapter. They differ, however in that this constant beat rate 1S
1tself modulated in order to convey the relative structural importance

of events within a musical piece.
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Clarke's and Todd's models are intended to be generative, that
is, they describe musical performance. Clarke (1985) assumes that
perception and categorization of expressively modulated stimuli would
simply involve the generative process 1n reverse, Although a further
(1989) experimental study by Clarke provides evidence that listeners are
sensitive to temporal changes within an expressively modulated musical
phrase, Clarke does not attempt to explain how a stable representation
of beat and/or metrical structure might be extracted from such a
moduiat 'd stimulus. An account of this relationship is one of the goals

of the model outlined in the next chapter, Chapter 3.




CHAPTER 3
MODEL OF SHORT TIME-INTERVAL PERCEPTION IN MUSIC

This chapter presents a mode! of the perception and cognmition of
short time intervals as they might be processed by the humzii brain in
the auditory modality. Althougn all sounds reaching tne tympanic
membrane must have duration, the mode! advanced here 15 primarily
concerned with the types of temporal relationships specific to music.

In order to make the model as internally consistent as possible, three
guiding principals or goals have been adopted in the construction of the
model. These gouis are outlined briefly in the first section of ths

chapter.

Goals of the Model

Firstly. the model attempts to account for as many of the
experimental results summarized in the previous chapter as possible. In
other words the model seeks to i1ntegrate the findings of these
experiments into one coherent account.

A second goal of the model is to generate specific,
experimentally testable hypotheses. The type of detail required of a
model to give rise to particular hypotheses may seem inconsistent with
the generality required to address the findings of a wide-ranging

literature review. The tug-of-war between generaiity and specificity 15
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neutralized 1n the case of this model by focusing on certain perceptual/
cognitive stages whilst giving others more cursory treatment. The
stages that enjoy special attention are those whose workings are
examined experimentally in Chapters 4 and 5 of this dissertation,

The third goal may be approached ir. an 1ndirect way by
considering Agmon's (1990) distinction between what- and how-theories of
music cognition. According to Agmon. what-theories simply stipulate
what mental behaviours will occur given a particular set of
circumstances (for example, a certain stimulus and a certain type of
subject). On the other hand, how-theories postulate the means by which
an observed mental behaviour arises given a particular set of
circumstances. In other words, what-theories describe mental behaviour
whereas how-theories attempt an explanation of that behaviour. AS Agmon
notes, what-theories must logically precede how-theories since one must
know what happens in a particular system before one can say how 1t
happens.

Re~23rch in rhythm perception is sti111 very much in the what-
theory stage. The general thrust of much experimental work in the area
concerns itself with what listeners generally hear when presented with
particular rhythmic stimuli. Given the limitations of the data so far
available, the model presented here necessarily tends towards a what-
theory. The model collates findings about what the human perceptual
system does with particular rhythmic stimuii. Its originality Ties 1n
bringing together bodies of research that have, to all intents and
purposes, ignored each other so far. However, that having been said, 3

modicum of how-theorizing cannot but help creep into the discourse of
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this chapter &s well. In the act of integrating observed behaviours.
the theorist must also speculate on how particular mental operations
might interact. Whilst currently the neural workings behind rhythm
perception can only be guessed at, the juxtaposition of cognitive stages
in this model putatively suggests causal explanations for some aspects
of rhythmic behaviour at a more general level.

The above consideration of what- and how-theories leads to the
third goal of the model: to provide a clear conceptualization of what
the human perceptual system does with short (rhythmic) time intervals,
and to suggest how these operations interact. Many of the terms used
(e.g. "oscillator,” “"filter.,” "gating”™ or "l0gic") are overtly
reminiscent of an electronic system. This electronic flavour is not
accidental; it is hoped that describing the rhythmic processor in
electronic terms will prove both useful and thought-provoking, for by
doing so the model's analogical role is highlighted.

Specific Matters to be Addressed

Having framed the principal goals of the proposed model, the
discourse now turns to more specific issues arising in the literature
review. Work on the perceptual present and echoic memory suggests that
temporal information is integrated fairly early in the perceptual
system. Research in a number of fields converges on the maximum value
for perceptual temporal integ-ation of 2-3 seconds. On the other hand,
other evidence suggests that auditory events can be stored for recall
and comparison in auditory short-term memory for as much as 20-30
seconds. Any model of time-interval perception should reflect the
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interaction of these two temporal ranges representing perception and
memc y respectively.

Secondly, this model will assume that a time-interval processor
works by tuning internal (probably neural) oscillators to the
periodicities inherent in the incoming stimulus. The hypothetical means
by which this entrainment comes about will be described later. It is
important to note, however, that such an approach entails the model
working in real time, processing time intervals from note to note. In
this respect, then, the model presented here is more akin to the models
offered by Longuet-Higgins and Lee (1982) and Lee (1991) than those
offered by Povel and Essens (1985) or Parncutt (1994).

The complementary relationship between ongoing perception and
memory, and the importance of a hierarchy of entrained oscillators
determine the general shape of the model. In addition, certain other
issues brought to light by experimental work discussed in Chapter 2 must
a1s0 be addressed:

a. The preferred beat tempo range between roughly 60 and 150 bpm (1000
and 400 ms).

b. Listeners’' greater facility for hearing tempo decelerations over
accelerations with simple, metronomic or computer-generated stimuli,

c. The interaction between metrical location of tempo change and
direction of change as regards the ease of tempc change detection by
listeners.

d. The reasonably fine-grained detection of durational anomalies in
perception (c. +/- 5%) as found by some of the experiments adopting
the Weber’s law paradigm,
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e. The much less fine-grained reliance on integrally related I0Is 1n
rhythm cogmtion.

f. The tendency by musically more sophisticated listeners to parse a
beat from an input stimulus to provide a reference time interval
around which all other time intervals are organized.

g. The rapid establishment of a metrical merarchy as multiples and
divisors of the beat time interval, after only a few notes have
sounded.

h. The tendercy to categorize time intervals not only as integrally
related, but also to categorize them as conforming to an established

metrical context.

The Model

A model of time-interval perception is outlined 3s a block
diagram in Figure 3.1. As is evident from Figure 3.1, the input
stimulus is immediately split 1nto two channels, implying parallel
processing. In this way. two types of time intervals are extracted from
the stimulus: (1) simple time 1ntervals between successive individual
events registered by the INTER-EVENT INTERVAL TIMER (IEIT), and (2) time
intervals between more complex phenomena that elicit a sense of grouping
or mark phenomenal boundaries. such 3s melodic, durational, dynamic or
timbral accents, changes of harmony. repetitions of melodic phrases.
etc.., registered by the INTER-ACCENT INTERVAL TIMER. It is the simpler
INTER-EVENT INTERVAL TIMER, the IEIT, and “ts interaction with the
OSCILLATOR BANK that will be examined first,
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Pgure 3.1. Perceptual model for processing short ime intervals in musio.
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Measuring Time Intervals between Events
The IEIT has a simple task: to produce a sharp, spiky energy
pulse every time 3 stimulus event onset occurs. Since, :- can be seen

n Figure 3.2, the temporal placement of these pulses is clearly
defined, the rhythm formed by a string of IEIT pulses may be taken as
1dentical to the stimulus rhythm. A time-span that elapses betweer
stimulus onsets is an IOI. A time-span that elapses between IEIT pulses
will be referred to simply a8s @ "time interval.” However, I0Is and IFIT
pulse time intervals may be taken 3as synonymous, and the two terms wil)
be freely interchanged in the ensuing discourse.

The OSCILLATOR BANK, illustrated in detail in Figure 3.3, is
presumed to contain a small number of neural oscillators that are driven
by pulses from the IEIT. These oscillators produce low-frequency, ramp-
shape waveforms when their output energy level 1s measured over time. A
typical oscillator output is illustrated in Figure 5.4. The time-span
of one cycle, that is, the time-span between two maxima on the waveform
shown in Figure 3.4, is referred to as a “period,” designated in
milliseconds. For the purposes of illustration in this chapter, it is
assumed that there are eleven oscillators in the OSCILLATOR BANK with
the output period ranges shown in Table 1. These ranges, placed on a
logarithmic scale, are arbitrarily chosen, however their overall span is
derived from the preferred tempo range reliably observed in the
literature reviewed in Chapter 2.
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Figure 3.2. Relationship between stimulus onsets and IEIT pulses.
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TABLE 1

QUTPUT-PERIOD RANGES (IN MS) OF OSCILLATORS )
IN THE OSCILLATOR BANK ‘

T —————————————————————— T ——ee b et
e e

Oscillator# Mean Period Lower bound Upper bound
1 200 145 280
2 270 200 370
3 350 260 470
4 430 330 570
5 520 400 680
6 600 470 770
7 690 530 900
8 830 630 1100
9 1040 770 1400
10 1350 980 1860
11 1800 1300 2500

Table I shows the hypothetical upper and lower bounds of each
oscillator as well as the mean period (on a logarithmic scale). The
ranges given in Table I méy also be rendered graphically as a set of
bell-curves, as shown in Figure 3.5. From Figure 3.5 it can be seen
that, +o. each oscillator, the mean pericd is the period that the
oscillator produces its highest amplitude. Conversely, the periods at
the upper and lower bounds (at +/- 3 standard deviations either side of
the mean) can only be produced at minimal amplitudes. However, since
the period ranges of the oscillators overlap. a period that can only be
produced at a low amplitude by one oscillator will be produced at 3
higher amplitude by another, neighbouring oscillator.

It should also be noted from Figure 3.5 that the output of the
OSCILLATOR BANK as @ whole has its region of maximum amplitude around a
period of 600 ms. This centring on 600 ms arises from (1) the way that
oscillators nearer to OSCILLATOR 6 are assumed to have higher amplitudes



87

ANVE H0LVTIHIOSO 3 U} IsqUuunu I03W¥[I0Sc 8} 0} J8jad
S34IMD 0} XU S[EIPUWMN ‘§34IM0 [[0q S8 UAOYS 1081080 jo safuez powed ydng ‘g'c sandyy
(oreos >pmqyredor) spuccesymum W popisd nding

00¥2 G181 GLET ©YO1 8L 009 ooy 114 e o8t ost

Ll L1 1 l ] | |

:‘ I

ot ¢

spaypduy




88
than those further from OSCILLATOR 6: (2) the way that oscillators are

more densely packed in the middle of the overall period range than they
are at the extremes. For example., from Table I. it is evident that a
period of, say, 650 ms can be produced by OSCILLATORS 5. 6, 7 and 8. At
this period OSCILLATCRS 5 and 8 can only produce outputs of a fairly
meagre amplitude, nonetheless the combination of the four oscillators
results in @ high aggregate amplitude. Conversely. a period of, say.
190 ms can only be produced by OSCILLATOR 1. Although OSCILLATOR 1 is
near the middle of its range with a period of 190 ms. even at its
maximum, this oscillator can only output a fraction of the amplitude
produced by OSCIL.ATOR 6. Therefore the overall output at a period of
190 ms will have a Tow amplitude.

As mentioned above, the oscillators in the OSCILLATOR BANK can
be driven Dy pulses from the IEIT. In other words, the oscillators can
adapt their output periods to the time intervals between IEIT pulses,
and thus to IOIs presented in a stimulus. In this way the auditory
system tunes neural timing mechanisms to events in the environment.

How the IEIT pulses reach the OSCILLATOR BANK depends on the state of
the oscillators. An oscillator is presumed to occupy one of three
states: pre-activation, activation and entrainment.

Pre-activation. An oscillator is in the pre-activation state
before it has received any input pulses. In this state, oscillators
oscillate at random periods and phase relative to one another. The pre-
activation period is likely to be near the oscillator‘s mean period.
For the purposes of illustration in this model, the assumed pre-
activation period for each oscillator will be the corresponding mean
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period shown in Table [. The amplitude of these random oscillations is
very low (hereafter called the "hum level™). and the human “owner" of
the oscillators is not consciously aware of them. Qscillation in the
pre-activation stage is similar to the "resting peri0od” of an adaptive
oscillator used in a recently developed computer model of entrainment
(Large, McAuley and Kolen 1993). The random. imperceptible activity of
the OSCILLATOR BANK in the pre-activation state is exemplified in Figure
3.6.

In the pre-activation state., the input to each oscillator is
controlled by an input filter (refer again to Figure 3.3). Each input
filter is a band-pass type who. . response range matches its oscillator's
output-period range, that is. the ranges given in Table I. The response
ranges of the input filters for the pre-activation state are rendered
graphically in Figure 3.7. IEIT pulses are passed through these filters
to the input of the oscillators only 1f the inter-pulse time interval
(the stimulus I0I) lies within the filter's range. Since it takes two
pulses to make an I0I, it is always the second, concluding pulse that is
passed through a filter to the corresponding oscillator.

Activation. If an I0I matches the input filter's response
range, then the IEIT pulse that concludes the I0I causes activation of
the oscillator. Thus if two IEIT pulses a and b are separated by, say.
500 ms, pulse b will reach OSCILLATORS 4, 5 and 6 and activate those
oscillators. Activation of any oscillator (OSCILLATOR X) entails the
following (11lustrated in Figure 3.8):

1. OSCILLATOR X 1is pulled up from hum level to a markedly higher

(maximum) amplitude
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Pigure 3.8. Activation and entrainment of a typical oscillator (OSCILLATOR X).
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2. consequently, for the first time, the owner could now become
consciously aware of the activity of OSCILLATOR X
3. owing to the amplitude change, the phase of OSCILLATOR X is reset.
so that the start of its cycle (maximum energy level) coincides with
the onset of the IEIT pulse
4. despite phase resetting. for the time being, OSCILLATOR X stil]
oscillates at the random period at which it had oscillated in the
pre-activation state
5. OSCILLATOR X's input filter 15 now by-passed. so that the oscillator
1s henceforth connected directly to the output of the IEIT.
Once activated. OSCILLATOR X continues oscillating at some randomly
chosen period (its mean period). If there are no subsequent stimulus
I0Is to which the oscillator can entrain, OSCILLATOR X will decay back
to hum level after an arbitrary tyme span (for the sake of argument, 2
seconds), and at that point the 1nput filter is reconnected. If there
are subsequent stimulus I0Is, entrainment may take place.
Entrainment. 1f OSCILLATOR X has been activated by the first
I0I (second onset), it may then entrain to the I0I between the second
and third onsets. When entrainment takes place two changes occur in
OSCILLATOR X: (1) the oscillator 1s 3gain phase reset by the IEIT pulse
that concludes the second time 1nterval: (2) the oscillator's period is
pulled towards the value of the second time interval. Again, Figure 3.8
shows the general process of entrainment following activation.
However, once OSCILLATOR X has been activated, for phase
resetting (and therefore entrainment) to take place, the oscillator's
instantaneous energy level at the point 1n time of resetting must be
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above a particular threshold level. The threshold energy level may be
standardized as a fraction:

(3.1) I. = EL./EL.,

where [.. is the "threshold index"., EL.. is the threshold energy level for
phase resetting, and EL., is the maximum energy level (the apex of the
ramp waveform) produced by OSCILLATOR X at the period that was
established just prior to phase resetting. Referring back to Figure
3.5, it can be seen that the absolute value of EL., will differ among
oscillators. and for one osciliator across its period range. For the
purposes of this model, .. is held constant at .6, that is, EL, must be
equal to or greater than 60% of EL., for phase resetting to take place.
Exampies of the different ways in which an IEIT pulse might coincide
with the ramp waveform of an oscillator are given in Figure 3.9,

It should be evident from Figure 3.9 that the lower the
instantaneous energy level of the oscillator waveform at the point in
time when the IEIT pulse occurs (EL.). the greater the asynchrony
between the oscillator's period and the stimulus IOI. In fact. any
instantaneous energy level, EL,, expressed as a fraction of EL,, may be
translated into a corresponding "asynchrony value.” An asynchrony value
is defined as the degree to which the IEIT pulse is early or late in
relation to the currently established oscillator period. With a ramp
waveform, the formula that converts relative energy level to relative
asynchrony is as follows:

(3.2) AS... = .5(1 - EL/EL,,)
where AS,,. is the relative asynchrony value expressed as a fraction of

the oscillator's period, and EL. and EL.,, are as previously defined (a
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Pigure 3.9. Three different types of coincidence of IEIT pulses and oscillator
acUvity. Figure 3.9a shows fallure to reset. Figure 3.9> shows phase resetting with
with marked asynchrony. Figure 3.9¢ shows phase reseiting with mild asynchrony.




geometrical derivation of this formula may be found in Appendix B).
Since the threshoid index. I... as previously defined. 15 1tself a
fraction of EL.,,. the relative asynchrony allowed by this index may be
calculated:

AS.. = .5(1l - .6) = .2
Therefore with a threshold index of .6. the 1EIT pulse may be
asynchronous with the beginning of the oscillator's cycle by up to +/-
20% of the oscillators established period for phase resetting still to
take place. This range of asynchronies within which phase resetting may
take place is termed the "acceptable asynchrony range."”

If phase resetting can occur. the number of oscillator cycles
needed to entrain to an approximately isochroncus stimulus depends on
the degree of difference between the osciliator’s currently established
period and the to-be-entrained period. For the purposes of the present
model, it is assumed that, with one phasc resetting, an oscillator
period can be pulled towards the to-be-entrained period by up to +/- 20%
of its currently established period. For example, if an oscillator with
a currently established period of 650 milliseconds is phase reset by an
an isochronous set of I0Is of 505 ms, the oscillator will need two phase
resettings to entrain to 505 ms since the most it can be pulled by one
phase resetting will be 20% x 650 or 130 ms (i.e. down to 650 - 130 or
520 ms),

For & further example, take OSCILLATOR 5. Suppose it 15 exposed
to two 10Is of 500 ms each, bounded by three event onsets, 4, b and ¢.
Suppose also that this oscillator has randomly chosen a period of 520 ms
in the pre-activation state (OSCILLATOR 5's mean period). The first 101
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of 500 ms (a-b) is passed through OSCILLATOR 5's input filter causing
activation. Thus at event onset b, OSCILLATOR 5 is pulled up to an
activated amplitude level (turned on), its phase is reset with b, its
filter is bypassed and it begins a new cycle, but still at its initias
period of 520 ms. Then, 500 ms after b at event onset c. a new I[EIT
pulse occurs, but this is 20 ms earlier than the time-point when
OSCILLATOR 5 is next due to reach EL.,, again. Whether the oscillator
can phase reset with this asynchronous IEIT pulse, depends on the
oscillator's instantaneous energy level at that point in time. Solving
equation 3.2 for EL./EL., one gets:

(3.3) EL./EL., = 1 - 2(AS.,.)
In this example AS,,, = 20/520 = .0385, therefore
E1./EL,, = 1 - 2(.0385) = .923.

In other words, when the IEIT pulse occurs, OSCILLATOR 5 has reached
roughly 92% of its maximum energy level. This value is easily above the
threshold index of .6 (60%), so phase resetting can readily take place.
With the phase resetting at event ¢, OSCILLATOR 5 is now entrained to
500 ms, a period that it will produce in the immediate future should no
other phase resetting take place in that oscillator. Should subsequent
events present a novel time interval that is nonetheless within the
acceptable asynchrony range of the entrained period, and within the
oscillator's output-period range., this oscillator will phase reset and
be pulled toward the new time interval.

Generally then, the sequence of events for the activation and
entrainment of OSCILLATOR X may be summarized as in Table II. Note that

the left-hand column represents stimulus events a4, b, ¢, etc. in



sequential order.

From Table Il it can be seen that. generally,

OSCILLATOR X can entrain to a stimulus period after only three or four

stimulus onsets have occurred, and re-entrain shouid mi.dly different

[0Is occur subsequently.

Thus, inaccuracies or expressive deviations 1n

performance timing do not prevent this system from tuning in to time

intervals inherent in a musical stimulus.

TABLE II

CORRESPONDENCE BETWEEN STIMULUS AND OSCILLATOR X

Stimulus Event

Activity of OSCILLATOR X

No stimulus

Oscillator in pre-activation state: randomly
chosen period and phase., rum-level
amplitude.

Ditto

If I0I between a and o is within OSCILLATOR X's
input filter range, oscillator activated: phase
reset, amplitude high, period same as before.
Oscillator’'s input filter is by-passed.

If I0I between b and ¢ is within the acceptable
asynchrony range, oscillator entrained. phase
reset, period pulled towards value of I0I
between b and ¢. Ampiitude depends on where
entrained period lies in oscillator's output
range.

If 101 between m and n is novel, yet within the
acceptable asynchrony range, oscillator re-
entrained: phase reset, period pulled towards
value of 10I between m and n. Amplitude depends
on where re-entrained period lies in
oscillator’'s output range.
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A1l eleven oscillators follow the same basic operating
principles. Since the oscillators’ input filters respund to different
yet overlapping time-inter:al ranges. some oscillators are activated by
the same stimulus event, an¢ ouuhers must wait for another more suitable
I0I for activation. Nevertheless, it is theoretically possible that.
after only several onsets in a durationally rich stimulus rhythm, ail
eleven oscillators could be oscillating simultaneously.

Given the right conditions. all oscillators. once activated, can
re-entrain to new I0Is in this mechanistic fashion ad infinitum. The
human “owner” of the OSCILLATOR BANK will only become consciously aware
of phase resetting if the discrepancy between the already-entrained
period and the novel period is sufficiently large. For the purposes of
this model it is proposed that, provided that AS, is small enough for
phase resetting to occur in the first place (within the acceptable
asynchrony range), the unweighted probability of a8 listener becoming
aware of phase resetting in one osciilator is as follows: the currently-
established maximum energy level (EL.,) minus the instantaneous energy
level (EL,) of the oscillator's waveform at the instant of the resetting
pulse, expressed as a fraction. In other words,

(3.4) P. =1 - (EL./EL.,). provided EL./EL., >/= L.,
where P, is the unweighted individual probability of a phase reset being
noticed, and EL,. EL,, and I.. are as previously defined.

The probability value P, 1s said to be “unweighted” and
"individual” because this model proposes that the overall probability of
a particular anomalous onset being noticed is the summation of all the
weighted probabilities of the individual oscillators that must phase



100
reset as a result of the anomalous onset. This summation may be
expressed as follows:

(3.5) 0P, = 2 wP,

where OP, is the overall probability of an anomaious onset being
detected, P, is the unweighted individual probability of detecting a
resetting in one oscillator as defined above. The variable w is the
weight ascribed to each oscillator according to the following equation:
(3.6) w=1-(]x-6] +1)/10

wheie x 15 the number of the oscillator. From equation 3.6, the weights
(values of w) given to oscillators in the OSCILLATOR BANK are:
OSCILLATOR 6 = .9, OSCILLATORS 5 and 7 = .8, OSCILLATORS 4 and 8 = .7,
OSCILLATORS 3 and 9 = .6, CSCILLATORS 2 and 10 = .5, OSCILLATORS 1 and
11 = 4. These weights are somewhat arbitrary, however. they reflect
the preferred tempo range identified in the literature in Chapter 2.
Two corollaries of equations 3.5 and 3.6, then, are as follows: (1) the
more oscillators that are reset by an anomalous onset the greater the
value of OP;; (2) the closer those oscillators are to OSCILLATOR 6 the
greater the value of OP,.

To exemplify the calculation of the overall probability of a
listener detecting an anomolous onset, consider the situation where an
I0T of 630 ms is inserted in an otherwise isochronous pattern with a
repeated I0I of 550 ms. In such a case, OSCILLATORS 4, 5, 6 and 7 would
be able to entrain to the initial I0I of 550 ms. Of these, OSCILLATORS
5, 6 and 7 would be able to re-entrain to the IOl of 630 ms. In
addition, OSCILLATOR 8 would be activated by the IOI of 630 ms, but
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would not yet be entrained so it may be discounted from the ensuing
discussion.

Firstly, the relative asynchrony of the 603-ms IOl can be
computed:

AS.. = (630 - 550)/550 = .14545
Secondly. substituting this value in equation 3.3 one gets:
EL /EL.,, = 1 - 2(.14545) = .70909,
that is. the synchronized waveforms of OSCILLATORS 5. 6 and 7 are a1l at
71% of their maximum energy level at the instant of phase resetting at
the completion of the 603-ms I0I. Thirdly, from equation 3.4, the
unweighted probability of such an asynchrony being noticed is
Pe= 1 - (.70909) = .29091
Fourthly, substituting this P, value into equation 3.5, with the
appropriate weights for OSCILLATORS 5, 6 and 7, one gets:
0P, = .8(.29091) + .9(.29091) + .8(.29091) = .72727.
In other words, according to this model, there is a roughly 73% overall
probability of this anomalous onset being detected in the OSCILLATOR
BANK,

The foregoing examples of phase resetting, and the corresponding
probabilities of the phase resetting being noticed, have so far dealt
only with the processing of time intervals on one metric level. In
other words, although anomalous I0Is have been introduced. they have not
been so different from the entrained period that they establish a second
integrally related set of oscillations. If. however, subdivisions or
groupings on the beat time interval were introduced in the stimulus,
then several levels of a time-interval hierarchy would be entrained.
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For instance, if I0Is of 250 or 1000 ms were introduced into the 500-ms
example given apbove, then OSCILLATORS 1 and 2 would entrain to 250 ms,
OSCILLATORS 4. 5 and 6 would entrain to 500 ms and OSCILLATOR 8 would
entrain to 1000 ms. In terms of Jones and Boltz's (1989) model. the
result would be three levels of a binary hierarchy entrained in the
OSCILLATOR BANK. The current model proposes that, in such a case., the
owner of the OSCILLATOR BANK could attend to any one of the three
levels. but not more than one concurrently. The overall probability of
a phase resetting being noticed with a metrically multi-leveled
stimulus. then, would depend on which level of activity of the
OSCILLATOR BANK the owner attends to at the point of phase resetting.
This situation will be discussed further in formulating the experimental
hypotheses in Chapter 4.

As a final, more general example of the workings of the
OSCILLATOR BANK, Figure 3.10 illustrates the activity of OSCILLATORS in
response to the two rhythms (the 6/8 and 2/4 contexts) used by Clarke in
his (1987a) perceptual experiment (see Figure 2.3 in the previous
chapter).

The Short Auditory Store
Having outlined the hypothetical workings of the IEIT and its
interaction with the OSCILLATOR BANK, one can now turn to the SHORT
AUDITORY STORE, or SAS, and the INTER-ACCENT INTERVAL TIMER, or IAIT.
In this model, the SAS is responsible for the concatenation of
stimulus events that are physically separated in time. For this reason,
an epiphenomenon of its operation is the psychological present in the
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auditory modality. In the system proposes here, the SAS is intended to
mode! the observed behaviours of both echoic memory and STM in the
auditory modality. The particular model of STM that is taken as 3
starting point 1s Frick's (1968) model of short-term auditory memory.

The hypothetical workings of the SAS are depicted by analogy 1n
Figure 3.11. Instead of Frick's single variable-speed tape recorder,
one might magine a variable-speed sampler. This variable-speed sampler
mc ‘el differs from Frick's tape-recorder analogy, not only in the
recording medium used as an analogy, but also in the number of stages of
recording envisaged. In fact. what 1s here proposed is a multi-stage,.
variable-speed sampler consisting of several SAMPLING BUFFERS. In
Figure 3.11, SAMPLING BUFFER A is the 1nput to the SAS, and, as such,
models the workings of echoic memory or precategorical acoustic storage.
A “chunk” of the input stimulus is first recorded in SAMPLING BUFFER A
with most of 1ts acoustic detail intact. SAMPLING BUFFER A has 3
maximum storage canzz'ty of between 2 and 3 seconds. however, 1f the
stimulus is cnaplex and the listener wishes to retain acoustic detail,
then SAMPLING BUFFER A will have to sample at a faster rate to enable a
recording of the desired fidelity to be made. Evidently if SAMPLING
BUFFER A samples at a fast rate. 1ts storage capacity will be used up
quickly. The result is a trade-off between recording length and
recording fidelity.

Once SAMPLING BUFFER A 1s full, it begins to record a new chunk
of the stimulus erasing the old recording. So that the 01d sample is
not lost. however, as its space in SAMPLING BUFFER A is taken up by a
new chunk of stimulus. the old sample is shunte¢ to the next SAMPLING
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BUFFER "down the line,” SAMPLING BUFFER B. Unfortunately, since this

process entails rerecording. one ¢f the results of shunting is a loss in
fidelity. The contents of SAMPLING BUFFER B will therefore be a
distorted, impoverished version of the signal originaily encoded in
SAMPLING BUFFER A. Once SAMPLING BUFFER A is full again. it begins a
new chunk, its current contents are shunted to SAMPLING BUFFER B, and
the contents of SAMPLING BUFFER B are in turn shunted to SAMPLING BUFFER
C. The process continues: with each subsequent chunk of stimulus that
is recorded in SAMPLING BUFFER A, older chunks are shunted further down
the 1ine from SAMPLING BUFFER to SAMPLING BUFFER. With each shunting
(rerecording) more and more acoustic detail is lost until the recorded
signal has deteriorated completely.

Given the process described above. the most vivid recording is
found in SAMPLING BUFFER A, the contents of which comprise the present
event and events that have just occurred. The contents of SAMPLING
BUFFER A are instantly accessible. either as a complete grouping or,
possibly. as individual items. SAMPLING BUFFER A is therefore posited
as the mechanism responsible for the phenomenon of the psychological
present. The contents of SAMPLING BUF-£xS B. C, D, and so on down the
iine, are less and less vivid, and may be several seconds old. Access
to these buffers may not be gained 1nstantly, and the contents are less
manipulable than those of SAMPLING BUFFER A. In addition, as will be

described later, the contents of these later buffers are no longer pure

signal, but are mixed with other categorical information about the
signat. SAMPLING BUFFERS B, C, D, etc. are therefore included to model

auditory STM, The time taken for signal deterioration due to shunting
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models decay time for STM. Since SAMPLING BUFFER A models echoic

memory. and SAMPLING BUFFERS B. C. D etc. model auditory short-term
memory. comparison between present perception and short-term memory
would be carried out by comparing the contents of SAMPLING BUFFER A with
the contents of the other SAMPLING BUFFERS.

A second consequence of shunting a signal trace down the 1ine 1s
a distortion of the absolute time intervals of the original stimulus.
Since the most vivid and most recent recording is always held by
SAMPLING BUFFER A, this particular buffer is accorded the most
importance by the perceptual system. The further down the line a
SAMPLING BUFFER 1is, the less recent and therefore the less sharply-
etched are its contents. Therefore, in the interests of cognitive
economy, buffers further down the line are apportioned less and less
storage medium. Since each subsequent buffer has less and less space to
record the time-span of the signal passed down to it, the further down
the 1ine a buffer is, the more it must compress a signal trace in the
temporal domain.

Another way of viewing this process of temporal compression is
to recognize that, owing to decay of the pure signal trace, the contents
of buffers further down the line will have a greater proportion of
abstract information compared to raw signal data. This aspect of the
model is similar to certain models of speech processing in
psycholinguistics (e.g.. Beaugrande 1985). In such models, "shallower"
levels of processing (e.g., phoneme processing) are assumed to take
place primarily in the first couple of seconds of a sound’s

presentation, although, for example, "long-term memory can retain some
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traces of the surface, e.g., the recollection of whether an item was
presented visually or acoustically.” (Beaugrande 1985, 166). Thus, if
the contents of later buffers are increasingly more abstract
representations of the signal trace, then temporal information must be
collapsed or compressed in some fashion in these buffers. If memories
of., say. 15 seconds ol1d were still intact with all their acoustical (and
therefore temporal) detail, they would take as long to "play back” in
memory as they took to be presented in the original stimulus. However,
according to the short-term memory literature cited in Chapter 2,
subjects do not require the full time-span of the original stimulus to
perform, say, a pattern comparison task between memory and perception.
Therefore temporal compression seems to be a normal (and desirable) part
of encoding in the SAS.

For the purposes of the types of stimuli considered in this
dissertation, temporal compression in the SAS has one important
ramification: Events stored in sampling buffers far down the line,
SAMPLING BUFFERS G or H, for example, will seem faster than they
originally sounded in perception. Put another way, if the system is
presented with a perfectly isochronous rhythm, the present perception of
that rhythm will seem sliower than a several-second-old memory trace of
the same rhythm. Therefore, if the listener compares the contents of
SAMPLING BUFFERS G or H (his/her STM) with those of SAMPLING BUFFER A
(nis/her current perception), the rhythm will seem to have slowed down
even though it has remained perfectly isochronous. In a second
situation where the rhythm has, in fact. decelerated, any comparison
between preasent perception and memory will overemphasize that
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deceleration. Conversely. in a third situation where the rhythm has
accelerated, comparison between memory and perception will annul some of
the difference between the presently perceived tempo and the tempo as
stored in STM.

More generally, this analogical model parsimoniously models a
great deal of the literature on precategorical storage and auditory
memory. Most importantly perhaps, a distinction is made between the
concepts of storage capacity and decay rate. The volume of echoic
memory is equivalent to the amount of stimulus that can be recorded on
SAMPLING BUFFER A. The decay rate depends on the amount of acoustical
detail that is lost over time with each re-recording. In addition, the
wide range of durations in auditory memory research noted by Cowan and
others can be accounted for: both the storage capacity and the decay
rate of auditory memory will vary depending on what a listener must
attempt to hold in memory, i.e., what sort of recording fidelity is
required. For this reason, then, the nature and difficulty of a
subject’'s task in an experiment will determine the memory trace's volume
and decay rate.

Measuring Time Intervals between Accents
The IAIT measures the time intervals that elapse between
successive accents, a task which is considerably more complex than
measuring simple time intervals between events. In measuring inter-
event time intervals the IEIT simply waits for the next onset, and at
thet moment is able to measure the inter-event time interval. In
contrast, in many examples of the accent types listed in the definition
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of accent in Chapter 1, the listener logically cannot know that an event
is accented with respect to 1ts neighbours until some time after the
onset of the event has elapsed. Examples of what may be called
retrospectively assigned accents are given in Figure 3.12.

In Figure 3.12a the fact that the first note is dynamically
stressed with respect to the notes that follow cannot be known until at
least the second tone has sounded. In Figure 3.1i2b the fact that the
note ¢ is longer than its two predecessors, and therefore enjoys
durational accent, cannot be known by the listener until at least one
eighth-note’s duration after the onset of ¢. In Figure 3.12¢c the fact
that the C is melodically prominent by virtue of its position at a point
of contour change (Thomassen 1982) cannot be known until the following,
lower note has sounded. In all three cases the information necessary to
ascribe accent to particular events is not available at the time the
onsets of those events occur. It is intriguing that phenomenologically
all three examples sound as if the accented event receives its accent at
the point in time of its onset.

The observation that listeners seem to hear events as accented
at the very point in time when they occur, although they cannot at that
point know if they are accented or not, is compelling evidence for some
type of temporally integrative process in auditcry perception, for
example SAMPLING BUFFER A. In the current model, then, the IAIT
measures the time intervals between accented events, not as they occur

in time, but in a stored format in the SAS, specifically in SAMPLING
BUFFER A,
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One might i1lustrate the activity of the IAIT by returning to
the examples in Figure 3.12. In the case of the dynamic accent shown in
Figure 3.123. at the onset of event b the IAIT realizes that a4 was
louder. The IAIT therefore places a marker on event a in the SAS, and
then waits for a subsequent event of a similar dynamic level. When the
next accented event occurs (e). the IAIT generates a pulse. Next, the
IAIT retrieves the time interval e-a from the SAS and generates a second
pulse at e-a (2000 ms) after e.

The output pulses from the IAIT are passed to the OSCILLATOR
BANK. The OSCILLATOR BANK handles pulses from the IAIT exactly as it
does pulses from the IEIT. In other words, the first inter-pulse time
interval received by a given oscillator causes activation, and the
second inter-pulse time interval received Dy the same oscillator brings
shcut entrainment. Generally, however, since IAIs are longer than
(multiples of) I0Is, 1t will normally be the slower oscillators
(OSCILLATORS 9, 10 AND 11) that entrain to the time intervals between
IAIT pulses.

Returning to the examples of retrospectively assigned accent
shown in Figure 3.12, in the case of the durational accent shown in
Figure 3.12b., at 250 ms after the onset of event ¢ the IAIT realizes
that the IOl following event ¢ is longer than the two previous events (a
and b). The IAIT therefore places a marker on event ¢ in the SAS and
waits for 3 second event that is longer than the duration of a or b.
When the next durationally accented event occurs at g, a pulse 1is
generated by the IAIT. The IAIT retrieves the time interval g-c from
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the SAS and generates a second at g-c (1500 ms) after g. Again. these
pulses are passed on directly to the OSCILLATOR BANK.

In the case of the melodic accent shown in Figure 3.12c.. at the
onset of event d the IAIT realizes that event ¢ lies at a point of
contour change relative to the surrounding notes (@ b and d). The IAIT
therefore places a marker on event ¢ in the SAS and waits for a second
event that also lies at a contour change. When the next melodically
accented event occurs at f, the IAIT generates a pulse. The IAIT
retrieves the time interval f-c from the SAS and generates a second
pulse at f-c (1500 ms) after f. Again, these pulses are passed on
directly to the OSCILLATOR BANK.

The stimuli exemplified in Figure 3.12 only present one type of
accent at a time. a state of affairs that is simpler than many
situations in real music. In this model it is hypothesized that the
IAIT can attend to several dimensions of a musical stimulus
simultaneously. Although the exact number of these dimensions may be
determined by musical ability/training, the IAIT is able to generate
pulses in response to dynamic, melodic and timbral accents sounding in
synchrony or out-of-step with one another.

It should be stressed that the IAIT is not responsible for the
Tistener's phenomenal experience of accented events. Its purpose is
more modest: the IAIT simply extrapolates the time interval between
accents and generates corresponding pulses that can be used as cues for
establishing @ metrical framework. The construction of a representation
of meter is carried out by the next stage to be discussed, the METER
GATING.



115
Establishing Metrical Structure

The output of the oscillators in the OSCILLATOR BANK. whether
driven by IEIT pulses or IAIT pulses, together form the input to the
METER GATING. The METER GATING may be thought of as a mechanism that
sorts and sifts the various osciilator periods from the OSCILLATOR BANK
and the inter-pulse time intervals from the IAIT. Two sub-stages of
energy-level-sensitive gating are hypothesized, as illustrated in detail
in Figure 3.13.

The first sub-stage of gating, what will be called "SQUARING,"
only lets an oscillator output waveform pass at the points in its cycle
where its instantaneous energy level exceeds a certain threshold value.
This threshold, similar in concept to the I, described earlier, is here
called the "squaring index.” or I,. and is set for the purposes of this
model at .6 of the oscillator's established maximum energy level (see
Figure 3.14a). When the ramp waveforms produced by the oscillators 1n
the OSCILLATOR BANK are subjected to SQUARING, the portions of the
oscillator‘s cycle below the threshold energy level are, so to speak,
“switched off." The resulting output waveform from the SQUARING sub-
stage is a squared ramp waveform, as shown in Figure 3.14b. As can be
seen by returning to Figure 3.13, each oscillator output passes through
its own dedicated sub-stage of SQUARING.

The second sub-stage of METER GATING, what will be dubbed
"NEATENING. " takes the output of SQUARING as its input. NEATENING
identifies the shortest (fastest) period to pass through SQUARING and
takes this period as a trigger pulse. In other words, the (squared)
output of the fastest oscillator to have been activated at any given
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Figure 3.13. Detailed illustration of METER GATING.
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Figure 3.14. SQUARING and NEATENING operations. Figure 3.14a shows the ramp
waveforms produced by three oscillators, X, Y and Z. Figure 3.14d shows these
waveforms having beens passed through SQUARING. Figure 3.14c shows the squared
waveforms having been passed through NEATENING. For NEATENING, the fastest
period functions as a gating trigger. In Figures 3.14a and 3.14b, the squaring
index, loq, is shown as a dotted line.
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time is used to control which portions of the waveforms of other

oscillators are passed through NEATENING. The squared outputs of all
other oscillators are therefore switched off except when the energy
level of the squared output of the fastest activated oscillator is high
(not zero). The result of NEATENING on the squared set of waveforms
produced in Figure 3.14b is shown in Figure 3.14c. As can be seen, the
maxima of the squared waveforms of slower oscillators must coincide
approximately with the maxima of the fastest period to pass through
NEATENING. Since the maxima of each waveform represents the start of
that oscillator's cycle, the periods of slower oscillators must be in-
phase integer multiples of the period of the fastest oscillator. If a
maximum of longer period is slightly out of synchrony with a maximum of
the shortest period (i.e., the two periods are not exactly integrally
related), only that portion of a longer squared waveform that coincides
with the high portion of the fastest squared waveform will pass through
NEATENING. Again this situation is illustrated in Figure 3.14.

Considering the operations of SQUARING and NEATENING together,
it should also be noted that the width of the waveforms resulting from
SQUARING depends on the squaring index. I: the lower the value of I,
the wider the waveform. In turn, the width of the waveforms resulting
from SQUARING will determine how precisely the maxima of longer periods
must coincide with the trigger pulse to pass through NEATENING. 1hus,
the squaring index will determine how exactly the maxima of different
periods must coincide to be categorized as integrally related. As
mentioned earlier, for present purposes, the squaring index has been set
at .5. However, this value may in fact vary from individual to
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individual. and from culture to culture reflecting varying personal and
cultural sensitivities to mildly non-integrally related time intervals.

The output from the second sub-stage of the METER GATING
(NEATENING) 1s a single channel carrying a complex waveform. This
complex waveform is the aggregate of all the oscillators’ waveforms that
have passed through SQUARING and NEATENING. For example, the complex,
aggregate waveform to result from the oscillator activity shown in
Figure 3.14 1s given in Figure 3.15.

One important general feature of aggregate waveforms should be
noted: the more 0sc.1lators there are to entrain a particular period.
the more prominent that period will be in the aggregate waveform. This
observation leads in turn to three assertions that are of central
importance to the model as a whole:

1. The most prominent or salient individual period in the aggregate
waveform is chosen as the inter-beat time interval (the IBI).
2. The other time intervals are groupings and subdivisions of the beat.
3. The aggregate waveform as a whole is the listener’s internal
representation of the metrical structure of the musical stimulus.
Since the aggregate waveform may change over time depending on the
stimulus. so the listener's representation of me.er may aiso change over
time. This changing representation is perceived real-time meter as
defined in Chapter 1.

Returnming to Figure 3.1, .t can be seen that the output of METER
GATING is fed to the OUTPUT BUFFER. This pbuffer is envisaged as working
1n similar fashion to SAMPLING BUFFER A in the SAS: sequentially

separated events (now oscillator cycles) are integrated to form a
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Figure 3.15. An aggregate waveform in the OUTPUT BUFFER. Figure 3.15a
reproduces 3.14c, i.e., the output of NEATENING. Figure 3.15b shows the aggregate
of these waveforms as they would be observed in the OUTPUT BUFFER. Note that a
duple meter around the period produced by 0SC X is evident, although this is
disrupted somewhat by the intermittent presence of 0SC Z's non-integer related
period.
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coherent “"snap-shot”™ of the current representation of beat and meter.
Like SAMPLING BUFFER A, the OUTPUT BUFFER has a variable storage
capacity. In this model the QUTPUT BUFFER i5 ganged to SAMPLING BUFFER
A. so that the storage capacity of the QUTPUT BUFFER depends on that of
SAMPLING BUFFER A. In this way. the two buffers chunk their respective
inputs in synchrony.

The output of the OQUTPUT BUFFER is divided into two channels.
As can be seen from Figures 3.1 and 3.11, the first channel is fed back
to SAMPLING BUFFER B in the SAS. Thanks to this channel, the chunked
representations of beat and meter that were integrated in the QUTPUT
BUFFER are now stored with the raw acoustical data of their
corresponding stimulus events in SAMPLING BUFFER B and other sampiing
buffers down the line in SAS. In this way, representations of beat and
meter are stored in the same place as memory traces of raw acoustical
data, and are subject to the same temporal compression in SAS that the
signal traces themselves are. Thus, as noted in the earlier discussion
of the SAS. the contents of the sampling buffers (from SAMPLING BUFFER B
downwards) become a mixture of raw si1gnal data and categorical
information (abstract representations) about the signal.

The second output channel represents the output of the whole
system and is fed to further processing. One possible feature of
further processing might be an abstract iong-term representation of
meter (the perceived abstract meter defined in Chapter 1). Since the
output of METER GATING is a constantly changing aggregate waveform, the

contents of such long-term storage might be a set of idealized
waveforms, against which the current contents of the OUTPUT BUFFER could
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be compared. These idealized waveforms would be "perfect” and

unambiguous representations of meter gleaned from repeated and frequent
exposure in the listener's lifetime. Two idealized waveforms for the
meters 4/4 and 9/8 are shown in Figure 3.16. Thus, in labelling a
particular stimulus as "4/4" or "9/8", the listener would match the
pattern of his/her perceived real-time meter with a stored abstract

representation of meter.

Literature Revisited

To conclude this chapter one can re-examine the list of specific
issues arising from the literature review, and see how many of those may
be accounted for by the model in some way. In some cases, these issues
have already been addressed as part of the description of the model. In
other cases, issues arising from the literature are addressed by
synthesizing different aspects of the model for the first time.

a. The preferred beat tempo range between roughly 60 and 150
bpm (1000 and 400 ms). This range is accounted for by the output-period
ranges of the oscillators in the OSCILLATOR BANK. Both the higher
amplitudes and the closer bunching of oscillators around the value of
600 ms mean that periods between these approximate values will have a
higher amplitude than periods outside this range. Recall that the
oscillator period with the highest amplitude will be chosen as the beat
level after it has passed through the METER GATING. It therefore
follows, that if a variety of periods are entrained in the system
described here, those in the 600 ms range will be chosen as the beat
level,
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Pigure 3.16. ldealized representations of two metrical struclures. Figure 3.16a
shows an fdealized waveform for 4/4, from the sisteenth-note level up to the

bar level. Figure 3.16d shows the same for 9/8. These waveforms are assumed (o
be abstracted from lifelong exposure (o real-time representations of these

metrical structures in the OUTPUT BUFFER.
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b. Listeners' greater facility for hearing tempo decelerations

over accelerations with simple. metronomic or computer-generated
stimuli. When 3 tempo deceleration occurs over a number of beats. in
effect the stimulus events are getting later and later with respect to
the entrained periods in the hypothetical oscillators. However, if this
change is gradual, the discrepancy between any two successive stimulus
time intervals will be so small that the phase resetting that an
oscillator must undergo has a very low probability of being noticed by
the listener. For this reason, if a gradual change in tempo is noticed.
it will not be in the OSCILLATOR BANK, but in the SAS by comparing the
currently sounding beat rate (in SAMPLING BUFFER A) with a memory trace
of the initial beat rate (in SAMPLING BUFFERS B, C, D etc.). As already
mentioned, since memory traces in SAMPLING BUFFERS B, C, D etc. undergo
temporal compression, gradual decelerations will be noticed more readily
than accelerations of the same magnitude.

c. The interaction between metrical location of tempo change
and direction of change as regards the ease of tempo change detection
by listeners. This finding is not modelled by the proposed system.

d. The reasonably fine-grained detection of durational
anomalies in perception (c. +/- 5%) as found by some experiments
adopting the Weber's-law paradigm. Recall that in the model proposed
here, time-interval anomalies will result in phase resetting of an
entrained oscillator. The overall probability of this resetting being
noticed by the listener is determined by the value of OP,, as previously
defined. As with probability values in null-hypothesis

rejection/acceptance in experimental statistics, one can determine a
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cut-off level (alpha level) beyond which an occurrence is deemed
unlikely to arise. With OP, one can also decide on an arbitrary
threshold level below which a listener is deemed unlikely to notice a
rhythmic discrepancy. The threshold for P, can be set at any level
desired, thus making the system's detection of rhythmic anomalies as
fine-grained as one wishes. This variability could reflect the
variability of rhythmic anomaly detection that might arise amongst
individuals owing to musical training or ability.

e. The much less fine-grained reliance on integrally related
I0Is in rhythm cognition. Rhythm cognition, as opposed to rhythm
perception, will only take place once specific information has been
abstracted from the raw stimulus data. The output aggregate waveform
from the METER GATING is just such an abstraction. The stipulation in
the NEATENING sub-stage that trimmed oscillator waves are only passed
through if they coincide with the trigger (shortest period). guarantees
that all components of the aggregate waveform are integer multiples of
the shortest period. It may well be the case that it is this aggregate
waveform that controls motor responses to rhythmic stimuli as well as
being the part of the system most accessible to conscious introspection
in general. Since, in experimentation on rhythm cognition, the types of
data gathered are generally either motoric responses or verbal labels
("same/different,” "3/4 versus 6/8"), it is easy to see how a reliance
on integer related time intervals would be commonplace.

f. The tendency by musically more sophisticated listeners to
parse a beat from an input stimulus to provide a reference time interval
around which all other time intervals are orgarized.
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g. The rapid establishment of a metrical hierarchy as multiples
and divisors of the beat time interval.

These two issues may be considered together. The establishment
of a beat and a metrical structure is precisely what the hypothetical
system does. Entrainment allows the beat time interval to be
established after only two or three stimulus events have occurred. As
soon as more than one metrical level is present in the stimulus, the
system responds by entraining a second period, resulting in some type of
metrical representation in the form of a complex waveform on the output
channel of the METER GATING. The fact that musically trained listeners
(at least Western listeners) find it easier to establish a metrical
hierarchy than musically untrained listeners may be due to two factors:
(1) their IAIT is better able to extract accent cues from the SAS, and
(i11) their SQUARING sub-stage has a lower squaring threshold, thus
making their METER GATING less stringent about integer-related periods.

h. The tendency to categorize time intervals not only as
integrally related, but also to categorize them as conforming to an
established metrical context. This issue is a more complex version of
(f) above. In order to be passed through METER GATING, oscillator
periods must be (approximate) integer multiples of the fastest
oscillator period. This stipulation will ensure that the output of
METER GATING conforms to an established rmeter, so long as the fastest
oscillator period is itself part of the established metrical framework.
In both of the Clarke (1987a) stimuli the fastest stimulus time interval
is part of the metrical framework: 320 ms equals an eighth-note in the
6/8 context, and 240 ms equals a sixteenth-note in the 2/4 context. S0
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far as the present author is aware, there are no empirical data
concerning whether categorical perception will still occur when a
metrically non-conformant time interval is also the fastest time
interval in a stimulus, and therefore the trigger for NEATENING. The
present model predicts that categorical perception would be disrupted in

such a situation.

Conclusion

The general goals outlined at the beginning of this chapter
were: (1) to account for as much of the literature as possible, (2) to
generate specific experimental hypotheses, (3) to provide a clear
conceptualization of rhythm perception.

Goals one and three may be considered together. Firstly, the
degree to which this model accounts for the findings of the literature
reviewed may be judged from the previous paragraphs. Doubtless some
sources of variance are not accounted for, however the model does seem
to fall in line with major points of convergence in the literature. As
regards goal three, only the reader can judge if this model provides a
useful way of thinking about beat and meter perception.

One can close by addressing goal two, that is, by summarizing
several specific hypotheses arising from the interaction of stages in
this model:

3. Large discrepancies in I0Is, that is, sudden changes in time
interval are noticed in the OSCILLATOR BANK.
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b. Subtle discrepancies in IOIs. that is. gradual changes, if they are
noticed at all, are detected by comparing perception and memory (the
contents of the SAS).

C. With simple stimuli, at least. tempo decelerations will be noticed
more easily than accelerations of the same magnitude.

d. Integer-related time intervals will be handled more easily by the
cognitive system than non-integer related time intervals.

e. The OSCILLATOR BANK will handle time intervals in the middle of its
period-response range (i.e., around 600 ms) better than time
intervals at the extremes of its range.

Some of these hypotheses will be expanded. refined and tested in
the next chapter. Chapter 4, which introduces three related experimental
studies.



CHAPTER 4
EXPERIMENTAL DESIGN AND METHOD

This chapter is concerned with the design, the preparation. and
the running of the three experiments that form the empirical part of
this dissertation. The first part of this chapter deals with the
experimental hypotheses and the theoretical considerations pertaining to
the testing of these hypotheses. The second part treats the practical
aspects of preparing and performing the three experiments. and includes

the type of detailed information required for replication,

Part [ - Design
Experimental Hypotheses
In order to introduce the experimental design employed in this
study. it is advantageous to reconsider the principal hypothesis of this

dissertation, as it was formulated in Chapter 1:

e Temporal changes that occur suddenly, i.e., within the span of the
psychological present, are detected in perception; temporal changes
that occur gradually, i.e., outside the span of the psychological
present are detected by comparing a memory trace with perception.

From the definitions given in Chapter 1, rhythm modulation would

constitute a sudden change occurring within the psychological present,

129
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whilst tempo modulation would constitute a gradual change that could
only be detected in memory.

The model described in Chapter 3 throws more light on what
specific perceptual/cognitive mechanisms might be meant by “"perception”
and "memory." According to the model. temporal changes detected in
perception are detected because they cause a phase resetting of one or
more of the oscillators in the OSCILLATOR BANK. Temporal changes
detected in memory are detected because a trace of a previous stimulus
stored in one or more of the later sampling buffers of the SHORT
AUDITORY STORE (SAS) differs markediy from the stimulus currently held
in SAMPLING BUFFER A. The hypothetical workings of the OSCILLATOR BANK
and the SHORT AUDITORY STORE, designed to account for the findings of
the literature reviewed in Chapter 2, also give rise to the four
hypotheses that are tested in the experiments described in this chapter.
The four experimental hypotheses are outlined in the following
paragraphs, along with the reasoning behind them.

Hypothesis 1. For rhythm modulation. a late anomalous onset and
an early anomalous onset will be equally difficult to detect. However,
for tempo modulation, an early anomalous onset will be more difficult to
detect than a late anomalous onset.

The first part of Hypothesis 1 arises from the workings of the
OSCILLATOR BANK. As defined in Chapter 3, the probability of detecting
the resetting of an oscillator, P., is a function of the instantaneous
energy level, EL,, of the oscillator’'s waveform at the instant before
phase resetting. Since the ramp waveform of each oscillator is

envisaged as symmetrical, a resetting caused by an early anomalous
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stimulus onset and one caused by a late anomalous stimulus onset of the
same magnitude will occur at identical EL values on the oscillator's
output waveform. This situation is illustrated in Figure 4.1. For this
reason, early ard late anomalous stimulus onsets of the same magnitude
are equally likely to be noticed by the listener.

The second part of Hypothesis 1 stems from the workings of the
SAS. Since traces in the later sampling buffers of the SAS are
compressed temporally, the time interval (or the representation of time
interval) separating two events would be shorter in these later stages
of memory than in perception. Therefore the representations of stimuli
in later stages of memory will seem to have accelerated relative to
representations of the same stimulus in perception and earlier stages of
memory. Tempo accelerations will therefore not be detected so easily as
decelerations of the same magnitude since the compressed memory trace
will be more similar to an accelerated beat rate in perception than to a
decelerated one. In short, the difference between memory and perception
will be less when a beat has accelerated compared to when 3 beat has
decelerated.

Hypothesis 2. Rhythm modulation at the extremes of the beat-
rate range will be more difficult to detect than modulation in the
middle of this range. Tempo modulation at slow beat rates will be more
difficult to detect than tempo mogulation at fast beat rates.

The first part of Hypothesis 2 springs from the fact that mid-
range tempi fall most readily into the preferred tempo range identified
in Chapter 2. Beats in the middle of the tempo range. i.e. around 600
ms (100 bpm), will, on average, entrain the greatest number of
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Figure 4.1. Phase resetling caused by early and late anomalous onsets. Figure
4.1a shows resetting with an early anomalous onset, Figure 4.1b shows the same
with a late anomalous onsct. Note that since the asynchrony of the anomalous
onsets relative to the already—entrained period is the same in bolh cases, the
unweighted probabdility value, Pr, is identical for the two situations.
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osciilators at the highest amplitudes. [f several oscillators are
entrained L0 3@ single stimulus time 1nterval, when an anomalous time
interval 1s presented to the Tistener. all these oscillators will phase
reset together. The greater the number of oscillators oscillating in
sychrony the higher will be the overall probability (OP,) of a phase
resettina being derected.

The second part of Hypothesis 2 derives primarily from the
literature (particularly E11is 1991 and Royal 1993 [see Appendix A]).
which has observed a greater facility in detecting tempo modulation at
faster temp1. In terms of the current model. one possible explanation
for this behaviour may be as follows: the faster the stimulus. the
greater the number of beats that can be stored as a single chunk in one
sampling buffer 1n the SAS. The greater the number of beats tc be
stored in one chunk. tYe less the system will have to pass signal traces
“a 1 the line” to later sampling buffers. The less the reliance on
later sampling buffers, the less compressed and distorted is the memory
trace of the beginning of the stimulus. The less distorted the memory
trace of the initial beat rate, the more accurate is the process of
comparison and detection cf tempo modulation.

Of course. contrary to the atove. 1t may be argued that faster
stimuli constitute more complex st:muii, and, therefore, with faster
tempr. SAMPLING BUFFEk A will sample at a correspondingly faster rate.
reducing its overall storage capac:'ty. [f SAMPLING BUFFER A has a
reduced storage capacity, the quicker 1t would pass stimulus chunks down

the line, cancelling out any possibtitty that more stimulus events could

De encoded in one chunk. However, with the extremely simple stimuli
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that have so far been used 1n the experiments reported (isochronous,

monophonic melodies, metronome ticks or drum strikes)., even at a fast
tempo, there may be no real need for SAMPLING BUFFER A to increase its
sampling rate by any substantial amount in order to encode a signal
trace of sufficient fidelity. Therefore more events could sti111 be
encoded in each chunk in SAS.

Hypothesis 3. For rhythm modulation. an anomalous onset on beat
1 of the bar will be more difficult to detect than the same on beat 2.
For tempo modulation, there will be no difference between an anomalous
onset on beat 1 and beat 2.

The reason for the first part of Hypothesis 3 is as follows: if
a8 stimulus implies 3@ metrical hierarchy, then different oscillators will
be entrained to the different time intervals represe..ced by this
hierarchy. For example, with the current model, if OSCILLATORS 4, 5
and 6 entrain to a quarter note of 500 ms time interval in a 4/4 meter,
OSCILLATORS 8, 9 and 10 can entrain to the half-note time interval (1000
ms), and OSCILLATOR 11 can _itrain to the whole-note time interval (2000
ms). Therefore, beat 1 in the bar will witness the maxima of not only
OSCILLATORS 4, 5 and 6 (the beat level) but also those of OSCILLATORS 8,
9. 10 and 11 too. On the other hand. the only maxima at beat 2 in the
bar will be those of OSCILLATORS 4, 5 and 6. As can be seen from Figure
4.2, an anomalous onset that causes substantial resetting of oscillators
4, 5 and 6, will, however, cause only a negligible resetting of
oscillators oscillating at longer periods. As noted 1n Chapter 3, when
several groups Of oscillators are oscillating at contrasting periods,

the listener may attend to any one of these. If the listener is
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Figure 4.2. Different Pr values registered by different oscillators for the same
anomalous onset. Since oscillators of contrasting periods produce output wave-

forms of contrasting gradients, the Pr value at a given point of reset will be
smaller for those oscillators oscillating at longer periods. Note that the Pr value

is the unweighted probability for each individual oscillator.
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attending to the outputs of the siower oscilliators when the anomalous
onset occurs., he/she will be less likely to notice the anomaly. On beat
2. the listener's attention cannot be divided in the same way.
Therefore. in stimuli that imply several metrical levels longer than the
beat, anomalous onsets on beat 1 will, on average, be more difficult to
hear than anomalous onsets of the same magnitude on beat 2.

Tne reason for the second part of Hypothesis 3 is simply that,
since, as previously argued., tempo modulation will not be detected in
the OSCILLATOR BANK, it seems unlikely that the metrical location of the
start of a tempo modulation could affect the trace in the SAS. In the
current model, both raw acoustical signal data and representations of
beat and meter are stored in the SAS from SAMPLING BUFFER B downwards.
However, the extent to which the contents of a sampling buffer are
temporally compressed depends on how far down the line the sampling
buffer is (i.e.., how 0ld are its contents). This process is carried out
on all stimulus time intervals, regardless of their metrical position.

Hypothesis 4. For rhythm modulation, anomalous onsets in
stimuli with no subdivision of the basic beat will be more difficult to
detect than stimuli where the beat IS subdivided. For tempo modulation,
it is not known whether presence or absence of beat subdivision will
effect detection of anomalous onsets.

The reason for the increased facility in detecting rhythm
modulation with a subdivision is essentially an extension of the
argument for Hypothesis 3. For a subdivided stimulus, oscillators will
entrain to the beat level, and the subdivision level. For example, with
the current model, if OSCILLATORS 4, 5 and 6 entrain to a quarter note
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of 500 ms time interval 1n a 4/4 meter, OSCILLATORS 1 and 2 can entrain
to the eighth-note time 1nterval (250 ms). As illustrated in Figure
4.3, an 10! anomaly that 1s only just noticeable at the beat level (500
ms), will be very apparent at the subdivision level (250 ms).

In the case of tempo modulation, it is impossible to predict the
effect (if any) of beat subdivision on modulation detection since either
one of two scenarios 1S feasible. On the one hand, the increased
complexity of the subdivided stimulus could bring about a faster
sampling rate and therefore shorter chunks in each sampling buffer. The
upshot of this process would be a greater reliance on buffers "further
down the line" and therefore the accuracy of comparisons would be
generally impaired. On the other hand, 1f the sampling rate does not
increase greatly owing to stimulus subdivision, then a subdivided
stimulus will mean more temporal information in each sampling buffer.
The more information in each buffer, the more temporal points of
reference the listener would have for the purposes of comparison between
old and new traces. The greater the number the points of comparison the

more accurate would be the detection of tempo modulation.

Stimuli and Independent Variables
In order to test the above hypotheses, Experiments 1, 2 and 3
examined the perception of rhythm and tempo modulation under different
conditions. Experiment 1 was designed to test Hypotheses 1 and 2.
Experiment 2 was designed to test Hypotheses 1, 2 and 3. Experiment 3
was designed to test Hypotheses 1 and 4. The stimuli and independent
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Figure 4.3. Phase resetting with a subdivided beat. As in Figure 4.2, owing to
the different gradients of the output waveforms of oscillators of contrasting
periods, an oscillator that has entrained a beat sudbdivision will register a larger
Pr value than those oscillators that are entrained to the beat time interval.
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variables that were used for each experiment are outlined in the

following paragraphs.

Experiment 1

General Trial Format. Each trial consisted of a series of 32
beats (a synthesized unpitched drum sound), with a heavy dynamiC accent
added to the first of every four beats. and a medium dynamic accent
added to the third of every four beats. The result of this combination
of beats and accents was 8 bars of quadruple meter, with three levels of
metrical hierarchy: the time interval 7 between successive beats, the
time interval 2i between successive accents, and the time interval 4i
between successive heavy accents (downbeats). In each trial, at least
the first bar was sounded isochronously without any rhythm or tempo
modulation. However, on the downbeat of either bar two or bar three
(determined by random selection), a gradual modulation in either rhythm
OR tempo was introduced (or the rhythm remained isochronous at a
constant tempo). The modulation continued for six bars after which the
stimulus remained constant at the new rhythm/tempo until the end of the
trial. Figure 4.4 shows the general format for both stimuli with
modulation beginning in bar two as well as bar three. Trials were
manipulated according to the following independent variables:

TYPE. TYPE had two levels, rhythm modulation and tempo
modulation. For rhythm modulation, the inter-onset time intervals
(I0Is) between the first and the second beats. and between the second
and third beats of each bar became increasingly more uneven. The I0Is
between the third and fourth, and fourth and first beats remained
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constant at the initi1al beat rate. Examples of rhythm modulation are
given 1n Fiqures 4.4a and 4.4b. for tempo modulation, the beat rate
changed at the beginning of each bar and was maintained at the new rate
for the time interval of one bar. Overall, this procedure resulted in a
gradual change of tempo away from the 1niti1al beat rate. Examples of
tempo modulation are given in Figures 4.4c and 4.4d.

DIRECTION. DIRECTION had two levels, early and late. depending
on when the first anomalous onset 1n each bar occurred relative to
preceding beats. For the eariy condition, the IOl preceding the
anomalous onset was shortened by decrements of 3% of the initial IOl per
bar. T-us, if iéjhs the initial ICI then successive shortened I0Is
would be .97i, .94i, .91i, .B881. .851 and .821. For the Jate condition,
the I0I preceding the anomalous onset was lengthened by increments of 3%
of the initial IOl per bar, that 15 1.031, 1.061, 1.094i, 1.121, 1.151
and 1.18i.

The combination of the rhythm and early conditions, resulted in
a rhythmic stimulus that modulated from an isochronous seguence to one
where the first two beats of each bar became iambic. The combination of
tempo and early conditions resulted 1n g rhythmic stimulus where the
beat rate accelerated gradualiy. txamples of early anomalous onsets are
given in Figures 4.43 and 4.4c. Tne combination of rhythm and Jate
conditions resulted in a rhythm that became increasingly more trochaic.
The combination of tempo and late conditions resulted in a stimulus
whose tempo decelerated gradually. Examples of late anomalous onsets

are given in Figure 4.4b and 4.44.
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INITIAL BEAT RATE. INITIAL BEAT RATE had five levels.

differentiated by the I0Is between the isochronous drum-beats at the
very beginning of each trial. This IOl 1s designated as "1" in Figure
4.4. Since, of course, beat rate is 1nversely proportional to time
interval, the longer was i the slower was the INITIAL BEAT RATE. The
five levels of INITIAL BEAT RATE were: 45 bpm (i = 1333.3 ms), /5 bpm (1
= 800 ms), 120 ppm (i = 500 ms). 190 bpm (i = 315.8 ms) and 300 bpm (1 =
200 ms). These values were intended to sample the entire musical tempo
range. L

VERSION. VERSION had two levels, original and replication. The
inclusion of VERSION as a variable provided two renditions of each
condition. The purpose of this was to allow the calculation of 3
measure of reliability for one subject over trials. I[f the same trends
with respect to the variables TYPE, DIRECTION and INITIAL BEAT RATE were
reliably observed across two renditions of the same stimulus, then the
experiment would be a reliable measure of difficulty of temporal change
detection.

In addition, the VERSION variable allowed the experimenter to
monitor any possible changes 1n subject performance across trials, owing
to extraneous, uncontrolled factors. If, on average, 3 subject’s
performance deteriorated between two renditions of the same condition,
then this might be attributed to fatigue. Secondly, if his/her
performance evinced a general improvement between the original and
replication versions, then this might be evidence for learning.

Thirdly, if no significant difference in performance occurred between

original and replication version, then one of two conclusions 1S
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possible: (1) neither fatigue nor learning occurred; (2) both fatigue
and learning occurred together, cancelling each other out. No
hypothesis could be ventured in advance concerning which scenario might
occur.
The above independent variables resulted in a 2 (TYPE) by 2
(DIRECTION) by 5 (INITIAL BEAT RATE) by 2 (VERSION) factorial design,
giving 40 trials. In addition, a constant trial, containing no rhythm
or tempo modulation, was included at each of the five initial beat
rates, giving 45 trials per subject. Constant trials were included to
give subjects the possibility of a third choice when it came to
classifying the type of modulation that occurred. Since all three
experiments were concerned with the detection of temporal change, data
from the constant trials were disregarded in the statistical analysis.
Experiment 1 was designed to test Hypotheses 1 and 2. These
hypotheses may now be rephrased in terms of the independent variables
listed above:
® Hypothesis 1. There will be a statistica11y significant interaction
between TYPE and DIRECTION. Rhythm modulation will be indifferent
to direction of modulation (early versus late): tempo modulation
will be more difficult with early than late.

® Hypothesis 2. There will be a statistically significant interaction
between TYPE and INITIAL BEAT RATE. Rhythm modulation will be most
difficult to detect at extreme initial beat rates, whereas tempo
modulation will be most difficult at slow initial beat rates.

If Hypotheses 1 and 2 are confirmed, these results would be consistent

with the notion that rhythm and tempo modulation are processed Dy



different perceptual mechanisms. and that these mechanisms manifest

different measurable behaviours.

Experiment 2

General Trial Format. As in Experiment 1, each trial consisted

of a series of 32 drum beats with dynamic accents added to produce an

unambiguous 4/4 meter. However, this time, in each trial at least the
first three beats were sounded isochronously without any rhythm or tempo
modulation. If modulation occurred, the first anomalous onset then
occurred in bar two or bar three (randomly selected) on either the first
or the second beats of these bars. As in Experiment 1, the modulation
continued for six bars after which the stimulus remained constant at the
new rhythm/tempo until the end of the trial. Figure 4.5 shows the
general format for both stimuli with modulation beginning on beat 1 in
bar two as well as bar three. Beat-2 stimuli were essentially the same
as those stimuli used for Experiment 1, as illustrated in Figure 4.4.
Trials were manipulated according to the following independent
variables:

TYPE. As in Experiment 1, TYPE had two levels, rhythm
modulation and tempo modulation.

DIRECTION. As in Experiment 1, DIRECTION had two levels, early
and Jate, depending on when the first anomalous onset in each bar
occurred relative to preceding beats. Also as in Experiment 1, the
early condition involved I0Is getting shorter by 3% of the initial IO]
per bar, and the late condition involved I0Is getting Tonger by 3% per
bar.
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INITIAL BEAT RATE. In Experiment 2 INITIAL BEAT RATE had only
two levels: 60 bpm (i = 1000 ms), and 150 bpm (1 = 400 ms). These
values sample 3 narrower range than those used in Experiment 1.

However, they represent the approximate outer 1ymits of the preterred
tempo range as identified in Chapter 2.

LOCATION. LOCATION represents the most important ditference
between Experiments 1 and 2. In Experiment 2, LOCATION had two levels.
beat 1 and beat 2. In the beat-1 condition, the first anomalous onset
in each bar occurred on beat 1, the downbeat. In the beat-2 condition,
the first anomalous onset in each bar occurred on beat 2. Although the
INITIAL BEAT RATE (and therefore the absolute value of i) 15 different,
the beat-2 conditions in Experiment 2 are essentially the same as the
stimuli used in Experiment 1 and ililustrated in Figures 4.4. The beat 1
conditions for Experiment 2 are illustrated in Figure 4.5.

VERSION. As in Experiment 1., VERSION had two levels. origingl
and replication. Again, the inclusion of two renditions of each
condition allowed the calculation of a measure of reliability and the
identification of either fatigue or learning as an extraneous factor in
the experiment.

The independent variables 1n Experimert 2 resulted 1n a 2 (TYPE)
by 2 (DIRECTION) by 2 (INITIAL BEAT RATE) by 2 (LOCATION) by 2 (VERSION)
factorial design, giving 32 trials. In addition, two constant trials
were included for each of the two 1mtial beat rates, giving 36 trials

per subject. Again, constant trials were included merely as a foil, and

data from them were dicregarded in the statistical analysis.
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merely as a foil, and data from them were disregarded in the statistical

analysis.

Experiment 3 was designed to test Hypotheses 1 and 4. which may

be re-expressed in termy of the above independent variables:

Hypothesis 1. There will be a statistically sigmficant interaction
between TYPE and DIRECTION. Rhythm modutation will be 1ndifferent
to direction of modulation (early versus late): tempo modulation
will be more difficult with early than late.

Hypothesis 4. There will be a statistically significant effect
owing to PIECE in the rhythm conditions. Owing to the lack of beat
subdivision, rhythm modulation in the Author piece will be fmore
difficult to detect than equivalent modulation in the three pieces
with beat subdivision. It is unknown how PIECE will affect tempo

moduliation perception.

Dependent Variables

The purpose of all three experiments was to measure the relative

difficulty of detecting rhythm and tempo modulation in the various

contexts prescribed by the independent variables outlined above. In atl

three experiments, two dependent variables were used that reflected

difficulty in detecting an ICI anomaly: (1) beats-to-respond data and

(2) right/wrong answer data. Each dependent variable is considered in

turn.
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"Prelude No.5 in D major” from Book 1 of The Well-Tempered Clavier by

Bach. "Etude 0p.10, No.2 in A minor™ by Chopin, and “Interludium [No.4]"
from Ludus Tonalis by Hindemith. The specially-composed piece was
written in a common-practice tonal style. its only unusual feature being
that it maintained an 1saochronous quarter-note rhythm in its upper voice
throughout. The incipits of three of the four pieces that were used are
given in Figure 4.6.

Each trial consisted of the first eight bars of one of tha above
pieces, played on a synthesized piano sound with minimal dynamic and
articulatory accents in the Bach, Chopin and Hindemith pieces, and
similar dynamic accents to the stimuli of Experiments 1 and 2 in the
specially composed piece. In each trial, at least one complete bar of
4/4 (16 sixteenths) was sounded isochronously without any modulation of
rhythm or tempo. However, on the downbeat of bar 2 or 3. determined at
random, modulation in either tempo or rhythm was introduced (or the
rhythm remained constant). The modulation continued for six bars. and
then the stimulus remained constant at the new rhythm/tempo until the
end of the extract. The trials in Experiment 3 were manipuluted
according to the following variables:

TYPE. As in Experiments 1 and 2, TYPE had two levels, rhythm
modulation and tempo modulation. The I0I values around the First
AnomaTous Accent (FAQ) for the rhythm condition for those stimuli with
sixteenth-note subdivision of the beat are given in Figures 4.7a and
4.7b. The 101 values around the FAQ for the tempo condition for

subdivided stimuli are given in Figures 4.7c and 4.7d. For all stimuh

in Experiment 3, the initial beat rate was consistently 120 bpm, giving
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data are understood. In ¢lassic reaction-time experiments. the subject

is usually presented with @ single stimulus event that he/she then has
to categorize as belonging to one of two or more alternative sets
(Pachella 1974: Lachman, Lachman and Butterfield 1979; Luce 1986). In
this classic paradigm, the reactior time (1n milliseconds) 1s taken as a3
measure of the amount of cognitive processing that is 1nvoived in
piacing the stimulus in one category or another. In other words,
reaction time is assumed to be positively correlated with the cognitive
complexity of the experimental task.

In contrast, in the present study. reaction time was used as d
measure of the perceptual thresho d for a particular type of mciulation.
Subjects were instructed to press the response button as soon as they
detected a modulation, and NOT to attempt to identify the type of change
at this stage. Thus, although subjects would eventually be expected to
categorize each tr1al as either "rhythm change.” “"tempo change” or
"constant,” they did not have to make this decision untii after the
response button had been pressed. However, as Lachman et al (1979) and
Pachella (1974) point out, one can never be sure that a simple detection
task 15 entirely devoid of cognitive or decision-making contest. The
strategy of asking subjects to wait unt11 the end of the trmal to
categorize the type of modutation will be assessed further i1n Chapter 6.

Since bets-to-respond constitutes at least intervallic data,
Factorial Repeated-Measures Analysis of Variance (ANOVA) was chosen as
the principal test by which these data wuuld be analyzed. To test fcr
reliability, Pearson's Product-Moment Correlation coefficient was

calculated between or1ginal and replication versions of each condrtion




a.
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.97 1.03 1.00 94 1.08 1.00 K] ete.
b.
FAO
|||||I|I|IIIIII|||I||||Ill|I|III|I||||IIIIII‘III|IHI
i 1.03 .97 1.00 1.06 .94 1.00 1.09 etc.
c.
FAO
|II||I|||IIIIIIIlIIIIIIIIII||IllIllIIlH'HIlIHIIIII
etc.
d.

llllllllll”hllllllllIlIlIIIIIllllllllllllllllllllli

1.03 1.06 etc.

Figure 4.7. Generic stimuli for Experiment 3. Pigure 4.7a shows the beginning of
the rhythm-—early stimulus. Figure 4.7b shows the rhythm-late stimlus. Figure
4.7c shows the tempo~early stimulus. Figure 4.7d4 shows the tempo-iate stimulus.
The numbers below the event onsets signifcy the same as they did in Figures 4.4
and 4.5. Note that each beat (quarter—note) time interval is divided equally

into four sixteenths, regardless of its absolute time span.
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1 In Figure 4.7 a value of 500 ms. In addition, all anomalous onsets
occurred on beat 2, as 1n Experiment 1.

CIRECTION. As in Experiments 1 and 2, DIRECTION had two levels,
early and late, depending on when the first anomalous onset in each bar
occurred relative to preceding beats. Also as in Experiment 1, the
early condition involved ICIs getting shorter by 3% of the initial
quarter-note IOl per bar, and the Jate condition involved I0Is getting
longer by 3% of the initial quarter-note per bar.

PIECE. PIECE 1n Experiment 3 had four levels: Bach. Chopin,
Hindemith, and Author. The Bach, Chopin and Hindemith pieces were
chosen because they presented an isochronous sixteenth-note rhythm in
the right-hand part. yet were in contrasting styles harmonically and
melodically. The Author piece was composed to present an isochronous
quarter-note rhythm: as such it was rhythmically identical to the
stimuli of Experiment 1, but presented a tonal melodic and harmonic
structure as well.

VERSION. As in Experiments 1 and 2. VERSION had two Tlevels,
original and replication. Again, the inclusion of two renditions of
each condition allowed the calculation of a measure of reliability and
helped determine whether subjects underwent fatigue or learning during
trials.

The independent variables in Experiment 3 resulted in a 2 (TYPE)
Dy 2 (DIRECTION) by 4 (PIECE) by 2 (VERSION) factorial design, giving 32
trials. In addition, one constant trial was included for each piece.

giving 36 trials per subject. Again. constant trials were included
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merely as 38 foil, and data from them were disregarded in the statistical

analysis.

Experiment 3 was designed to test Hypotheses 1 and 4. which may

be re-expressed in term. of the above independent variables:

Hypothesis 1. There will be a statistically sigmficant interaction
between TYPE and DIRECTION. Rhythm modulation will be indifferent
to direction of modulation (early versus late): tempo modulation
will be more difficult with early than Iate.

Hypothesis 4. There will be a statistically sigmficant effect
owing to PIECE in the rhythm conditions. Owing to the lack of beat
subdivision, rhythm modulation in the Author piece will be siore
difficult to detect than equivalent modulation in the three pieces
with beat subdivision. It is unknown how PIECE wil1 affect tempo

modulation perception.

Dependent Variables

The purpose of all three experiments was to measure the relative

difficulty of detecting rhythm and tempo modulation in the various

contexts prescribed by the independent variables outlined above. In all

three experiments, two dependent variables were used that reflected

difficulty in detecting an IOl anomaly: (1) beats-to-respond data and

(2) right/wrong answer data. Each dependent variable 1s considered 1n

Lurn,
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Beats-to-Respond Data

Definitions. The first measure of perceptual difficulty used
was beats-to-respond, a special form of reaction-time data. A second
glance at Figures 4.4 through 4.7 will confirm that the present study
used ongoing, changing stimuli in which modulation was more and more
pronounced with every bar. Given the nature of the stimuli. 1t is
assumed that the more beats that were taken by listeners on average to
detect g particutar modulation, the more pronounced the I0I anomaly had
to be to be detected. It 1s also assumed that the more pronounced an
anomaly had to be before it was detected, the more difficult it was to
hear that type of anomaly.

The average number of beats needed to detect a modulation was
measured 1n the following way: For each trial an inaudible trigger
pulse was generated that coincided exactly with the first anomalous
onset (the beginning of the modulation). This trigger signal started a
digital timer calibrated in m11liseconds. When the subject thought that
he/she had detected a modulation, he/she pushed a button that stopped
the timer. The delay in milliseconds between the physical and perceived
start ot the modulation was recorded by the experimenter. At the end of
a group of sessions, the reaction-time data in milliseconds were entered
onto a computer and converted 1nto beats-to-respond data. The process
of data conversion is exemplified 1n Appendix E.

However, the use of reaction-time data gives rise to a number of
issues that need to be addressed. Firstly, in order to be certain that
reaction-time 1s indeed convertible to beats-to-respond data, one must

consider what might be the component times of a typical datum value
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(Pachella 1974: Welford 1980). For the present study. 1t was assumed
that reaction time could be divided into two principal components: (1)
detection time and (2) response time. Detection time and response time
are illustrated in Figure 4.8 (see also Welford 1980).

Detection time 15 the time taken for a subject to notice an IOl
anomalty. Since, as mentioned previousiy. the [0 anomalies get
increasingly more pronounced by a fixed percentage of the imiti1al 10!
per bar, the physical extent of temporal change at any given time will
depend on the number of beats that have elapsed since the start of the
modulation. Thus the detection Lime 15 the time taken for an 10l
anomaly to become pronounced enough tc cross a perceptual threshold for
a given subject; as such it 1s dependent on the rate at which stimulus
events occur. Detection time 1s the value of interest 1n this
investigation.

Response time is simply the time 1t takes a subject to press the
response button. This component 15 determined by the subject’'s typical
motoric speed as well as his/her stqte of arousal at the time of the
test. As such, response time is independent of the rate of occurrence
of stimulus events and merely adds error variance to the overal!
reaction-time measure. For this study 1t was assumed (a) that response
time would vary randomly across tri:i, 4nd subjects and therefore would
not affect results 1n any systemati< way. and (b) that 1t would comprise
only a very small percentage of tre ~yer3ll reaction time (Welford
1980) .

Why not use simple reaction t.ime 1n milliseconds rather than

beats-to-respond? From the above Jiwcussion of the components of
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Reaction Time

Physical start

of change

| Detection Time |

Figure 4.8. Assumed components of a reaction-time datum. The shaded area R
represents the response time (the motoric delay), concluded by the closing of the
switch that turns off the timer.

57
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. I

i =500 ms 1.03i 1.061
|
|
Reaction Time x ms
FAO Response
B
i= 1333 ms 9 1.034 1.001

Figure 4.9. Single reaction time matched to two contrasting stimuli. Depending

on the INITIAL BEAT RATE of the stimulus, one reaction-time datum can represent
different numbers of beats elapsed.
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reaction time, it can be seen that the major component, detection time,
w111 depend on the number of stimulus beats that elapse in a given time,.
This depender.~ means that reaction times i1 milliseconds have to be
interpreted 1n the light of the rate at which beats occur. To
illustrate, Figure 4.9 shows the same reaction time matched to two
different stimuli from Experiment 1. Stimulus A has an initial tempo
of 120 bpm (500 ms) and then undergoes tempo modulation with the first
anomalous onset coming late (getting siower). Stimulus B has an initial
tempo of 45 bpm (1333.3 ms) and then undergoes a rhythm modulation with
the first anomalous onset coming early. ror stimulus A the subject has
reacted to a modulation after 6.5 beats, but for stimulus B the reaction
came after only 2.52 beats. Clearly. the total amount of percentage
change of the initial I0I is different in the two cases, although the
reaction time in milliseconds is identical. Therefore, for the purposes
of measuring perceptual difficulty, it makes sense to convert
millisecond values into the number of elapsed beats at the time of the
response.*

From the above discussion, it is evident that the use of

reaction-time data in the present study differed from the usual way such

‘For the sake of rigour, one must also consider the somewhat
unlikely null hypothesis that the number of beats elapsed has nothing to
do with subjects’ response, but instead that subjects are simply
pressing the response button a fixed number of seconds after the
beginning of the stimulus. If th* were the case, seeminaly
statistically significant results would be obtained on beats-to-respond
data purely from the data-conversion process. To check for this
possibility, ANOVA tests were also carried out on raw reaction-time data
in milliseconds. As will be seen from the brief discussion of the
results of this check in Chapter 5, the toregoing null hypothesis
(hereafter called the “data-conversion null hypothesis“) could be
rejected for all three experiments.
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data are understood. In cliassic reaction-time experiments. the subject

is usually presented with a single stimulus event that he/she then has
to categorize as belonging to one of two or more alternative sets
(Pachella 1974; Lachman, Lachman and Butterfield 1979: Luce 1986). In
this classic paradigm, the reactior time (in milliseconds) 15 taken as 3
measure of the amount of cognitive processing that 1s involved 1n
placing the stimulus in one category or another. In other words.
reaction time is assumed to be positively correlated with the cognitive
complexity of the experimental task.

In contrast, in the present study. reaction time was used as a
measure of the perceptual thresho’d for a particular type of mciulation.
Subjects were instructed to press the response button as soon as they
detected a modulation, and NOT to attempt to identify the type of change
at this stage. Thus, although subjects would eventually be expected to
categorize each trial as either "rhythm change,” "tempo change” or
“constant,” they did not have to make this decision until after the
response button had been pressed. However, as Lachman et 3l (1979) and
Pachella (1974) point out, one can never be sure that a simple detection
task is entirely devoid of cognitive or decision-making conte.t. The
strategy of asking subjects to wait unti11 the end of the tral to
categorize the type of modulation will be assessed further in Chapter 6.

Since bets-to-respond constitutes at least intervallic data,
Factorial Repeated-Measures Analysis of Variance (ANOVA) was chosen as
the principal test by which these data wuuld be analyzed. To test for
reliability, Pearson’s Product-Moment Correlation coefficient was

calculated between original and replication versions of each condition
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for each subject. The t-test was used to check whether there was ary
significant difference betwaen mean response values for the two
randomized orders 1n which the trials were presented, and for the two
randomized positions of the First Anomalous Attack (bar two or bar
three). In addition, a further subsidiary test was also required owing
to one of tne ubiquitous characteristics of reaction-time ~3ta, namely
missing values. Consideration of this problem follows as e next
subsection.

Missing Values. Missing values could occur for two reasons in
the data gathered in this study: firstly 1f the subject failed to press
the response hutton before the trial came to an end. that is. a "missed
response;” secondly if the subject pressed the response button before a
modulation had started, that 1s, a "premature rasponse.” In the case cf
a missed response the subject nas not detected a modulation that
actually occurred; 1n the case of a premature response, the subject has
1magined @ modutation before one actually occurred.

One solution would simply be to proceed with statistical
analysis with the missing data points, reculting in unequal size cells
1n the ANOVA matrix. However, Keppel (1991, ch 13) notes two problems
with unequal cells. Firstly, performing analysis with unequal cell
sizes violates the assumptions on which ANOVA is based, if, in addition,
the conditions ¢f normality and homogeneity of variance are not met.
secondly and mere seriouc ty, if the missing data are not randomly
distributed across cells. but are affected by particular experimental
treatments, then the 1oss of data cannot simply e ignored. In the

present stucy., the beats-to-respond data are intended to measure the
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relative difficulty of different types of temporal change. If, then, a
subject fails to respond by the end of trial, this 1s surely an
mmportant indication that he/she found the modulation not only difficult
to hear. but imperceptible. Therefore, omission of the missing data n
this study would ignore a meaningful part of the subjects' responses.

Instead, 311 missing data points were converted to an arbitrary
"maximally long" beats-to-respond value of 23. In ail conditions, 23
was the total number of beats that elapsed from the first anomalous
onset to the end of the bar that concluded the rhythm or tempo
modulation. In *hose trials where the modulation began in bar 2, there
was an extra bar after the modulation had been completed before the
stimulus came to an end (see again Figures 4.4 and 4.5). Responses made
during this bar (or indeed in the silence after the stimulus had
finished). what might be termed "long reaction-time ocutliers.” would be
greater than 23 beats. A1l responses greater than 23 were 3150
converted to 23, and treated as maximally long values along with missing
values.

The conversion of missing values tc a4 maximally long value of 23
1s an imperfect solution. Such a procedure makes sense for missed
responses since the fact that a subject failed to detect a modulation
implies that he/she found modulation detection difficuit for that

1

particular condition. Or the other hand, conversion 1S =SS
sgt1sfactory for premature responses. In this case, the simple fact
that a subject 1magined a modulation Lefore one occurred, provides no
1nformation on how difficult the modulation would have been to detect

once 1t had occurred. By the si.me token then, 1t would also be
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unsatisfactory to convert a premature response to a minimal beat-to-
respond value of 0. Ir the end, premature responses were arbitrarily
converted to 23. As it turned out, there was a remarkably low number of
nremature responses--only 11 responses across all three experiments out
of a total of 2912 ddta points (or .4%). In adaition these responses
were randomly distributed across cells. suggesting that they had a
negligible 1nfluence on results.

One overall problem with conversion of missing values and long
outliers to a standard value of 23 sti1l1l needs to be addressed. If the
number of data points converted to a value of 23 within a specific
condition is large, then conversion will produce a bimodal distribution,
violating the assumption of normality. Keppel (1991, ch 5) shows how
the F test at the heart of ANOVA 1s relatively uninfluenced by even
substantial deviations from normality. However, to provide a check that
missing values and long outliers could reasonably be converted to a
maximally long value of 23, a further statistical test was performed,
namely Survival Analysis.

Survival Analysis is a statistical test used 1n such fields as
clinical medicine, actuarial science and quality-control engineering to
compute in probab1listic terms the future Tifetime of a patient policy
holder or machine component. To 11iustrate Survival Analysis, consider
3 test intended to measure the durabitity of a sample of machine fan-
belts. The fan-belts are tested without rest under extreme conditions
and their time till breakdown (the dependent variable) is measured over
3 period of, say. five days. The breakdown times are recorded and from

these data a probability density curve 1s drawn up showing the
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probability of a randomly-selected fan-belt lasting at least until (not

breaking down before) any given time from the start of the test. A
possible curve from this type of data might look something 1ike the one
11lustrated in Figure 4.10a. However, such fan-belt testing would be
complicated by the fact that, by the end of the test period. some fan-
.21ts may not yet have broken down. If the test were to continue
indefinitely they could be expected to break at some time 1n the future,
but that event of interest. the moment of breakdown, is unknown at the
conclusion of the test. Survival Analysis 1abels cases where the event
of interest has not yet occurred as "censored cases.” In effect, a
second, dichotomous dependent variable is constructed from the
continuous dependent variable of "time till breakdown." As illustrated
in Figure 4.10b, the two values of the dichotomous variable (called the
censoring variable) are simply “event-of-interest occurred” and "event
of interest did not occur” {censored cases). The likelihood function of
any randomly selected fan-belt surviving until a time t is then
calculated as the product of the density function of failure at t and
the probability of survival beyond the end of the experiment (the
probability of a censored case) (Cox and Oakes 1984: Kalbfleisch and
Prentice 1980).

Imagine now that the fan-belt test was designed to compare the
durability of three different brands of fan-beit. In such a case the
same time-ti11-breakdown data could be collected; however, three
separate probability distributions (one for each fan-belt brand) would
now be computed. Again, each probability distribution would take

censored cases into account. Survival Anatysis could then be used to
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Pgure 4.10. Probability curves used in Survival Analysis. Pgure 4.10a shows the
probabdility of survival of a fan-belt over time. Figure 4.10b shows the
probability of a breakdown occurring during the testing period versus the
probability of a breakdown not occurring during that period.
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compute whether "brand of fan-belt" had sigmificantly affected
durability, including censored cases 1n that calculation. To do this,
Survival Analysis would effectively compute a regression equation among
the three survival-time distributions. The sigmificance of the
regression equation would give the signrficance of any association
between fan-belt brand and durability.

The fan-belt test situation may be readily translated to the
present experiment. Instead of a test period of several days. the test
period for each condition is 23 beats. Instead of different thicknesses
of fan-belt, the independent variatle can be any of the independent
variables affecting subject detection of temporal change (TYPE,
DIRECTION, INITIAL BEAT RATE and so forth). Instead of the breaking
down of a fan-belt, the event of interest 1s the time point when the
subject presses the response button. Correspondingly, censored cases
will not be the absence of a fan-belt breakdown, but rather the absence
of a time when the subject presses the response button (1.e. a premature
or missing response represented by the value of 23).

Therefore, for the purposes of computing the Survival Analysis
in the present study. the probability density function of a subject not
responding until beat-number b was calculated for each level of each
main effect using beats-to-respond data. Likewise, the probability of a
no response occurring was computed for each level of each main effect
using 23 as the censoring value. The degree of association between

level of independent variable. and survival Tikelihood function was

It should be stressed, however, that 1n calculating the regression
equation, Survival Analysis uses the maximum Tikelihood methnd rather
than the Teast-squares method (Kalbfleisch and Prentice 1980).
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computed for each independent variable using the maximua likelihood
statistic. Survival Analysis was therefore used in the present study to
compute the significance of different independent variables on temporal-
change detection whilst taking missing beats-to-respond data values 1nto
account, Therefore, if the same main effects were found to be
significant 1n both the ANOVA test and the Survival Analysis, such a
correspondence between the two tests would vindicate the conversion of
Tong and missing values to an arbitrary value of 23 in the calculation
of the ANQVA.

Identification Data.

The second dependent variable was identification data. In each
trial, tne subject was instructed to wait until the end of the stimulus
and then identify which type of modulation had occurred. Thus,
medulation-type identification was carried out after the subject had
pressed the response button, and therefore constituted a separate
response. Subgects could identify a given trial as an exampie of
“rhythm change” (i.e., rhythm modulation), "tempo change” (i.e., tempo
modulation) or “"constant”. The term "change" rather than "modulation”
was used so far as the subjects were concerned: the experimenter wished
to avoid any confusion that might have arisen from the tonal or harmonic
connotations of the word "modufation.” At the end of one experimental
session, subjects’ identifications were marked as either corre-~t or
1ncorrect ard encoded on computer as 1s and 0s respectively.

For identification data. subjects had the opportunity to listen

to the entire stimulus before they had to make a choice between “rhythm”
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"tempo™ or "constant."” Therefore two general strategies were possible
on the part of subjects: (1) identify the type of modulation during the
stimulus and hold this 1dentification label 1n memory unt1l the end, (2)
wait until the end of the stimulus and then scan the entire stimulus in
memory. The experiments dgescribed here had no way of telling which of
the two strategies a given subject used. However, 1n any case,
whichever means the subject used to identify modulation type., 1t was
assumed that the proportion of correct versus incorrect answers for each
cell would give a reliable and accurate measure of how difficult
temporal change was to perceive given a particular combination of
treatments. Thus, identifiration data were analyzed separately from,
and in addition to. beats-to-respond data.

One fairly common procedure in much psychological
experimentation is to treat right/wrong answer data (or proportion
correct scores) as a continuous rangom variable, and therefore to
analyze this type of dependent variable using ANOVA. Of course,
binomial data (right versus wrong) will approach normality the larger
the value of n, and therefore with a large sample there is no serious
violation of the assumptions of ANCVA. However since the present study
used four- and five-way factorial designs, individual cell sizes at the
higrest interaction level had an n of only 28 (the number of subjects
used in each experiment). Using the following check:

D+ (3 V(pg/n)) must be < 1
and
p - (3 Vpa/n)) must be >0

(where p is the proportion correct responses and q 1s the proportion of
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ncorrect responses), some of the cells did violate the assumption of
normality whilst others did not (McClave and Dietrich 1991). It was
therefore deemed wiser to treat the data as nominal and categorical.

The test employed was a Log-Linear Analysis (Logit), with right versus
wrong answers treated as the dependent variable. Log-Linear analysis is
similar to the chi-square test in that 1t measures the likelihood that a
given distribution across several discrete categories could occur by
chance alone, thus assuming only nominal data. Unlike the two-way chi-
square test, in Log-Linear Analysis two types of chi-square statistic
were calculated: partial and marginal chi-square. For the par 1al chi-
square, the expected frequency for each cell for each interaction was
adjusted to allow for all other same- and lower-order 1nteraction
effects. For the marginal chi-square., the expected frequency for each
cell in each two-way and higher interaction was computed ignoring the
other interactions. Log-Linear Analysis was therefore able to handle
multivariate designs such as the one used 1n this study .see Tabachnick
and Fidell 1989, ch. 7).

Having discussed the general and experiment-specific features of
the design of this study, the ensuing sections describe the logistics of
preparing and running the three experiments, in short, the method. This
description is divided up by experiment. although a number of features

of the method are shared in common Ly all three experiments.



Part II - Method
Experiment 1
Preparation of Stimul1
A1l stimuli were generated on a microcomputer and recorded to
high-fidelity chromum dioxide cassette tapes for presentation to
subjects. The rhythmic and dynamic aspects of the stimuli were

generated using the Performer 3.6 Sequencer software from Mark of the

Unicorn on an Apple MacIntosh Plus Computer. This software apparently

allowed definition of note durations down to 1 ms if desired, and 128
gradations of dynamic level. The sequencer drove a Yamaha DX7 Il
synthesizer set to an unpitched drum sound. The cassette machine used
for recording was a Yamaha KX-800U Natural Sound Stereo Cassette Deck.
In order tu be able to check for the possibility that the order of
trials affected subjects' performance, two random orders of trials

(order "A" and order "B") were prepared on separate tapes.

Subjects

Twenty-eight undergraduate and graduate students from the
Faculty of Music at the University of Western Ontario volunteered to
participate as subjects in this study. Subjects were recruited through
written advertisements, spoken announcements and word-of-mouth from
various classes at the Faculty of Music. These volunteers were then
random!y assigned either to trial order A or to trial order B.

Subjects were sampled from a population of university music
students in order to reduce the possible between-subject variance.

Since the dependent variables both measured the difficulty in hearing
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particular modulation types. such factors as subjects' musical training
or ability might give rise to floor- or ceiling effects: subjects with
no training/experience might find all modutations impossible to detect.
whereas subjects with many years of training/experience might find all
modulations too easy to detect. However, it was assumed that whilst
training/experience would influence a subject's overall performance, it

would not influence the trends among different treatment conditions.

Apraratus

Subjects were tested individually in a quiet, but not sound-
proofed room. The layout of the apparatus is shown in Figure 4.11. The
experimental tape was played to subjects on a Yamaha KX-800U Natural
Sound Stereo Cassette Deck through a pair of JVC HA-D330 Stereo
Headphones. The output level of the tape deck was set to produce a
comfortable and safe sound-pressure level. The stimulus was recorded on’
the left channel of the tape whilist the right channel was reserved for
the trigger pulses that started the digital timer. The headphones were
connected to the output of the tape deck in such a way that the left-
hand (stimulus) channel sounded at equal volume in both ears of the
headphones while the right-hand (trigger) channel was disconnected from
them and therefore inaudible to the subject. Cross-talk between the two
channels of the tape was minimized by recording the trigger signal at as
Tow a level as possible. Instead. the right-hand channel was routed to
the starting input of the digital timer., a Hewlett-Packard 5304A
Timer/Counter 1inked to a Hewlett-Packard 5300 Measuring System. The
display of the timer was hidden from the subject. The stopping 1nput of
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Figure 4.11. Set-up of experimental apparatus. The experimenter’'s apparatus
was concealed from the subject throughout the experiment.
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the timer was connected to a Roland TR-505 drum machine placed in front
of the subject and set to "manual play.”™ When the subject wished to
respond, he/she pressed the “"Snare Drum® button on the drum machine.

The snare drum sound had an instantaneous attack and 1ts signal caused
the timer to stop as soon as the subject pressed the button. Lastly, on
the table in front of the subject were also an answer sheet and a pen.
To identify which type of modulation had occurred in a trial, the
subject had to circie one of three letters on the answer sheet: "R" for
“rhythm change,” “T" for “tempo change” and "C" for "constant.” The

response sheets for all three experiments are given in Appendix D.

Procedure
On entering the room, the subject was given a sheet of written
instructions (reproduced in Appendix D), and asked to read the details
pertaining to the experimental task. While reading, the subject had the
opportunity to ask the experimenter questions to clarify any points of
procedure. Once the subject indicated comprehension of the experimental
task, the stimulus tape (either order A or B) was started.

Both tapes began with the experimenter‘s voice thanking the
subject and giving a brief recapitulation of the printed instructions.
The first section of the tape consisted of 5 randomly-spaced, individual
drum sounds that were separated by between 2 and 5 seconds. In response
to these, the subject was asked to push the response button as soon as
he/she heard a Jrum strike. In each case, the experimenter noted the

response time on a concealed piece of paper and then reset the timer.

The purpose of this was to test the subjects raw response time (the
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motoric component of reaction time) for subsequent checks 1n data
analysis.

In the second sec.ion of the tape three practice trials were
presented. The practice trials consisted of synthesized drum rhythms
similar to those used as stimuii in the main part of the experiment (and
as described in the "General Trial Format® for Experiment 1 abovc).
These practice trials were intended to heln the subject get used to
interacting with the experimental apparatus (i.e., pressing the response
button) as well as to exemp.ify the types of stimuli that would be
presented. Immediately after each practice example., the subject was
informed of the correct answer for modulation-type identification. Once
a1l three practice trials had been played. the experimenter stopped the
tape and asked the subject if everything was understood. If the subject
understood the experimental task, the main part of the experiment
proceeded. If the subject still indicated confusion, furth~r
explanation was given by the experimenter until the subject indicated
comprehension,

The third section of the tape consisted of the 45 experimental
trigls in one of the two random orders. The procedure for each trial
was as follows: (a) experimenter's voice announcing the trial number (b)
the stimulus (as described above 1n Figures 4.4) during which the
subject responded by pressing the response button as soon as he/she
detected a modulation, (c) five seconds of silence during which the
subject identified the modulation type by circling the appropriate
ietter on the answer sheet, and (d) five seconds of music on @ mixture

of vibraphone and electric organ sourds, whose pitches and rhythmic
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values were randomly generated on the Performer 3.61 sequencing progiram.
The randomly generated music was intended as a "masking stimulus” to
minimize memory of a previous trial 1nfluencing perception of the
current trial.

The fourth and final section of the tape consisted of five more
randomly spaced individual drum strikes. As in section one, these were
intended to test the subject's raw response time. The purpose of
introducing a second batch of response-time measurements was to see if
the motouiic component of the.reaction time measurement slowed down or
sped up over the course of the experimental session. The total length
of the tapes for Experiment 1 was approximately 31 minutes.

At the end of the experimental session, the subject was thanked.
paid $7 (Canadian). and debriefed. One session for Experiment 1,
including time for reading instructions and debriefing was approximately

35 minutes.

Experiment 2
Preparation
The same equipment was used to prepare Experiment 2 as had been
used in Experiment 1. The Yamaha DX7 11 synthesizer was set to the same
unpitched-drum voice and similar high-fidelity chromium dioxide tapes

were used for recording purposes. As 1n Experiment 1, two different

random order of the trials were prepared on two separate tapes.
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Subjects
As in Experiment 1, 28 undergraduate and graduate music students
from the University of Western Ortario volunteered to be subjects. The
same recruitment procedures were used and these volunteers were then
randomly assigned to one of the twc trial orders. However, since
Tearning had been observed over the course of Experiment 1, no subject

took part in Experiment 2 who had taken part in Experiment 1.

Apparatus and Procedure

The room, .he apparatus and the way in which each subject was
asked to interact with the apparatus were identical to Experiment 1.
Again, after reading the instructions, the subject first had to respond
to five drum strikes to provide a measure of his/her motoric response
time. Next. the subject heara three practice trials and then the trials
proper. In Experiment 2. owing to the number of levels of each factor,
there were only 36 experimental trials in one session. The format of
one trial was the same as in Experiment 1, i.e.: (1) voice announcing
trial number, (2) stimulus during which the subject responded by
pressing the response button as soon as a modulation was detected. (3) 5
seconds silence during which the subject identified the modulation type
by circling the appropriate letter on the answer sheet, and (4) 5
seconds of randomly generated music, similar to that used between trials
in Experiment 1.

Finally, after the main trials, five more readings of the
subject’'s basic motoric response time were taken. One session for
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Experiment 2, including time for reading instructions and debriefing was

approximately 30 minutes.

Experiment 3
Preparation
The same equipment was used to prepare Experiment 3 as had been

used in Experiments 1 and 2. One difference was that the Yamaha DX7 I
synthesizer was set to a grand piano sound rather than the unpiiched-
drum sound used in the previous experiments. Similar high-fidelity
chromium dioxide tapes were used for recording purposes. As in
Experiments 1 and 2, two different random orders of the trials were

prepared on two separate tapes.

Subjects
As in Experiments 1 and 2, 28 undergraduate and graduate music
students from ihe University of Western Ontario volunteered to be
subjects. The same recruitment procedures were used as in the previous
experiments with volunteers being randomly assigned to one of the two
trial orders. However, since learning was observed in both of the
previous experiments, no subjects who had taken part in either

Experiment 1 or Experiment 2 were used in Experiment 3.

Apparatus and Procedure
The apparatus and the way in which each subject was asked to
interact with it were identical to Experiments 1 and 2. After reading

the instructions, the subject first had to provide a measure of nis/her
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motoric response time. This time, however, in ccntrast to Experiments 1
and 2. the stimulus used to measure response time was a single
synthesized piano tone at A = 440 Hz. A piano tone was used in
Experiment 3 since this was more similar to the “ype of stimuli the
subject was going to hear in the main experimental trials. As in the
previous experiments, five randomly spaced tones were used. Next, the
subject neard three practice trials and then the trials proper. In
Experiment 3, owing to the number of Tevels of each factor, there were
only 36 experimental trials in one session. Tha format of one trial was
the same as in Experiment 1, i.e.: (1) voice announcing trial number,
(2) stimulus during which the subject responded by pressing the response
button as soon as he/she detected a modulation, (3) 5 seconds silence
during which the subject identified the modulation type by circling the
appropriate letter on the answer sheet, and (4) 5 seconds of randomly
generated music, similar to that used between trials in Experiments 1
and 2.

Finally, after the main trials., five more readings ot the

subject's basic motoric response time were taken. One session for
Experiment 3, including time for reading instructions and debriefing was

approximately 30 minutes.

Conclusion
This chapter has outlined the hypotheses, the design, the
preparation and the running of the three experiments that constitute the
main part of this study. As should be evident, all three experiments
share a number of features, including the general experimental tasks,
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the two types of dependent variable data collected, and certain

independent variables (i.e. TYPE, DIRECTION and VERSION). The three
experiments are distinguished by the use of other independent variables,
namely INITIAL BEAT RATE, LOCATION and PIECE. The next chapter, Chapter
5. presents the resuits of these three related experiments, and, in so
doing traces .he commonalities and the differences in the way temporal

change is detected in the contrasting contexts estabiisied by the

various independent variables.




CHAPTER 5
EXPERIMENTAL RESULTS

This chapter describes the results of Experiments 1. 2 and 3.
Some interpretation of the findings is offered; however, a more detailed
discussion of how the results tie in with the model and previous
T1terature is detayed until Chapter 6.

The relevant hypotheses and their null versions are reviewed for
the sake of convenience at the beginning and at the end cf the
discussion of each experiment. For all three experiments, the alpha-
Tevel set to reject a particular null hypothesis was .01. This
relatively conservative value was chosen in order to reduce the
probability of a Type-I error (that is, accepting a difference between
treatment conditions as "real” when it had in fact arisen by chance).

Of course, at the same time, the probability of a Type-II error (that
is, 1dentifying a difference between treatment conditions as having
arisen purely by chance, when it was in fact real) was thereby
increased. Since the three experiments described here were designed to
test a previously untested theoretical model, it seemed desirable to err
on the side of caution. It will be remembered that, from Chapter 2, a
review of the literature (particularly on tempo perception) revealed a

bewildering tangle of contradictory results. The author did not intend
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to add to that confusion of data without being very sure that a true
effect or interaction had 1n fact been observed.

Furthermore, as w11l be seen from the ansuing paragraphs. n
addition to computing omnibus significances for main effects and
interactions. a number of planned and post hoc compacisons between
individual cell means or cell contingencies were carried out. The
danger with multiplie comparisons of this sort is an undesirable
inflation of the cumulative probability of a Type-I error (Keppel 1991,
ch. 8). Although one of the specific comparison tests used (Duncan)
controlted for cumulative Type-1 error probability within one set of
comparisons, across the three experiments, several sets of comparisons
were made, resuiting in some infiation of the Type-I error probability.
For this second reason, then, a stringent alpha-level of .01 seemed

desirable.

Kesults for Experiment 1
Recall that Experiment 1 was intended primarily to test

Hypotheses 1 and 2:

@ Hypothesis 1. There will pe a statistically significant interaction
between TYPE and DIRECTION. Rhythm modulation will be indifferent
to direction of modulation (early versus late); tempo modulation
will be more difficult with early than with Jate.

@ Null Hypothesis 1. There will be no statistically significant,
interaction vetween TYPE and DIRECTION. Rhythm and tempo modulation
will exhibit the same trends vis 4 vis early and late anomalous
onsets.,




182

e Hypothesis 2. There will be a statist-cally significant interaction
between TYPE and INITIAL BEAT RATE. Rhythm modulation will be most
difficult to detect at extreme initial beat rates, whereas tempo
modulation will be most difficult at slow initial beat rates.

® Null Hypothesis 2. There will be no statistically significant
interaction between TYPE and INITIAL BEAT RATE. Rhythm and tempo
modulation will exhibit essentially the same trends across the
musical tempo range.

The results of the ANOVA performed on beats-to-respond data for
Experiment 1 are summarized in Table III. The independent variables are
abbreviated as follows: TYP = TYPE, DIR = DIRECTION, IBR = INITIAL BEAT
RATE, VER = VERSION. The corresponding error term is given immediately
below each source of variance. In each case the error term is the
interaction between the source of variance in guestion and SUBJECTS,
considered as a variable in its own right. Relevant statistics for the
overall explained and residual sum >f squares as well as the grand total

sum of squares are given at the foot of Table III.°

‘A1so, in order to verify the validity of the results of Table III
further, an ANOVA was performed on the raw reaction-time data in
milliseconds from Experiment 1. This test was dcne to see if the “data-
conversion null hypothesis” could be rejected (see Chapter 4, footnote
1). It was found that the same main effects and interactions were
statistically significant for raw reaction-time as were for the beats-
to-respond data. The one exception was the INITIAL BEAT RATE by VERSION
interaction, which was not statistically significant for raw reaction-
time data (F = 1.45, 4, 108 df. p > .05). The statistical significance
of this interaction for beats-io-respond data should therefore be
accepted with caution. In all other cases the data-conversion null
hypot?egis could be rejected and the results in Table III could be
accepted.
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TABLE III
EXPERIMENT 1, BEATS-TO-RESPOND DATA. ANALYSIS OF VARIANCE

Source of Sum of Mean

Variance Squares Df Square F p

TYP 772.45 1 772.45 19.64 .000
Error 1062.12 27 39.34

DIR 1665.23 1 1665.23 37.24 .000
Error 1207.46 27 44 .72

IBR 4800.29 4 1200.07 53.09 .000
Error 2441.11 108 22.60

VER 383.75 1 383.75 15.46 .000
Error 670.32 27 24 .83

TYP:DIR 3578.97 1 3578.97 138.57 .000
Error 697.34 27 25.83

TYP: IBR 4754 .33 4 1188.58 61.58 .000
Error 2084 .51 108 19.30

TYP:VER 109.26 1 109.26 9.24 .005
Error 319.36 27 11.83

DIR:IBR 173.95 4 43.49 1.59 .182
Error 2952.97 108 27.34

DIR:VER 8.13 1 8.13 .37 547
Error 590.33 27 21.86

IBR:VER 345.50 4 86.38 6.03 .000
Error 1548.18 108 14.33

TYP:DIR:IBR 413.17 4 103.29 5.67 .000
Error 1968.07 108 18.22

Ty :NDIR:VER 1.55 1 1.55 10 .754
Error 418.54 27 15.50

TYP: IBR:VER 106.75 4 26.69 2.17 077
Error 1326.32 108 12.28

DIR:IBR:VER 187.87 4 46.97 3.97 .005
Error 1276.93 108 11.82

TYP:DIR: IBR:VER 197.74 4 49 .44 4 .98 .001
Error

Explained 17498.93 49 448 .69 18.04 .000

Residual 26860.65 1080 24 .87

Total 44359.58 1119 39.64
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The results of the Survival Analysis are given in Table IV,
which uses the same abbreviccions as Table III. As can be seen from
comparing Tables III and IV, the same main effects are found to be
statistically significant using both ANOVA and Survival Analysis. Such
an agreement between the two tests suggests that assigning the beats-to-

respond value of 23 to missing responses was justified.

TABLE IV

EXPERIMENT 1, BEATS-TO-RESPOND DATA,
SURVIVAL ANALYSIS

Source of

Variance o)
TYP < .0001
DIR < .0001
IBR < ,0001
VER < .0001

Table V shows the overall results of the Log-Linear analysis of
the identification data for Experiment 1. Only those results that
approach statistical significance (that is, p < .1) are shown on this
table. One more abbreviation is introducec here: IDN stands for
identification data.
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TABLE V
EXPERIMENT 1, IDENTIFICATION DATA, LOG-LINEAR ANALYSIS

]
Dependent Independent Partial Marginal

Variable Variable(s) Df Chi-Squared p Chi-Squared p
IDN: TYP 1 40.789 .000 37.977 .000
IDN: DIR 1 36.455 .000 33.821 .000
IDN: IBR 4 47.173 .000 44,050 .000
IDN: TYP:DIR 1 18.247 .000 17.297 .000
IDN: TYP: IBR 4 45.080 .000 43.378 .000

The experimental hypotheses concerned themselves with
interactions between factors. To see if the statisticaliy significant
interactions shown in Table III support the hypotheses, it is necessary
to examine the cell means and cell contingency tables for each
interaction separately. Only those interactions are discussed that are
either of interest ex hypothesi, or that are statistically significant
beyond the .01 level. Hereafter, for all tables showing comparison
statistics between cell means and cell contingencies, those values
joined by a square bracket are not statistically significantly different
at the .01 level. The tests used to determine this statistical
significance level were: Student's t-test between cell means in 2 by 2
tables, Duncan’s multiple-range test between cell means in x by x
tables, and Chi-square among cell contingencies for 2 by 2 and x by x
tables. For all tables, the parenthesized numbers are the n for each
cell (number of observations for each ce11).l

Hypothesis 1 predicts a statistically significant interaction
between TYPE and DIRECTION. Table III reveals just such a statistically
significant interaction for the beats-to-respond data (F = 138.57, 1, 27
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df. p < .0005). Table VI gives the cell means of the beats-to-respond
data for the TYPE by DIRECTION 1nteraction: cell-comparison statistics
were computed only between early and late conditions for this table.

Figure 5.1 presents Table VI as a graph.

TABLE VI

EXPERIMENT 1, BEATS-TO-RESPOND DATA,
CELL MEANS OF Z2-WAY INTERACTION,
TYPE BY DIRECTION

DIRECTION

Early Late
TYPE
Rhythm 10.99 12.12

(280) (280)

[ ]

Tempo 16.22 10.21

(280) (280)

Comparing cell means on Table VI shows that there was no
statistically significant difference between rhythm-early and rhythm-
late conditions (t = 2.26, 558 df, p > .01), whereas there was a
statistically significant difference between tempo-early and tempo-late
conditions (t = 12.34, 558 df, p < .01). Although rhythm-late was only
marginaliy more difficult to detect than rhythm-early. tempo-early was
statistically significantly more difficult than tempo-late. These
results support the idea that the detection of rhythm modulation was
largely independent of the direction of modulation, whereas. for tempo
modulation, detection was much more difficult when the tempo

accelerated. This result is consistent with Hypothesis 1.
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— F = 138.57, 1, 27 df, p < .0005
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Figure 5.1. Graph of TYPE by DIRECTION interaction for beats—tlo—respond data
in Experiment I. The two levels of DIRECTION are shown on the x-axis.
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Hypothesis 1 is given further <upport by the identification data
of Experiment 1. Table V shows a statistically significant interaction
between TYPE and DIRECTION on the Log-Linear analysis (partial Chi-
square = 18.25, 1 df, p < .0005; marginal Chi-square = 17.30, 1 df. p <
.0005;. Table VII. shows the tally of wrong and right answers. as well
as the ~roportion correct, for the TYPE by DIRECTION interaction: cell-
comparison statistics were computed only between early and late
conditions for this table. Figure 5.2 presents Table VII as a
histogram.

TABLE VII

EXPERIMENT 1, IDENTIFICATION DATA,
CONTINGENCY TABLE FOR 2-WAY INTERACTION, TYPE BY DIRECTION

m_:m

Wrong Right Proportion Correct
TYPE DIRECTION -
Rhythm Early 19 — 26l .932 (280)
Late 19 L 261 .932 (280)
Tempo Early 90 190 .679 (280)
Late 21 259 .925 (280)

Table VII reveals the following: although exactly the same
number of wrong versus right answers were recorded for the two
directions of rhythm modulation (Chi-square = 0.00, 1 df, p > .01), for
tempo modulation there were statistically significantly more wrong
answers for the tempo-early condition, compared to the tempo-late
condition (Chi-square = 51.96, 1 df, p < .01). Again, detection of
rhythm modulation seemed to be independent of modulation direction,
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Partial X-.m.:m. 1 df, p < .0008

Marginal x = 17.297, L 41, p < .0008

FPigure 5.2. Histogram of TYPE by DIRECTION interaction for idemtification data in
Experiment 1. The two levels of DIRECTION are shown on the z~axis. The total

number of responses per osll is shown atop the y-axise.
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whereas detection of tempo modulation was much more difficult when the
tempo accelerated.

Hypothesis 2 predicts a statistically significant interaction
between TYPE and INITIAL BEAT RATE. Table IIl reveals a highly
significant interaction between TYPE and INITIAL BEAT RATE for the
beats-to-respond data (F = 61.58, 1, 108 df. p < .0005). However. as
evinced by Table VIII and Figure 5.3, the trend across INITIAL-BEAT-RATE
levels for rhythm and tempo modulation predicted by Hypothesis 2 is only
partially supported for this type of data. For Table VIII, cell-
comparison statistics were computed between INITIAL-BEAT-RATE conditions

but not between TYPE conditions.

TABLE VIII

EXPERIMENT 1, BEATS-TO-RESPOND DATA,
CELL MEANS OF 2-WAY INTERACTION, TYPE BY INITIAL BEAT RATE

= ]

INITIAL BEAT RATE
45 75 120 190 300
TYPE
Rhythm 8.36 8.24 9.52 12.90 18.76
(1i2) (1i2) (1i2) (112) (112)
I 1
Tempo 14.53 13.78 12.00 11.76 14.01
(112) (1i2) (112) (1i2) (1i2)

Hypothesis 2 proposed that Jetection of rhythm modulation would
be most difficult at extreme initial! beat rates, and easiest at moderate
initial beat rates (taking 100 bpm as the mid-range value). In
accordance with this hypothesis, the Towest mean (easiest to detect) is
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F = 61.58, 4, 108 d4f, p < .0005
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Figure 5.3. Graph of TYPE by INITIAL BEAT RATE interaction for beats-to-respond
data. The five levels of INITIAL BEAT RATE are shown onthe x-axis.
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1n fact the rhythm-75 condition, and the highest mean (most difficult to
detect) is the rhythm-300 condition. In additional suppert of
Hypothesis 2, rhythm-120 is only marginally more difficult to detect
than rhythm-75 (Duncan p > .01). This is roughly as one might expect
since 120 bpm is marginally negrer to the hypothetical mid-range tempo
of 100 bpm on a logarithmic scale than 75 bpm is. However, contrary to
Hypothesis 2, there is no statistically significant difference between
the rhythm-45 and rhythm-75 cells (Duncan p > .01), although rhythm-45
should be much more difficult as it is an extreme initial beat rate.

Hypothesis 2 also proposes that for tempo modulation, detection
should get easier the faster the initial beat rate. This prediction is
largely supported by the cell means in Table VIII, which show a gradual
decrease in the beats needed to respond from tempo-45 through tempo-190,
with tempo-45 being statistically significantly more difficult than
tempo-190 (Duncan p < .01). However, from the tempo-190 to the tempo-
300 conditions there is a sudden increase in the beats-to-respond means.
whilst the cell-mean difference between tempo-190 and tempo-300 is not
statistically significant at the .01 level (Duncan p > .01), this sudden
increase is contrary to the trend across initial beat rates that exists
up to the value of 190 bpm. Such a suda.n break in the observed trend
across initial beat rates for tempo modulation deserves further specific
study.

Hypothesis 2 is supported more strongly by the identification
data. Returning momentarily to Table V, one can see a statistically
significant interaction between TYPE and INITIAL BEAT RATE using Log-
Linear Analysis (Partial Chi-Square = 45.080, 4 df, p < .0005; Marginal
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Chi-Square = 43.378, 4 df, p < .0005). The contingencies and the
proportion-correct values for this interaction are given in Table IX and
as a histogram in Figure 5.4. For Table IX. cell-comparison statistics

were computed between INITIAL-BEAT-RATE levels but not between TYPE

Tevels.
TABLE IX
EXPERIMENT 1, IDENTIFICATION DATA,
CONTINGENCY TABLE FOR 2-WAY INTERACTION,
TYPE BY INITIAL BEAT RATE
TYPE
Rhythm Tempo
Wrong Right Proportion {| Wrong Right Proportion
INITIAL Correct Correct
BEAT RATE
45 10 102 911 (112) 49_T— 63 .563 (112)
75 54— 4107 .955 (112) || 30 82 .732 (112)
120 2 110 982 (112) || 18—+ —~ 94 .839 (112)
190 2 —4-110 .982 (112) |{ 10 102 911 (112)
300 191 93 .830 (112) 4 -1-108 .964 (112)

In Table IX, rhythm modulation exhibits a slight drop in the
numbers of wrong responses towards the centre of the initial-beat-rate

range between 120 and 190 bpm. However, the only statistically

significant difference between contingency cells is the difference
between rhythm-190 and rhythm-300 (Chi-square = 8.11, 1 df, p < .01).
Also, contrary to Hypothesis 2, the putative preferred initial-beat-rate
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Partal x = 45.080, 4 df, p < .0005

Marginal { = 43.378, 4 df, p < .0005 Tempo

Figure 6.4. Histogram of TYPE by INITIAL BEAT RATE interaction for idemtification
data in Experiment {. The four levels of INITIAL BEAT RATE are shown on the
z~axis. The total number of responses per cell is shown atop the y-axis.
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range shown in Table IX (120-190 bpm) is faster than the mid-range value
of 100 bpm proposed in Chapter 3.

In support of Hypothesis 2, tempo modulatior elicits fewer wrong

answers, the faster the initial beat rate. This trend is maintained

even for the tempo-300 condition. which has the lowest number of wrong

answers of all the tempo-modulation conditions. For tempo modulation,
the only statistically non-significant differences are between adjacent
INITIAL-BEAT-RATE levels (i.e.. tempo-45/tempo-75 Chi-square = 6.33, 1
df. p > .01; tempo-75/tempo-120 Chi-square = 3.21, 1 df, p > .01; tempo-
120/tempo-190 Chi-square = 2.00, 1 df, p > .01; tempo-190/tempo-300 Chi -
square = 1.90, 1 df, p > .01). AT}l other comparisons were statistically
significant at the .01 level.

Both of the interactions, TYPE by DIRECTION and TYPE by INITIAL
BEAT RATE, must be interpreted in light of the statistically significant
three-way interaction TYPE by DIRECTION by INITIAL BEAT RATE for beats-
to-respond data (F = 5.67, 4, 108 df, p < .0005) shown in Table III and
below in terms of cell means in Table X and in Figure 5.5. For Table X,
cell-comparison statistics were computed between DIRECTION levels and
between INITIAL-BEAT-RATE levels, but not between TYPE levels.
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23_ F = 5867 4, 108 df, p < .0005
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Figure 5.5. Graph of TYPE by DIRECTION by INITIAL BEAT RATE interaction for
beats~to-respond data in Experiment 1. The Five levels of INITIAL BEAT RATE are
shown on the x~axis.
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TABLE X
EXPERIMENT 1, BEATS-TO-RESPOND DATA,

CELL MEANS OF 3-WAY INTERACTION,
TYPE BY DIRECTION BY INITIAL BEAT RATE

___—_w

TYPE
Rhythm Tempo
DIRECTION DIRECTION
INITIAL Early Late Early Late
BEAT RATE
45 - 7.26 9.47 - 18.78 , - 10.27 -
(56) (56) (56) (56)
L J
75 - 7.05 9.43 - - 16.80 - 10.77 4
(56) (56) (56) (56)
120 - 8.99 10.06 - 15.33 - 8.68
(5?) (??) (56) (56)
190 13.50 12.30 - 14,38 - 93.14
(5?) (?9) (56) (56)
300 18.15 19.37 - 15.84 12.19-
(5?) (5?) (56) (56)

In Table X, rhythm modulation follows essentially the same trend
across the initial-beat-rate range for both early and late directions:
rhythm-modulation detection gets statistically significantly more
difficult with faster initial beat rates above 120 bpm (Duncan p < .01).
Moreover., the only statistically significant difference between rhythm-
early and rhythm-late is between rhythm-early-75 and rhythm-late-75 (1 =
3.52, 110 df, p < .01).

For tempo modulation, early and late conditions exhibit
different trends across the initial-beat-rate range and the difference
between every tempo-early/tempo-late pair of means is statistically
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significant at the .01 level (according to the t-test). Tempo-early
reveals a trend of gradually decreasing beats-to-respond values towards
higher initial beat rates., with a slight i1ncrease in beats to respond
between 190 and 30C bpm. However, only the differences tempo-early-
45/tempo-early-120 and tempo-early-45/tempo-eariy-190 are statistically
significant (Duncan p < .01). 1In contrast to tempo-early. tempo-late
reveals a trend where there is a gradual decrease of beats-to-respond
with 120 bpm eliciting the lowest response. However the only
statistically significant differences across the initial-beat-range ére
tempo-late-120/tempo-late-300 and tempo-late-190/tempo-late-302. This
suggests that there may exist a perceptual threshold between 190 and 300
Dpm when tempo is decelerating. This highly specific result is hard to
interpret in the present context and may just be a Type-I error.

Clearly more experimental work 1s needed to clarify this matter.

One further interaction 1n Experiment 1 deserves attention,
namely INITIAL BEAT RATE by VERSION. Although this interaction was not
predicted (and, as noted in footnote 1 above. the data-conversion null
hypothesis could not be rejected for this interaction), it was found to
be statistically significant for beats-to-respond data alone (from Table
III, F = 6.03. 4, 108 df, p < .0005). Table XI shows the cell means for
this interaction; for this Table. cell-comparison statistics were
computed between VERSION levels only and not between INITIAL-BEAT-RATE

levels.
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TABLE XI

EXPERIMENT 1, BEATS-TO-RESPOND DATA,
CELL MEANS OF Z-WAY INTERACTION, INITIAL BEAT RATE BY VERSION

INITIAL BEAT RATE
45 75 120 190 300
VERSICN
Original 11.1 11.39 11.64 13.73 16.94
(112) (112) (112) (112) (112)
Repli- 11.72 J.64 9.8 10.93 15.84
cation (112) (112) (112) (112) (112)

As can be seen from Table XI, the replication value is
marginally lower (easier) than the original value for every initial beat
rate except 45 bpm where it is slightly higher (more difficult).
However, the only initial beat rate where the difference between
original and replication is statistically significant is 190 bpm (t =
4.24, 222 df, p < .01). This highly specific result is hard to
interpret in any theoretically meaningful way. Also difficult to
interpret were the statistically significant three-way interaction
DIRECTION by INITIAL BEAT RATE by VERSION (from Table III., F = 3.97, 4,
108 df, p < .01), and the four-way interaction TYPE by DIRECTION by
INITIAL BEAT RATE by VERSION (F = 4.98, 4, 108 df, p < .005).

Finally with regard to Experiment 1, several other check
statistics should be mentioned. For beats-to-respond data there was no
effect owing to which of the two random orders the subjects heard (t =
.4, 1118 df. p > .5), nor to starting point of the modulation within the
trial (t = 1.36, 1118 df. p > .15). In addition, for identification
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data. there was no effect owing to order (Chi-square = .279, 1 df, p >
.5) nor to start (Chi-square = .124, 1df, p > .7). These results are
not surprising since the ordering of conditions and the placement of the
FAO (bar 2 versus bar 3) were randomly determined.

The correlation coefficient for beats-to-respond data between
original and replication versions of the same condition for each subject
was r = .63 (N =560, p < .005). This positive value is what one would
expect., however, if r = 63, r’ = .39, indicating that the original &nd
replication versions only accounted for approximately 39% of each
other's variance. The correlation coefficient for identification data
between original and replication versions of the same condition for each
subject was phi = .45 (N = 560, p < .005). Again, this positive value
is generally what one would predict. however r* = .20, such that. on
identification data, the two versions of each stimulus only account for
about 20% of each other's variance. One explanation for these low r?
values may be that while learning was apparently occurring across trials
(VERSION as a main effect was statistically significant [F = 15.46, 1.
27 df. p < .005]), certain treatment conditions elicited more learning
than others (the INITIAL BEAT RATE by VERSION interaction was
statistically significant, for instance [F =~ 6.03, 4, 108 df, p <
.00051). Any interactions between VERSION and the other variables would
mean that a trend that was observed between treatment conditions for the
original version might not be observed for the replication version.

The correlation coefficient between the two deperuent variables
was in the direction expected (wrong answers correlating with longer

beats-to-respond values) with r = .43 (N = 1020, p < .005). However, r?
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= 19, signifying that one dependent variable only accounted for
approximately 19% of the variance in the other dependent variable. This
meagre association may have arisen owing to the different time-points 1n
a8 trial when the two types of data were collected, beats-to-respond
during the trial and identification at the end. This discrepancy
between the dependent variables will be discussed further in Chapter 6.

To conclude this description of the results for Experiment 1.
one can summarize the status of the null hypotheses at this point:

® ANull Hypothesis 1. There will be no statistically

significant interaction between TYPE and DIRECTION. Rhythm and tempo

modulation will exhibit the same trends vis a vis early and late
anomalous attacks. According to the data from Experiment 1, Null
Hypothesis 1 can be rejected. Both beats-to-respond data and
identification data found a statistically significant interaction
between TYPE and DIRECTION following the predicted trends.

® MNull Hypothesis 2. There will be no statistically
significant interaction between TYPE and INITIAL BEAT RATE. Rhythm and
tempo modulation will exhibit essentially the same trends across the
musical tempo range. According to the data from Experiment 1, Null
Hypothesis 2 can be rejected. Both beats-to-respond and identification
data found a statistically significant interaction between TYPE and
INITIAL BEAT RATE. However, the precise trends predicted were only
partially supported. and both types of data gave different trends across
the initial-beat-rate raenge. These inconsistencies will be discussed
further in Chapter 6.
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Results for Fxperiment 2

Recall that Experiment 2 was intended primarily to test

Hypotheses 1, 2 and 3:

Hypothesis 1. There will be a statisticailly significant interaction
between TYPE and DIRECTION. Rhythm moduiation will be indifferent
to direction of modulation (early versus late): tempo modulation
will be more difficult with early than late.

Null Hypothesis 1. There will be no statistically significant
interaction between TYPE and DIRECTION. Rhythm and tempo modulation
will exhibit the same trends vis 4 vis early and late anomalous
attacks.

Hypothesis 2. There will be a statistically significant interaction
between TYPE and INITIAL BEAT RATE. Rhythm modulation will be most
difficult to detect at extreme 1niti1al beat rates, whereas tempo
modulation will be most difficult at slow initial beat rates.

Nuil Hypothe<is 2, There will be no statistically significant
inter2_tion between TYPE and INITIAL BEAT RATE. Rhythm and tempo
modulation will exhibit essentially the same trends across the
musical tempo range.

Hypothesis 3. There will be a statistically significant interaction
Detween TYPE and LOCATION. Rhythm modulation will be more gifficult
at bedt 1 than at beat 2: tempo modulation will be equally difficult
to detect at beats I and 2.

Null Hypothesis 3. There will be no statistically significant
interaction between TYPE and LOCATION. Rhythm and tempo modulation
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will exhibit the same trends across metric tocation of anomalous
onsets.

The results of the Analysis of Variance (ANOVA) performed on
beats-to-respond data for Experiment 2 are summarized in Tabile XII. The
independent variables are abbreviated as follows: TYP = TYPE, DIR =
DIRECTION, IBR = INITIAL BEAT RATE. LOC = LOCATION and VER = VERSION.
The same laycut is used for Table XII as was used for Table III.

The results of the Survival Analysis are given in Table XIII,
which uses the same abbreviations as Table XII. As can be seen from
comparing Tables XII and XIII, the same main effects were found to be
statistically significant using both ANOVA and Survival Analysis for all
effects except LOCATION, which was found to be statistically non-
significant by both tests. As 1n Experiment 1, such an agreement
between the two tests suggests that assigning the beats-to-respond value
of 23 to missing responses was justified.

‘In order to test the data-conversion null hypothesis for
Experiment 2, an ANOVA was also perfcrmed on the raw reaction-time data
(in mi1liseconds). This analysis found that, generally, those main
effects and interactions that were statistically significant for raw
reaction-time data were the same as those that were statistically
significant for beats-to-respond Zata. There were two exceptions: The
two-way interaction DIRECTION by INIT!AL BEAT RATE was statistically
significant (F = 19.42, 1, 27 df., p < .0005) for raw reaction-time data
when it was not statistically significant for beats-to-respond data.
The three-way interaction TYPE by DIXKECTION by INITIAL BEAT RATE was
statistically significant (F = 22.64, 1, 27 df, p < .0005) for raw
reaction-time data when it was not statistically significant for beats-
to-respond data. Since these outstripped the significance of the
corresponding results for beats-to-respond data, the data-conversion
null hypothesis could be rejected 1n all cases for Experiment 2.
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TABLE XII
EXPERIMENT 2, BEATS-TO-RESPOND DATA, ANALYSIS OF VARIANCE

Source of Sum of Mean

variance Squares Df Square F D

TYP 754 .59 1 754 .59 17.03 .000
Error 1196.19 27 44 30

DIR 3397.22 1 3397.22 56.20 .000
Error 1632.17 27 60.45

IBR 227.61 1 227.61 6.85 .014
Error 896.52 27 33.20

LOC 35.01 1 35.01 5.04 .033
E~ror 187.52 27 6.95

VER 473.84 1 473.84 27.15 000
Error 471.22 27 17.45

TYP:DIR 3834 .22 1 3834.22 61.63 .000
Error 1679.85 27 62.22

TYP: IBR 820.35 1 820.35 24.73 .000
Error 895.54 27 33.17

TYP:LOC 15.78 1 15.78 1.78 .194
Error 239.90 27 8.89

TYP:VER 53.31 1 53.31 5.47 .027
Error 263.11 27 9.74

DIR: IBR 66.60 1 66.60 2.73 .110
Error 657.61 27 24.36

DIR:LOC 219.15 1 219.15 20.33 .000
Error 291.06 27 10.78

DIR:VER 26.26 1 26.26 2.90 .100
Error 244 .04 27 9.04

IBR:LOC 11.86 1 11.86 1.06 312
Error 307.04 27 11.19

IBR: VER 64.58 1 04.58 3.40 .076
Error 513.45 27 19.02

LOC: VER 16.19 1 16.19 1.40 .247
Error 311.82 27 11.55

TYP:DIR: IBR 75.57 1 75.57 2.33 .139
Error 876.93 27 32.48

TYP:DIR:LOC 49.28 1 49,28 2.89 .101
Error 461.01 27 17.07

TYP:DIR:VER 219.30 1 219.30 10.99 .003
Error 538.78 27 19.95 .

TYP:IBR:LOC 2.56 1 2.56 .45 .508
Error 153.77 27 5.70

TYP: IBR:VER 32.94 1 32.94 4,33 .047
Error 205.36 27 7.61

TYP:LOC: VER 82.91 1 82.91 4,11 .063

Error 544 .54 27 20.17
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TABLE XII CONTD.
EXPERIMENT 2, BEATS-TO-RESPOND DATA. ANALYSIS OF VARIANCE

- — ]

Source of Sum of Mean

Variance Squares Df Square F p

DIR;IBR:LOC 44,14 1 44 .14 3.79 .062
Error 314.73 27 11.66

DIR:IBR:VER 56.07 1 56.07 6.31 .018
Error 239.93 27 8.89

DIR:LOC:VER 4.85 1 4.85 .57 .455
Error 227.93 27 8.44

IBR:LOC:VER 30.32 1 30.32 1.71 202
Error 478.69 27 17.73

TYP-DIR:IBR:LOC .88 1 .88 .05 .823
Error 467.17 27 17.30

TYP:DIR:IBR:VER 7.83 1 7.83 .51 .481
Eror 414.15 27 15.34

TYP:DIR:LOC:VER 8.06 1 8.06 .50 .485
Error 434 .51 27 16.09

TYP:IBR:LOC:VER 21.59 1 21.59 1.62 214
Error 359.73 27 13.32

DIR:IBR:LOC:VER 66.61 1 66.61 4. 35 .047
Error 413.66 27 15.32

TYP:DIR:IBR:LOC:VER 31.23 1 31.23 2.71 .250
Error 310.93 27 11.52

Explained 10750.71 31 346 .80 14.74 .000

Residual 20325.70 864 23.53

Total 31076.41 895 34.72




TABLE XIII

EXPERIMENT 2, BEATS-TO-RESPOND DATA,
SURVIVAL ANALYSIS

Source of

Variance p
TYP < .0001
DIR < .0001
IBR < ,0001
LOC > 2500
VER < .0001

of the identification data.

statistical significance (that is, p < .1) are shown on this table.
Again, IDN stands for identification data.

Only those results that approach

TABLE XIV
EXPERIMENT 2, IDENTIFICATION DATA, LOG-LINEAR ANALYSIS

206

Table XIV shows the overail results of the Log-Linear analysis

Dependent Indebéﬁaéht Eé}i;gf o Marginal

Variable Variable(s) Df Chi-Squared p Chi -Squared p
IDN: TYP 1 45.223 .000 41.772 .000
IDN: DIR 1 31.130 .000 28.332 .000
IDN: IBR 1 35.538 .000 32.495 .000
IDN: LOC 1 5.367 .021 4.754 .029
IDN: VER 1 7.301 .007 6.480 011
IDN: TYP:DIR 1 13.529 .000 11.542 .001
IDN: TYP:IBR:VER 1 4,698 .030 4,951 .026

interactions between factors.

The hypotheses for Experiment 2 concerned themselves with

To see if the statistically significant



207
interactions shown in Table XII support the hypotheses, it is necessary
to examine the cell means and cell contingency tables for each
interaction separately. Only those interactions are discussed that are
either of interest ex hypothesi. or that are statistically significant
beyond the .01 Tevel. Again, for cell-comparison statistics, cell
differences that are not statistically significant at the .01 level are
indicated by a 1ine linking the two cells in question.

Hypothesis 1 predicts a statistically significant interaction
between TYPE and DIRECTION. Table XII reveals just such a statistically
significant interaction for the beats-to-respond data (F = 61.63. 1. 27
df. p < .0005). Comparison of cell means for this interaction in Table
XV (and Figure 5.6) shows that there was no statistically significant
difference between rhythm-early and rhythm-late conditions (t = .54, 446
df, p > .01), whereas there was a statistically significant difference
between tempo-early and tempo-late conditions (t = 15.7, 446 df, p <
.01). For Table XV, cell-comparison statistics were only computed

between early and Ilate conditions.

TABLE XV

EXPERIMENT 2, BEATS-TO-RESPOND DATA,
CELL MEANS OF 2-WAY INTERACTION,
TYPE BY DIRECTION

Early Late
TYPE
Rhythm 11.38 11.62
(2?4) (2?4)
Tempo 17.35 9.32
(224) (224)
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F = 61.63, 1, 27 41, p < .0005
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Figure 5.6. Graph of TYPE by DIRECTION interaction for beats—to-respond data
in Rxperiment 2. The two levels of DIRECTION are shown on the x—axis
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Although, in Table VI, rhythm-Jlate was not statistically
significantly more difficult to detect than rhythm-early. tempo-early

was statistically significantly more difficult than tempo-late. Again,

these results support the idea that the detection of rhythm modulation
was largely independent of the direction of modulation, whereas, for
tempo modulation, detection was much more difficult when the tempo
accelerated.

Hypothesis 1 is given further support by the identification data
of Experiment 2. Table XIV shows a statistically significant
interaction between TYPE and DIRECTION on the Log-'.inear analysis
(partial Chi-square = 13.529, 1 dr. p < .0005: marginal Chi-square =
11.542, 1 df, p < .005). Table XVI and Figure 5.7 give the tally of
wrong and right answers and the proportion-correct values for the TYPE
by DIRECTION interaction; cell-comparison statistics were only computed
between DIRECTION conditions.

TABLE XVI

EXPERIMENT 2, IDENTIFICATION DATA,
CONTINGENCY TABLE FOR 2-WAY INTERACTION, TYPE BY DIRECTION

DIRECTION

Early .933 (n = 224)
Late .938 (n = 224)

Early .652 (n = 224)
Late .906 (n = 224)
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Figure 5.7. Histogram of TYPE by DIRECTION imteraction for identification data in
Experiment 2. The two levels of DIRECTION are shown on the x—axis. The total
number of responses per ovll is shown atop the y-axis
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Table XVI reveals the following: while almost the same number of

wrong versus right answers was recorded for the two directions of rhythm
modulation (Chi-square = 0.00, 1 df, p > .01). for tempo modulation
there were statistically significantly more wrong answers for the tempo-
early condition, compared to the tempo-late condition (Chi-square =
40.66, 1 df. p < .01). Again, detection of rhythm modulation seemed to
be independert of moculation direction, whereas detection of tempo
modulation was much more difficult when the tempo accelerated.

In the interests of completeness. the interaction TYPE by
DIRECTION should be interpreted in the light of the three-way
interaction TYPE by DIRECTION by VERSION, which was statistically
significant on the beats-to-respond data alone (F = 10.99, 1, 27 df p <
.005, according to Table XII). Table XVII gives the cell means for this
3-way interaction; for this table no cell-comparison statistics were
computed.

TABLE XVII

EXPERIMENT 2, BEATS-TO-RESPOND DATA,
CELL MEANS OF 3-WAY INTERACTION, TYPE 8Y DIRECTION BY VERSION

R ——————— ——— e —— S S QT

VERSION
Original Replication
DIRECTION DIRECTION
Early Late Early Late
TYPE
Rhythm 11.54 12.43 11.22 10.81
(112) (112) (112) (112)
Tempo 18.99 9.62 15.71 9.01
(112) (112) (112) (112)
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Trends for rhythm and tempo modulation across the two different
directions are the same for both the original and replication versions
as they were in the two-way interaction TYPE by DIRECTION. However., for
the replication version, the difference between tempo-early and tempo-
late is less proncunced than the same difference in the original
version. This 3-way interaction is of no theoretical interest and does
not seem to alter the above interpretation of the TYPE by DIRECTION
interaction.

Hypothesis 2 predicts a statistically significant interaction
between TYPE and INITIAL BEAT RATE. Table XII reveals a statistically
significant interaction between TYPE and INITIAL BEAT RATE for beats-to-
respond data (F = 24.73, 1, 27 df, p < .0005). However, as can be seen
from Table XVIII, which shows the cell means for the TYPE by INITIAL
BEAT RATE interaction, the trend across INITIAL BEAT RATE levels
predicted by Hypothesis 2 is not supported. For this table, cell-
comparison statistics were computed only between INITIAL-BEAT-RATE
conditions. Figure 5.8 reproduces Table XVIII as a graph.

TABLE XVIII

EXPERIMENT 2, BEATS-TO-RESPOND DATA,
CELL MEANS OF 2-WAY INTERACTION,
TYPE BY INITIAL BEAT RATE

INITIAL BEAT RATE
0 150
TYPE
Rhythm 10.04 12.96
(224) (224)
I_ 1
Tempo 13.79 12.88
(224) (224)
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Figure 5.8. Graph of TYPE by INITIAL BEAT RATE interaction for beats—to-respend
data in Experiment 2. The two levels of INITIAL BEAT RATE are shown oa the x-axis.
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Hypothesis 2 proposed that detection of rhythm modulation would
be most difficult at extreme initial beat rates, and easiest at moderate
initial beat rates (taking 100 bpm as the mid-range value). Since the
value of 100 bpm lies roughly equidistantly between 60 and 150 on a
logarithmic scale, one would expect these to be approximately equally
difficult in the rhythm-modulation conditions. However, rhythm
modulation at 150 bpm was statistically significantly more difficult to
detect than rhythm modulation at 60 bpm (t = 6.86, 446 df, p < .01).
Hypothesis 2 also proposed that for tempo modulation, detection should
get easier the faster the initial veat rate. This is only weakly
supported by the cell means in Table XVIII, which display a marginal
decrease in beats needed to respond from 60 bpm to 150 bpm, however this
difference is not statistically significant (t = 1.42, 446 df, p > .01).

Hypothesis 2 receives only meagre support from the
identification data. The overall interaction between TYPE and INITIAL
BEAT RATE is not statistically significant for identification data (for
Partial and Marginal Chi-squares, p > .1), and it is therefore not
listed on Table XIV. However, comparison of individual cell
contingencies shown in Table XIX is a little more promsing (for this

table cell-comparison statistics were computed only between INITIAL-
BEAT-RATE levels).




TABLE XIX
EXPERIMENT 2, IDENTIFICATION DATA,

CONTINGENCY TABLE FOR 2-WAY INTERACTION,
TYPE BY INITIAL BEAT RATE

) Proport{oh Corﬁéét
BEAT RATE
60 .906 (224)
150 .964 (224)
60 .670 (224)
150 .888 (224)

Separate Chi-square tests on rhythm and tempo modulation reveal

the following: the difference between rhythm-60 and rhythm-150 is

marginal and statistically non-significant (Chi-square = 5.31, 1 df, p >
.01). On the other hand. the difference between tempo-60 and tempo-150
is statistically significant (Chi-square = 29.87, 1 df, p < .01) with
tempo-60 being much more difficult than tempo-150.

Hypothesis 3 predicts a statistically significant interaction
between TYPE and LOCATION. Rhythm modulation should be easier to detect
on beat 2 compared to beat 1. whereas there should be no difference
between the metric locations of the FAO for tempo modulation. As can be
seen from both the beats-to-respond data (Table XII) and the
identification data (Table XIV) there was no statistically sigaificant
interaction between TYPE and LOCATION: (F = 1.78, 1, 27 df, p > .1) for
beats-to-respond data, (for both Partial and Marginal Chi-Square, p >
.1) for identification data. Tables XX and XXI below give the cell
means and the cell contingencies respectively for the TYPE by LOCATION
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interaction. For Tables XX and XXI, cell-comparison statistics were

computed between LOCATION levels onty.

TABLE XX

EXPERIMENT 2, BEATS-TO-RESPOND DATA,
CELL MEANS OF 2-WAY INTERACTION,
TYPE BY LOCATION

LOCATION
Beatl Beat?
TYPE
Rhythm 11.83 11.17
(??4) (2?4)
i i
Tempo 13.40 13.27
(224) (224)
TABLE XXI

EXPERIMENT 2. IDENTIFICATION DATA,
CONTINGENCY TABLE FOR 2-WAY INTERACTION, TYPE BY LOCATION

. _— ——— _ _______—

Wrong Right Proportion Correct
TYPE LOCATION
Rhythm Beat 1 20 —— 204 .911 (224)
Beat 2 g 4L 215 .960 (224)
Tempo Beat 1 5% —+— 168 .750 (224)
Beat 2 43 J1- 181 .808 (224)

For Table XX, there was no statistically significant difference
between rhythm-early and rhythm-Jlate (t = 1.48, 1 df, p > .01), nor was
there between tempo-early and tempo-iate (t = .2, 1 df, p > .01).
Likewise, for Table XXI, there was no statistically significant
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difference between rhythm-early and rhythm-late (Chi-square = 1.87, 1

df. p > .01) nor was there between tempo-early and tempo-late (Chi -
square = 3.69, 1 df, p > .01).

For the beats-to-respond data alone, there was an unpredicted
yet statistically significant two-way interaction between DIRECTION and
LOCATION (F = 20.33. 1, 27 df, p < .0005, from Table XII). Table XXII
shows the cell means for this interaction; for this table cell-
comparison statistics were computed between levels of DIRECTION as well
as levels of LOCATION. Table XXII is rendered as a graph in Figure 5.9.

TABLE XXII

EXPERIMENT 2, BEATS-TO-RESPOND DATA.
CELL MEANS OF 2-WAY INTERACTION,
DIRECTION BY LOCATION

LOCATION
Beatl Beat2
DIRECTION
Early 15.05 13.67
(224) (224)
Late 10.17 10.77
(224) (224)

Table XXII reveals that although the difference between early-
beatl and early-beat2 did not pass the .01 statistical significance
level (t = 2.48, 446 df, p > .01) it was very near the alpha-level (p =
.013). On the other hand, there was no statistically significant
difference between Jate-beatl and late-beatl (t = 1.22, 446 df, p >
.01). Since statistically significant differences are found between the
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pairs early-beatl/late-beatl (t = 9.52. 446 df. p < .01) and early-

beat2/late-beat2 (t = 5.43, 446 df, p < .01). the overall statistical
significance of the DIRECTION by LOCATION interaction must. therefore.
1ie in the fact that there is a marginal difference between early-beatl
and early-beatl whilst there is no difference between late-beatl and
late-beatZ2. In other words, the metric location of the FAO was only
important when the FAO occurred early. One explanation may be that an
early anomalous onset on beat 2 (whether in rhythm or tempo modulation)
would, in effect, shorten the time interval of beat 1. It may be the
case that since beat 1 is normally lengthened in musical performance, a
shortening of the same would sound particularly odd and therefore be all
the more noticeable.

Finally with regard to Experiment 2, several other check
statistics should be mentioned. In Experiment 2, for beats-to-respond
data there was no effect owing to which of the two random orders the
subjects heard (t = .16, 894 df, p > .75), nor to starting point of the
modulation within the trial (t = 1.31, 894 df, p > .15). In addition,
for identification data, there was no effect owing to order (chi-square
= 3002, 1 df, p > .5) nor to start (chi-square = 1.54036, 1df, p =
.2146). Again, these results are not surprising since the ordering of
conditions and the placement of the FAD (bar 2 versus bar 3) were
randomly determined.

The correlation coefficient for beats-to-respond data between
original and replication versions of the same condition for each subject
was r = .56 (N = 448, p < .005). Again, this positive value is what one

would expect, however, if r = 56, r’ = .32, indicating that the
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original and replication versions only accounted for approximately 32%
of each other's variance. The correlation coefficient for
identification data between original and replication versions of the
same condition for each subject was phi = .36 (N = 448, p < .005).
Again, this positive value is generally what one would predict., however,
r’ = .13, such that, on identification data, the two versions of each
stimulus accounted for a meagre 13% of one another's variance. As in
Experiment 1, interactions between VERSION and other factors may explain
these Tow r? values.

The correlation coefficient between the two dependent variables
was again in the direction expected (wrong answers correlating with
longer beats-to-respond values) with r = .43 (N = 896, p < .005).
However, r* = .19, signifying that one dependent variable only
accounted for approximate’'y 19% of the variance in the other dependent
variable.

To conclude this description of the results for Experiment 2,
one can summarize the status of the null hypotheses at this point.

® ANull Hypothesis 1. There will be no statistically
significant interaction between TYPE and DIRECTION. Rhythm and tempo
modulation will exhibit the same trends vis & vis early and late
anomalous attacks. According to the data from Experiment 2, Null
Hypothesis 1 can be rejected. Both beats-to-respond data and
identification data found a statistically significant interaction
between TYPE and DIRECTION following the predicted trends.

® MNull Hypothesis 2. There will be no statistically
significant interaction between TYPE and INITIAL BEAT RATE. Rhythm and
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tempo modulation will exhibit essentially the same trends across the
musical tempo range. According to the data from Experiment 2, Null
Hypothesis 2 cannot be rejected. 8oth beats-to-respond and
identification data found a statistically significant interaction
between TYPE and INITIAL BEAT RATE. However, the precise trends
predicted were not supported. and both types of data gave different
trends across the initial-beat-rate range. These inconsistencies will
be discussed further in Chapter 6.

® MNull Hypothesis 3. There will be no statistically

significant interaction between TYPE and LOCATION. Rhythm and tempo

modulation will exhibit the same trends across metric location of
anomalous onsets. According to the data from Experiment 2, Null
Hypothesis 3 cannot be rejected. Neither beats-to-respond nor
identification data found a statistically significant interaction
between TYPE and LOCATION. However, an unpredicted yet statistically
significant interaction between DIRECTION and LOCATION suggests that the
position in the bar of an anomalous onset may piay some hitherto
unsuspected role in modulation detection. Again, this possibility will
be examined in Chapter 6.
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Results for Experiment 3
Recall that Experiment 3 was intended primarily to test

Hypotheses 1 and 4:

Hypothesis 1. There will be a statistically significant interaction
between TYPE and DIRECTION. Rhythm modulation will be indifferent
to direction of modulation (early versus late); tempo modulation
will be more difficult with early than late.
Null Hypothesis 1. There will be no statistically significant
interaction between TYPE and DIRECTION. Rhythm and tempo modulation
will exhibit the same trends vis 4 vis early and late anomalous
attacks.
Hypothesis 4: There will be a statistically significant efiect
owing to PIECE in the rhythm-modulation conditions. Owing to the
lack of beat subdivision, rhythm modulations in the Author piece
will be more difficult to detect than equivalent changes in the
three pieces with beat subdivision. It is unknown how PIECE will
affect tempo modulation perception.
Null Hypothesis 4: There will be no statistically significant effect
owing to PIECE for rhythm modulation. Beat subdivision will not
affect detection of rhythm modulation.

The results of the ANOVA performed on beats-to-respond data for

Experiment 3 are summarized in Table XXIII. The independent variables
are abbreviated as follows: TYP = TYPE, DIR = DIRECTION, PCE = PIECE and
VER = VERSION. The same format is used in Table XXIII, as was used in
Table III.



TABLE XXIII
EXPERIMENT 3, BEATS-TO-RESPOND DATA, ANALYSIS OF VARIANCE

Source of
Variance

Sum of
Squares

Df

Mean
Square

F

TYP

Error
DIR

Error
PCE

Error
VER

Error

TYP:DIR
Error
TYP:PCE
Error
TYP:VER
Error
DIR:PCE
Error
DIR:VER
Error
PCE:VER
Error

TYP:DIR:PCE

Error

TYP:DIR:VER

Error

TYP:PCE:VER

Error

DIR:PCE:VER

Error

TYP:DIR:PCE: VER

Error

Explained

Residual
Total

95.67
1322.07
1856.91

578.68
1119.27
1558.68

677.63

406.93

22.59
768.43
45.59
1002.02
25.05
557.45
496.14
1728.86
130.11
274.31
35.66
847.33

117.37
1229.80

22.46
225.35

44 .39
918.50
356.03
970.13

82.03
1085.93
5126.90

17872.71
22999.61

1
27
1
27
3
81
1
27

1
27
3
81
1
27
3
81
1
27
3
81

3
81
1
27
3
81
3
81

3
81

31

95.67
48.97
1856.91
21.43
373.09
19.24
677.63
15.07

22.59
28.59
15.20
12.37
25.05
20.65
165.38
21.34
130.11
10.16
11.89
10.46

39.13
15.18
22.46
8.35
14.80
11.34
118.68
11.98

27.34
13.41
165.38
20.69
25.70
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The results of the Survival Analysis are given in Table XXIV,
which uses the same abbreviations as Tabie XXIII. As can be seen from
comparing Tables XXIII and XXIV, the same main effects were found to be
statistically significant using both ANOVA and Survival Analysis (that
is, all effects except TYPE). As in Experiments 1 and 2, such an
agreement between the two tests suggests that assigning the beats-to-

respond value of 23 to missing responses was justified.®

TABLE XXIV

EXPERIMENT 3, BEATS-TO-RESPOND DATA,
SURVIVAL ANALYSIS

Source of

Variance o)
TYP > ,0100
DIR < .0001
PCE < ,0001
VER < .0001

‘In order to test the data-conversion null hypothesis for
Experiment 3, an ANOVA was also performed on the raw reaction-time data
(in mi1liseconds). This analysis found that, generally, those main main
effects and interactions that were statistically significant for raw
reaction-time data were the same as those that were statisticallly
significant for beats-to-respond data. There was one exception. The
main effect TYPE was statistically sigmficant (F = 7.71, 1, 27 df, p <
.01) for raw reaction-time data when 1t was not statistically
significant for beats-to-respond data. Since this result outstripped
the significance level of the corresponding main effect for beats-to-
respond data, the data-conversion null hypothesis could be rejected in
all cases for Experiment 3.
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Table XXV shows the overall results of the Log-Linear analysis

of the identification data. Only those results that approach
statistical significance (that is, p < .1) are shown on this Table.

Again, IDN stands for identification data.

TABLE XXV
EXPERIMENT 3, IDEWTIFICATION DATA, LOG-LINEAR ANALYSIS

Dependent Independent Partial Marginal

Variable Variable(s) Df Chi -Squared p Chi -Squared p
IDN: VER 1 5.959 .015 5.942 .015
IDN: TYP:DIR:PCE 3 9.899 .019 11.260 .010

In Experiment 3, the hypotheses concerned themselves with the
interaction between TYPE and DIRECTION and the main effect of PIECE (or
possibly the interaction between TYPE and PIECE). Surprisingly,
contrary to Hypothesis 1 and to the findings of the other two
experiments, there was no statistically significant interaction between
TYPE and DIRECTION for beats-to respond data (F = .79, 1, 27 df, p >
.25). Table XXVI gives the cell means for the TYPE by DIRECTION
interaction; cell-comparison statistics were computed between levels of
DIRECTION only.
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TABLE XXVI
EXPERIMENT 3, BEATS-TO-RESPOND DATA,

CELL MEANS OF 2-WAY INTERACTION,
TYPE BY DIRECTION

DIRECTION
Early Late
TYPE
Rhythm 10.68 8.12
(224) (224)
Tempo 10.34 7.15
(224) (224)

As can be seen from Table XXVI, the cell means for this
interaction reveal that although tempo modulation followed the previous
experiments in that tempo-early was statistically significantly more
difficult than tempo-iate (t = 6.77, 446 df, p < .01), rhythm modulation
produced unexpected results. Essentially, the rhythm-modulation cell
means followed the same trend as tempo-modulation, with rhythm-late
being statistically significantly easier than rhythm-early (t = 5.76,
446 df. p < .01). In other words, subjects seemed to be responding to
rhythm modulation in the same way that they responded to tempo
modulation vis a vis DIRECTION. This unexpected trend will be discussed
further in Chapter 6.

From Tables XXV above and XXVII below it can be seen that the
TYPE by DIRECTION interaction is also statistically non-significant for
the identification data (p > .1 for Partial and Marginal Chi-Squares).
For Table XXVII, cell-comparison statistics were computed between levels
of DIRECTION only.



TABLE XXVII

EXPERIMENT 3, IDENTIFICATION DATA,
CONTINGENCY TABLE ~OR 2-WAY INTERACTION. TYPE BY DIRECTION

DIRECTION

Early .920 (224)
Late .933 (224)
Early .951 (224)
Late .938 (224)

In the case of Table XXVII, there is simply no statistically
significant difference either between rhythm-early and rhythm-late, or
tempo-early and tempo-late. Generally, in fact, the identification data
in Experiment 3 turned up hardly any statistically significant results.
There was a ceiling effect; subjects seem to have found the
identification task very easy with the result that there were very few
wrong answers. This reduced any possible contrasts between cell
contingencies.

Overall, in support of Hypothesis 4, the main effect PIECE was

highly significant on the beats-to-respond data (F = 19.39, 3, 8. df. p
< .0005. from Table XXIII). The cell means for this effect together

with individual cell comparisons are given again as Table XXVIII below,
and as a graph in Figure 5.10.
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2] P = 10.30, 3, 81 df, p < .0008
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Figure 5.10. Graph of main effect PIECE for beats—to~respond data in Experiment
3. The four levels of PIECE are shown on the x-axis.
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TABLE XXVIII

EXPERIMENT 3, BEATS-TQ-RESPOND DATA,
CELL MEANS OF MAIN EFFECT, PIECE

PIECE
Bach Chopin Hindemith Author
7.66 8.84 9.00 10.79
(2%4) (?2?) (2?4) (224)

As in previous interaction tables with more than two cells on
any variable, those cells joined by a line are not statistically
significantly different at the .01 level according to Duncan‘s multiple-
range test. Perusal of Table XXVIII reveals that rhythm and tempo
modulation were detected with the following decreasing order of
difficulty across the pieces: Author, Hindemith. Chopin and Bach. It
would be plausible to attribute this statisticatly significant
difference entirely to familiarity of musical style (with Bach being the
best known) were it not for the fact that the Author piece was specially
composed in a Common-Practice tonal style reminiscent of the Bach.
Therefore, the difference between the Author piece and the other three
must lie in some factor other than musical style. By far the most
probable candidate is the lack of beat subdivision in the Author piece.
Conversely, in line with Hypothesis 4, sixteenth-note beat subdivision
in the Bach, Chopin and Hindemith seems to have rendered temporal change
detection easier. As can be surmised from Table XXV, there was no
statistically significant effect owing to PIECE on the identification
data (p > .1).
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Finally with regard to Hypothesis 4, 1t will be remembered that
the pcssibility of an 1nteraction between TYPE and PIECE was also
entertained. However, this two-way interaction was not statistically
significant for either the beats-to-respond data (from Tabie XXIII, F =
1.23. 3, 81 df, p > .25) nor for the identification data (p > .1. from
Table XXV). Given this lack of overall statistical significance on the
two types of dependent variable, no cell-comparison statistics were
performed. However, for reference, the cell means and cell
contingencies for the TYPE by PIECE interaction are given below in

Tables XXIX and XXX.

TABLE XXIX

cXPERIMENT 3, BEATS-TO-RESPOND DATA,
CELL MEANS OF 2-WAY INTERACTION, TYPE BY PIECE

PIECE
TYPE Bach Chopin Hindemith Author
Rhythm g.34 9.11 3.31 10.84
(112) (112) (112) (112}
Tempo 6.98 8.57 8 68 10.74
(112) (112) (112) (112)
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TABLE XXX

EXPERIMENT 3, IDENTIFICATION DATA,
CONTINGENCY TABLE FOR 2-WAY INTERACTION. TYPE BY PIECE

TYPE
Rhythm Tempo
Wrong Right Proportion || Wrong Right Proportion
Correct Correct

PIECE
Bach 7 105 .938 (112) 3 109 973 (112)
Chopin 5 107 .955 (112) || 10 102 911 (112)
Hindemith | 11 101 902 (112) 5 107 955 (112)
Author 10 102 911 (112) 7 105 938 (112)

The abnve interactions and main effect: 1eal with the hypotheses
for Experiment 3. Two other related, unpredicted., yet statistically
significant interactions deserve mention as well. According to Table
XXIII, DIRECTION by PIECE was statistically significant on the beats-to-
respond data only (F = 7.75, 3. 81 df, p < .0005). Table XXXI gives the

cell means for this interaction: for this table cell-comparison

statistics are computed between ievels of PIECE only.
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TABLE XXXI

EXPERIMENT 3, BEATS-TO-RESPOND DATA,
CELL MEANS QOF 2-WAY INTERACTION, DIRECTION BY PIECE

PIECE
Bach Chopin Hindemith Author
DIRECTION
Early 8.25 10.57 g.93 13.29
(1}2) (112) (1}2) (112)
L ]
Late 7.07 7.11 8.07 8.28
(1}2) (1}2) (1}2) (1}2)

Glancing at the cell means in Table XXXI, it can be seen that an
early FAD in the Chopin piece was statistically significantly more
difficult to perceive than in the Bach piece (Duncan p < .01). In
addition, an early FAQ in the Author piece was statistically
significantly more difficult than all three other pieces. In contrast,
for a late FAD there were no statistically significant cell-mean
comparisons (for all Duncan p > .01). This interaction is difficult to
explain and may have to do with other characteristics of the pieces not
already accounted for such as, for instance. the size and direction of
melodic motion at the time in the piece when the anomalous onsets
were presented. This and other extraneous sources of variance will be
evaluated in Chapter 6.

For the sake of completeness, the 2-way interaction DIRECTION by
PIECE must be considered in the light of the statistically significant
three-way interaction DIRECTION by PIECE by VERSION for beats-to-respond
data only (F = 9.91, 3, 81 df, p < .0005 according to Table XXIII). The
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cell means for the DIRECTION by PIECE by VERSION interaction are given

below in Table XXXII. For Table XXXII, cell-comparison statistics were

computed between levels of PIECE and VERSION but not between levels of
DIRECTION.

TABLE XXXII

EXPERIMENT 3, BEATS-TO-RESPOND DATA,
CELL MEANS OF 3-WAY INTERACTION. DIRECTION BY PIECE BY VERSION

PIECE
Bach Chopin Hindemith  Author
DIRECTION | VERSION
Early Original 10.38 11.1 10.27 15.21
(5) (56) (56) (56)
Rep1i- 6.12 9.95] 9.5 11.38
cation (56) (56) (56) (56)
Late Original 6.97 8.32 8.7 8.39
(56) ] (56) (56) (56)6]
{ 1 [ |
Repli- 7.17J 5.89 7.35J 8.1
cation (5) (56) (56) (6)

Table XXXII reveals that for the late-original and Jlate-
replication conditions there were no statistically significant cell
differences across the four pieces (Duncan p > .01 for all comparisons).
However, for early-original the early-Author-original cell was

statistically significantly more difficult than the other three pieces

(Duncan p < .01). Also, for early-replication the early-Bach-
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replication cell was statistically significantly easier than the other
three pieces (Duncan p < .01).

Looking at Table XXXII a second way. three DIRECTION-PIECE
conditions exhibited statistically significant learning between original
and replication versions: the Bach piece with an early FAQO (t = 5.21,
110 df, p < .01), the Author piece with an early FAO (t = 4.29, 110 df,
p < .01), and the Chopin piece with 3 late FAQ (t = 3.08, 110 df, p <
.01). A1l other comparisons between original and replication versions
for DIRECTION-PIECE conditions were statistically non-significant (t <
2.36, 110 daf, p > .01). Again, this highly specific interaction is
difficult to interpret and may arise from unaccounted idiosyncrasies of
the pieces in question,

Finally, with regard to the main statistical tests in Experiment
3, further tentative support for the idea that beat subdivision affects
the way in which temporal change is perceived may be found from the
identification data. Table XXV shows that the 3-way interaction TYPE by
DIRECTION by PIECE is statistically significant for one of the measures
in that table (Marginal Chi-square = 11.26, 3 df, p = .01) and
approaching statistical significance for the other measure (Partial Chi-
square = 9.90, 3 df, p = .019). Table XXXIII shows the contingency
cells organized by PIECE and TYPE comparing directions for this
interaction. Figure 5.11 reproduces Table XXXIII as a histogram.
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Figure 5.11. NHistogram of TYPE by DIRECTION by PIECE interaction for identification
data in Experiment 3. The two levels of DIRECTION in combination with the four
levels of PIECE are shown on the x—-axis. The total number of responses per cell is
shown atop the y—axis.
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TABLE XXXIII
EXPERIMENT 3, IDENTIFICATION DATA,

CONTINGENCY TABLE FOR 3-WAY INTERACTION,
TYPE BY DIRECTION BY PIECE

DIRECTION
Early Late
Wrong Right | Proportion || Wrong Right | Proportion
Correct Correct

PIECE TYPE
Bach Rhythm 4 52 .929 (56) 3 53 .946 (56)

Tempo 1 55 .982 (56) 2 54 .964 (56)
Chopin Rhythm 4 52 .929 (56) 1 55 .982 (56)

Tempo 2 54 .964 (56) 8 48 .857 (56)
ngge- Rhythm 6 50 .833 (56) 5 51 .911 (56)
mi

Tempo 1 55 .982 (56) 4 52 .929 (56)
Author Rhythm 4 52 .929 (56) 6 50 .893 (56)

Tempo 7 49 .875 (56) 0 56 1.000 (56)

For the contingencies in Table XXXIII it was not possible to
calculate individual cell-comparison Chi-square statistics since 50% of
the expected frequencies in cells are less than 5. However, it is
apparent from Figure 5.11 that tempo medulation in the Author piece
reveals a different trend across DIRECTION conditions compared with all
the other pieces: for the Author piece tempo-early was more difficult
than tempo-late, whereas for the Bach. Chopin and Hindemith pieces
tempo-late was more difficult than tempo-early. For rhythm modulation,

there was no systematic trend. However, as in all other identification
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data for Experiment 3, the number of wrong answers was so small that any
conclusion drawn from these data is at best tentative.

Finally with regard to Experiment 3. several other check
statistics should be mentioned. In Experiment 3. for beats-to-respond
data, there was no effect owing to trial order (t = .53, 894 df, p >
.5), nor to the starting point of modulation within each trial (t =
1.29, 894 df, p > .15). The same was true for identification data with
both order (chi-square = .698, 1 df. p > .4) and start of modulation
(bar 2 versus bar 3) (chi-square = .461, 1Zf, p > .4).

The correlation coefficient for beats-to-respond data between
original and replication vers.ons of the same condition for each subject
was r = .46 (N = 448, p < .005). It therefore follows that r® = 22
indicating that the original and replication versions only accounted for
approximately 22% of each others variance. The correlation coefficient
for identification data between original and replication versions of the
same condition for each subject was phi = .25 (N = 448, p < .005). In
this case r* = .06 indicating that original and replication versions
only accounted for 6% of each other's variance. The correlation
coefficient between the two dependent variables was again in the
direction expected (wrong answers correlating with longer beats-to-
respond values) with r = .26 (N = 896, p < .005). However, r* = .07,
signifying that one dependent variable only accounted for approximately
7% of the variance in the other dependent variable. Again, these low r?
values will be discussed in Chapter 6.

To conclude this description of the results of Experiment 3, one
can summarize the status of the null hypotheses at this point:
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® Mull Hypothesis 1. There will be no statistically
significant interaction between TYPE and DIRECTION. Rhythm and tempo
modulation will exhibit the same trends vis a vis early and late
anomalous attacks. According to the data from Experiment 3, Null
Hypothesis 1 cannot be rejected. There was no statistically significant
1interaction between TYPE and DIRECTION.

® MNull Hypothesis 4. There will be no statistically
significant effect owing to PIECE for rhythm modulation. Beat
subdivision will not affect detection of rhythm modulation. According
to the data from Experiment 3. Null Hypothesis 4 can be rejected. There
was a statistically significant main effect owing to PIECE, which was
due to the Author piece making modulation detection statistically

significantly more difficult than modulation detection in other pieces.

Conclusion

The results may be summarized in terms of the four experimental
hypotheses as they were outlined at the beginning of this chapter:

e Hypothesis 1. Experiments 1 and 2 found statistically
significant interactions between TYPE and DIRECTION supporting
Hypothesis 1. However, Experiment 3 found no such.interaction.
signifying that for this third experiment, Null Hypothesis 1 could not
be rejected.

® Hypothesis 2. Experiments 1 and 2 found statistically
significant interactions between TYPE and INITIAL BEAT RATE. However,
only some of the results matched the specific trends across the musical

tempo range predicted by Hypothesis 2. For rhythm modulation, beats-to-
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respond data evinced a slower optimum INITIAL BEAT RATE than the 100 bpm

predicted (75 bpm for Experiment 1 and 60 bpm for Experiment 2).
However, for Experiment 1. the optimum tempo for rhythm modulation
detection with identification data was 120 bpm, faster than 100 bpm.

For tempo modulation. beats-to-respond data generally followed the
predicted trend, that is with detection becoming easier the faster the
INITIAL BEAT RATE. This trend was matched exactly by the identification
data and partially by the beats-to-respond data, the latter evincing a
fall in reaction time up to 190 bpm and a sudden rise between 190 and
300 bpm.

e Hypothesis 3. Experiment 2 found no support for Hypothesis
3. namely there was no statistically significant interaction between
TYPE and LOCATION. For this reason Null Hypothesis 3 could not be
rejected. However, an unpredicted significant interaction between
DIRECTION and LOCATION on beats-to-respond data suggested that LOCATION
does affect modulation detection in some unforeseen way.

e Hypothesis 4. Experiment 3 found a statistically significant
main effect owing to PIECE. which tentatively supports Hypothesis 4 that
beat subdivision aids modulation detection. The (uncontrolled)
influence of musical style is here discounted since the two pieces that
exhibited the greatest mean difference (the Bach and Author pieces) were
in similar harmonic/melodic styles.

The above results, the way they tie in with the established
literature, and the way they both support and necessitate revision of
the model outlined in Chapter 3, will form the focus of the final

chapter in this dissertation, Chapter 6.




CHAPTER 6
DISCUSSION AND CONCLUSION

By way of conclusion, this chapter summarizes the status of the
various hypotheses, and interprets these findings in light of both the
lTiterature reviewed in Chapter 2 and the perceptual! model outlined in
Chapter 3. Possible confounds in the experimental procedures are

identified and addressed and suggestions for future research are made.

Summary and Discussion of Results

The statuses of the four experimental hypotheses as they were
tested in the three experiments for the two types of data are summarized
in Figure 6.1. A tick indicates that a specific result supported the
hypothesis with statistically significant results in the manner
predicted. A tick in parentheses indicates a statistically significant
results, but evincing a trend that only partly matches the predicted
trend. A zero indicates no statistically significant results and

therefore an inablility to reject the null hypothesis.

Hypothesis 1
® Hypothesis 1. There will be a statistically significant
interaction between TYPE and DIRECTION. Rhythm modulation will be
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Hypothesis Interaction Experiment BTR Data 1DNData
| TYP:DIR t / /
. v v
3 0 0
2 TYP:IBR 1 ( / ) ( / )
2 (v) (y)
3 ~YP:LOC 2 0 0
4 PCE 3 ’/ 0

Figure 6.1. Summary of status of the four experimental hypotheses.
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indifferent to direction of modulation (early versus late); tempo
modulation will be more difficult with early than with late.

Hypothesis 1 received strong support from both Experiment 1 and
Experiment 2 for both the beats-to-respond data and the identification
data. The beats-to-respond data found no significant difference at the
.01 level between early and late conditions for rhythm modulation. Of
course, this failure to pass the .01 alpha level is not proof that
rhythm-early and rhythm-late are equally difficult to perceive, but it
is @ failure to prove that there is any difference in the difficulty
with which they are detected. Similar trends were recorded for
Experiments 1 and 2 for the identification data for rhythm modulation.
In this case, the identification data found no or negligible difference
between the numbers of wrorlg answers for rhythm-early and rhythm-late
conditions (and these differences were not statistically significant).

For tempo modulation, the beats-to-respond data for both
Experiment 1 and Experiment 2 revealed a statistically sigaificant
difference between early and late conditions. In both experiments,
tempo-early (tempo acceleration) was statistically significantly more
difficult than tempo-late (tempo deceleration). Likewise, the
identification data revealed a statistically significant difference in
the numbers of wrong answers between tempo-early and tempo-late. As was
the case for the beats-to-respond data. identification data showed that
tempo-early (tempo acceleration) was more difficult to detect than
tempo-late (tempo deceleration).

The one set of recalcitrant results so far as Hypothesis 1 was
concerned were garnered irom Experiment 3. For the beats-to-respond
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data there was no statistically significant interaction between TYPE and

DIRECTION. Tempo modulation followed the same trend as had been
observed in Experiments 1 and 2. viz.. @ statistically signmificant
difference in mean beats-to-respond between tempo-early and tempo-late,
with tempo-early being more difficult than tempo-late. However. 1nstead
of the roughly equal means for rhythm-early and rhythm-late that had
been observed in Experiments 1 and 2, in Experiment 3, surprisingly,
rhythm modulation evinced the same trend between early and late as was
observed for tempo modulation. In other words, a statistically
significant difference was observed between rhythm-early and rhythm-
late, with early being more difficult than late.

One possible interpretation of the results of Experiment 3 may
be framed in terms of the model outlined in Chapter 3. With the
extracts of keyboard music used in this experiment, it may be the case
that both the SHORT AUDITORY STORE (SAS) and the OSCILLATOR BANK were
working in tandem for rhychm-modulation perception. As in the simple
drum stimuli, oscillators in the OSCILLATOR BANK would be entrained to
the time intervals in the stimulus. However, in Experiment 3, the
complexity of the stimuli is considerably g-eater than those of
Experiments 1 and 2. Purely in rhythmic terms, four times as many
events are happening in one beat in Experiment 3 as happened in one beat
in Experiments 1 and 2. This is without taking into account other
aspects of the signal that are present in Experiment 3. but not in
Experiments 1 and 2 (melodic pitch contour, voice-leading in other
parts. the resulting harmony etc.). For this reason, 1t is piausible
that an SAS buffer would fi11 up more quickly in Experiment 3 than it
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drd 1n Experiments 1 and 2. [If, for argument's sake, the length of one
chunk of SAS in Experiment 3 was about one beat, then comparison between
adjacent beats. 1ncluding comparison of temporal properties, could be
achieved by comparing the contents of adjacent buffers in SAS. If this
were the case, rhythm-modulation perception would be affected by all the
inexactitudes of SAS operation that affected only tempo-modulation
detection in Experiments 1 and 2. This would expliain why rhythm
modulation followed the same trend as tempo moduiation in Experiment 3.
If the above account is true, then some re-interpretation of Hypothesis
4 is also required.

If this explanation sounds reasonabie, it should nevertheless be
accepted with caution. It is a post hoc explanation that is required
because the original model did not adequately account for all the
results. The failure to predict this specific result in Experiment 3
may arise from the fact that the notion of "stimulus complexity” is not
outlined in any detail in the model. It seems intuitively reasonable to
assume that extracts of keyboard music are "more complex” than drum-
strike stimuli, however, the extent to which they are more corplex
canr-. be quantified in the current model. It follows, therefore, that
it is not possible to predict when a stimulus is complex enough to cause
the SAS to divide the flow ot musical events up into chunks of only one
beat 1n length.

TYPE by DIRECTION in the previous literature. No previous
studies have used rhythm modulation in the way it has been used here.
For this reason, there are no earlier findings with which the results of

the present experiments can be directly compared regarding rhythm
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modulation. For instance. the literature reviewed in Chapter 2 that
adopted the Weber's-law paradigm did not test directly for the effect on
duration discrimination of direction (see again Getty 1975: Halpern and
Darwin 1982; Hirsh, Monahan, Grant and Singh 1990).

The results of the present experiments so far as tempo
modulation was concerned support much of the literature cited in Chapter
2. In all of the present experiments, tempo modulation with a late
anomalous onset (tempo deceleration) was found to be easier co perceive
than tempo modulation with an early anomalous onset (tempo acceleration)
of the same magnitude. This finding bolsters similar results observed
by Duke (1994), Kuhn (1974), Madsen (1979), Royal (1993) and Wang
(1984). This finding contradicts other results obtained by Geringer and
Madsen (1984) and Madsen, Duke and Geringer (1984).

Hypothesis 2

® Hypothesis 2. There will be a statistically significant
interaction between TYPE and INITIAL BEAT RATE. Rhythm modulation will
be most difficult to detect at extreme initial beat rates, whereas tempo
modulation will be most difficult at slow initial beat rates.

Rhythm Modulation. Of all the hypotheses advanced in the course
of this dissertation, the results of Experiments 1 and 2 speak to
Hypothesis 2 in the most contradictory manner. For beats-to-respond
data the rhythm-modulation results of both experiments suggest that
moduiation detection became more difficult the faster the initial beat
rate. For Experiment 1 the optimum 1nitial beat rate for rhythm
modulation detection was 75 bpm (although there was no statistically



246
sigmficant difference between the mean detection values for 45, 75 and
120 bpm). For Experiment 2 the preferred initial beat rate for rhythm
modulation detection was 60 bpm. For both experiments, then, initial
beat rates faster than 120 bpm made rhythm modulation detection
comparatively difficult according to beats-to-respond data. For the
faster initial beat rates, this trend is what one would expect: those
initial beat rates faster than the preferred tempo range made rhythm-
modulation detection more difficult. However, for the slower initial
beat rates. the expected trend did not occur, particularly at the very
slow 1nitial beat rate of 45 bpm where rhythm-modulaiion detection was
almost as easy as that at 75 bpm.

For the identification data for Experiments 1 and 2. one finus
a different trend for rhythm modulation, which again does not exactly
match the one predicted. With tk-<se data, for Experiment 1, one finds
the highest numbers of wrong answers at the extreme initial beat rates
of 45 and 300 bpm (as predicted). However, the optimum range (that with
the Towest numbers of wrong answers) lies between 120 and 190 bpm, which
is faster than the preferrced tempo range identified in the model in
Chapter 3. The findings of Experiment 1 in this regard are supported by
those of Experiment 2: for identification data, rhythm modulation at 150
bpm elicited statistically significantly fewer wrong answers than the
same at 60 bpm.

For rhythm modulation alone, then, the beats-to-respond data
suggest a preferred tempo range from 45 to 120 bpm whilst the
identification data indicate one from 120 to 190 bpm. The fact that

beats-to-respong data favoured slow to medium initial beat rates and
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that identification data favoured medium to fast initial beat rates is
somewhat contradictory. One possiDle explanation is that at least some
of the subjects mentally subdivided the 1mitial beat rate of 45 bpm into
twos. This action would effectively activate oscillators at 90 bpm in
the listener's brain as well as those entrained to the 45-bpm stimulus.
If the subject did this, the relative asynchrony of any rhythmic anomaly
at 45 bpm would be doubled at 90 bpm. making detection twice as easy.
Two pieces of evidence suggest that the strategy of mental subdivision
was adopted by some the subjects: (1) in the informal debriefing after
individual sessions for Experiment 1. several subjects intimated that
they had had to subdivide the very slow stimuli, either by tapping or in
their heads; (2) the standard deviation for the 45-bpm condition is
larger than a1l the other initi1al-beat-rate conditions. This high
standard-deviation value is due to some extreme values (both low and
high) in the data set for that condition, suggesting the use of more
than one listening strategy. Naturally, 1f mental subdivision were
found to be a useful strategy with very slow stimuli, a suhject would
try this regardiess of the type of modulation that occurred. However,
the advantage of mental subdivision would only be reflected in the
beats-to-respond data for rhythm modulstion, since, according to the
model at least, tempo modulation detention would be mediated by the SAS
rather than the OSCILLATOR BANK.

Of course, both of the types of evidence for mental subdivision
of very slow beats mentioned above are informal and circumstantial,
With the present experimental set-up, there was no way of knowing

exactly to what extent subjects mentally subdivided the 45-bpm stimyli.
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However, further evidence that this type of subdivision is a common way
of handling very slow stimuli may be found in the previous experimental
Titerature (see again Duke 1989b; Duke, Geringer and Madsen 1991;
Geringer, Duke and Madsen 1992).

An alternative explanation, which also elucidates to come extent
the different trends revealed by the two data types, is that detecting
an anomalous IOI and classifying that anomaly require mental processes
that work over different time frames. To detect a rhythm modulation, a
subject need only compare the time intervals of two adjacent beats.

This process., even at an initial beat rate of 45 bpm, would entail
integrating a total time span of roughly 2.7 seconds. However, to
classify the type of modulation (i.e.., to ascertain that the modulation
was not in fact a tempo modulation), one would need to hear at least one
bar, entailing integration of a time span of at least 5.3 seconds. This
may illuminate why, for rhythm modulation, beats-to-respond data
favoured slow-to-medium initial beat rates. whereas identification data
favoured medium-to-fast initial beat rates where the to-be-integrated
time interval would be shorter.

For both sets of data, performance at an initial beat rate of
300 bpm deteriorated, suggesting that this tempo is too fast for
accurate detection of rhythm modulation whichever way one measures
detection performance. If one accepts the model outlined in Chapter 3,
this consistency between the two types of data suggests that there is a
rapid decline in the OSCILLATOR BANK's capability to entrain to stimuli
between 190 and 300 bpm.
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Tempo modulation. For tempo modulation, beats-to-respond data
revealed a consistent trend of decreasing difficulty from 45 bpm to 190
Dpm in Experiment 1. This trend is matched in Experiment 2 with a
decline in difficulty being observed from 60 to 150 bpm. Although the
result in Experiment 2 was not found to be statistically significant
according to cell-comparison statistics, this lack of statistical
significance may be due to the fact that 60 and 150 bpm are not far
enough apart on the initial-beat-rate scale to register a great enough
mean difference. After all, in Experiment 1, of all the initial-beat-
rate conditions for tempo modulation, only the tempo-45 and the tempo-
190 cell means were statistically significantly different from each
other according to Duncan’'s multipie range test.

Between tempo-190 and tempo-300 in Experiment 1, there was an
up-turn in difficulty for beats-to-respond data. Again, this result
suggests that there is a threshold at some point between 190 and 300 bpm
where tempo modulation detection begins to get more difficult rather
than easier. Although one should be cautious about combining data from
earlier studies (and therefore from different experimental approaches),
evidence from previous literature can throw further light on where
exactly this change in trend might begin. Recall that E1lis (1991)
found an overall decrease in the mean threshold difference for tempo
modulation detection between 192 and 228 bpm. Similarly, Royal (1993;
see Appendix A) found that tempo modulation at 245 bpm was significantly
more "obvious” than moduiation at 105 bpm. Therefore, it may be
conjectured that the up-turn in difficulty of perceiving tempo
modulation occurs between 245 and 300 bpm.  In other words, the up-turn
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occurs when successive beats occur more than about 4 times a second, or
are separated by less than about 245 milliseconds.

The aforementioned up-turn in difficulty at rates faster than
four events per second is contrary to the mcdel outlined in Chapter 3,
which predicted easier detection of tempo modulation the faster the
tempo. However, in general, beats-to-respond data supports the model in
both Experiments 1 and 2.

Further support for Hypothesis 2 so far as tempo modulation
perception is concerned, is gathered from the identification data for
Experiments 1 and 2. Experiment 1 found a consistent decrease in the
number of wrong answers for tempo modulation, the faster the initial
beat rate. Likewise. Experiment 2 found a decrease in the numbers of
wrong answers from 60 to 150 bpm. Note that for this type of data,
Experiment 1 found no up-turn in difficulty between 190 and 300 bpm.
Again, the reason for this difference between beats-to-respond and
identification data may lie in the fact that the more rapidly the
stimulus was completed, the shorter the time span that subjects were
required to integrate in order to classify a modulation type, and the
easier that classification task would be.

TYPE by INITIAL BEAT RATE in previous literature. Again, as was
the case with Hypothesis 1, since no previous literature exists that
employed rhythm modulation in the same way as these studies, there is no
body of experimentation that can be used for purposes of direct
comparison. However, it is perhaps worth recalling that literature on
duration discrimination using the Weber's-law paradigm found an increase
in the Weber fraction for base durations outside the range 200 to 2000
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milliseconds (in terms of metronome markings, 300 to 30 bpm). Note that

an inter-beat interval (IBI) for a stimulus with an initial beat rate of
45 bpm would be within this range. However, an [BI for 3 stimulus with
an initial beat rate of 300 bpm would be at the extreme end of this
range. This may throw further light on the fact that, at 45 bpm,
rhythm-modulation detection was reasonably easy. but much more difficult
at 300 bpm. In other words., the preferred-duration range identified by
Weber's law experiments 1s more in line with the preferred initial beat
rate range observed in Experiments 1 and 2. than the range hypothesized
by the model outlined in Chapter 3. Qf course, Weber's law does not
posit a hypothetical mechanism or process by which duration
discrimination might take place: Weber's law, after all, is only an
idealized mathematical description of observed behaviours. However,
these findings do suggest that the central, preferred tempo range of the
OSCILLATOR BANK should perhaps be extended to include slower beat-rates
such as 45 bpm,

As regards tempo modulation, the greater facility for modulation
detection at faster initial beat rates (except 300 bpm for beats-to-
respond data) is in line with the results of studies by E1lis (1991;
1992) Wapnick (1980) and Royal (1993), and contrary to findings by
Dorhout (1980) and Wang and Salzberg (1984).

Interestingly, there was no interaction between DIRECTION and
INITIAL BEAT RATE for tempo modulation. Recall that Brittin (1992;
1993), E11is (1991) and Yarbrough (1987) found that subjects most

accurately identified tempo decelerations for slow pieces, and tempo

accelerations for fast pieces. As can be seen from reviewing Table X
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and Figure 5.5 from the previous chapter, this particular interaction

was not replicated in the present studies.

Hypothesis 3

® Hypothesis 3. There will be a statistically significant
interaction between TYPE and LOCATION. Rhythm modulation will be more
difficult at beat 1 than at beat 2: tempo modulation will be equally
difficult to detect at beats 1 and 2.

Experiment 2 alone was designed to test Hypothesis 3. On both
beats-to-respond and identification data there was no statistically
significant interaction between TYPE and LOCATION. As predicted. there
was no statistically significant difference between the difficulty of
detecting tempo modulation on beat 1 of the bar as opposed to tempo
modulation beginning on beat 2 of the bar. However, contrary to
predictions, this lack of difference also prevailed for rhythm
modulation.

This result suggests that contrary to the argument put forward
in Chapter 4, subjects may not have divided their attention between
oscillators entrained to the beat-ievel time interval and osciliators
entrained to the bar-level time interval as had been predicted. The
failure to reject the null hypothesis 1n this case does not falsify the
basic architecture of the model proposed in Chapter 3, so much as
challenge the way in which the listener was expected to attend to the
different components of the model.

As an adjunct to the above discussion of Hypothesis 3, it should
also be mentioned that an unpredicted yet statistically significant
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interaction between DIRECTION and LOCATION was found in Experiment 2.

Here, essentially, modulation of either type (rhythm or tempo) was
easier to detect on beat 2 when it was early than on beat 1 when 1t was
early. Early change on beat 1 would mean that the first beat of each
bar would be lengthened (beat 1 would fall earlier than it should no
matter whether the stimulus was undergoing rhythm or tempo modulation).
In contrast, early change on beat 2 would mean that the first beat of
each bar would be shortened (beat 2 would fall earlier that it should
for either rhythm or tempo modulation). It may be the case that
listeners are accustomed to hearing beat 1 lengthened in musical
performances (see Clarke 1985, Todd 1985). If they heard beat 1 being
shortened this would sound unusual and might, therefore, be more
noticeable. One fact that argues against this explanation, however, is
that if the length of beat 1 were an important factor in moculation
detection, one would also expect to see a statistically significant
difference between Jate-beatl and Jate-beat2, with late-beatl being more
obvious owing to the shortening of beat 1. However, for Experiment 2,
no statistically significant difference was found between Jate-beatl and
late-beat2. It should also be noted that an explanation relying on the
expected lengths of beats, however plausible, is not reducible to the
workings of either the OSCILLATOR BANK or the SAS, and therefore neither
supports nor falsifies the model outlined in Chapter 3.

TYPE by LOCATION in previous literature. The effect of the
metrical location of the start of rhythm or tempo modulation has only
been sparsely and indirectly addressed in the literature. As noted

above, a number of performance studies have found that those onsets that
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are most displaced by rubato tend to fall on metrically important points
in the bar (Clarke 1985; Shaffer 1981: Todd 1985, for example).

However, these stuaies do not speak specifically about the perception of
beat shortening or lengthening and SO cannot be compared directly with
the current results. Recall also that Wang (1984) recorded a highly
conditional interaction concerning the effect of metrical location on
tempo modulation detection: at the risk of simplifying Wang's results,
when tempo modulation began on beats 1. 2 or 3 of a 4/4 bar, tempo
deceleration was detected sooner than acceleration, however this trend
was reversed when modulation began on beat 4. Although Wang's (1984)
result is not easy to assimilate with the statistically significant
DIRECTION by LOCATION interaction found in Experiment 2, both findings
suggest that there is much that is not yet well understood about the
influence of metrical location of time-interval modulation detection.

Clearly, more experimentation is required.

Hypothesis 4

® Hypothesis 4. There will be a statistically significant
effect owing to PIECE in the rhythm-modulation conditions. Owing to the
lack of beat subdivision. rhythm modulation in the Authc. piece will be
more difficult to detect than equivalent modulation in the three pieces
with beat subdivision. It is unknown how PIECE will affect tempo
modulation perception.

Experiment 3 alone was designed to test Hypothesis 4. As
predicted, on the main effect PIECE, for the Author piece (which
contained no beat subdivision) modulation detection (both rhythm and
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tempo) was statistically significantly more difficult than modulation

detection in the Bach, Chopin or Hindemith pieces. Experiment 3. n

striving for ecological validity, sacrificed some of the control of
variables that had been present in Experiments 1 and 2. For this
reason, the differences between level of the variable PIECE might be
attributed to other uncontrolled sources of variance rather than the
presence or absence of beat subdivision. One such source of variance
might be the familiarity of melodic or harmonic style. However, this
alternative fails to account for the greatest difference in means
between pieces, namely the difference between the mean beats-to-respond
for the Bach piece and the Author piece, since both of these pieces were
in similar harmonic and melodic styles.

The original reason given in Chapter 4, for predicting that beat
subdivisin would aid modulation detection, was that phase resetting of
the oscillators in the OSCILLATOR BANK would be more obvious (higher
probability of resetting being detected) for oscillators entrained to a
beat subdivision, than for oscillators entrained to the beat period.
However, if one accepts the above explanation of Hypothesis 1 regarding
Experiment 3, one must also a.cept that the perception of rhythm
modulation may have been mediated by ihe SAS as well as the OSCILLATOR
BANK. Recall that for Hypothesis 1, it was suggested that, perhaps, the
greater complexity of the stimuli in Experiment 3 resulted in chunks of
only a beat long being stored in the BUFFERS of the SAS. This would
mean that direct beat-to-beat comparisons could also be carried out in
the SAS as well 3s in the OSCILLATOR BANK. However, this use of two
processes for rhythm modulation detection, would pe less likely to occur
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in the unsubdivided Author piece. The Author piece's relative lack of
complexity (lack of subdivision) would mean that beat-to-beat comparison
w~ould not be carried out in the SAS. The suggestion that modulation in
“he Author piece was detected using contrasting processes for rhythm and
tempo modulation (as seems to have been the case for all stimuli in
Experiments 1 and 2), is born out by the trends of the TYPE by DIRECTION
by PIECE interaction for identification data shown in Figure 5.11. The
TYPE by DIRECTION interaction for the Author piece shows an opposite
trend from that of the other three pieces. The TYPE by DIRECTION
interaction for the Author piece is more line the TYPE by DIRECTION
interactions observed in Experiments 1 and 2.

Again, as was the case for Hypotheses 1 through 3, no previous
studies make use of exactly the same variables as are employed in
Experiment 3. Recall that two previous studies by Duke (1989a) and Kuhn
(1987) had examined the effazct of beat subdivision on detecting tempo
differences between paired examples. Their only conclusion, however,
seems to have been that beat subdivision caused subjects to confuse
tempo (beat rate) with rhythmic activity (speed of beat subdivision) on
a conceptual level. The only other study explicitly to address the
topic of beat subdivision is Wang (1983), who .- oted in Chapter 2,
confounds the presence or absence of beat subdivision with three other
factors (starting tempo, rate of tempo modulation and piece). Sadly,
these confounds make her results uninterpretable, and therefore unfit
for comparison with the current results. Given this confusion in the
literature. and the fact that Experiment 3 used extracts of real
keyboard music, future research concerning beat subdivision might start
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by examinina the perception of simpler, purely rhythmic stimuli (such as
were used in Experiments 1 and 2 here). This more basic research could
serve to fill in the gaps that presently exist in the understanding of
the role of metric phenomena in rhythm and tempo perception.

Learning

In reporting the results in Chapter 5 and in discussing L m so
far in this chapter, little attention has been paid to the fact that
subjects were generally able to improve at the experimental task as each
experiment progressed. In all three experiments. VERSION was a
statistically significant main effect for beats-to-respond data. For
identification data, VERSION was statistically significant as a main
effect in Experiment 2 and approaching significance in Experiment 3. In
all experiments, regardless of the type of data used as a dependent
variable, the replication version was on average easier than the
original version. This result betokens learning takir.y place over
trials. Moreover, in all three experiments, specific statistically
significant interactions between VEKSION and other variables were
observed, indicating that greater amounts of learning took place under
some treatment conditions than under others. Several of these
interactions have been mentioned 1n Chapter 5 but were too specific to
be interpreted in any theoretically meaningful way. However. one
interaction involving the variable VERSION is of particular musical
interest, and has yet to be discusi: 1 1n detail.

In Experiment 1 there was 3 statistically significant
interaction between INITIAL BEAT RATE and VERSION for beats-to-respond
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data (refer back to Figure 5.11). In this case, learning took [lace at
all initial beat rates apart from at 45 bpm, where the repiication was
marginally more difficult than the original. The greatest difference
between original and replication conditions was for 190 bpm, but this
difference is in part due to the high beats-to-respond inean of 190-
original. The lowest absolute cell mean for the whole intsraction was
120-replication. These results suggest that the grea. st amount of
learning took place at moderate to fast tempi (120-190 bpm). It is
interesting that no learning took place at the slowest tempo (45 bpm).
Learning here is specific to the experimental task, and any
generalizations from these results should be made with extreme caution.
Nevertheless, if these results are applicable to more musical
situations, they suggest that learning to discriminate between time
intervals (learning "rhythmic sensibility”) is more efficacious at
medium-fast tempi than et very slow tempi. Generalizing even further,
if it can reasonably be assumed that one's ablility to differentiate
between rhythmic nuances in perceptiun determines one's ability to do
the same in performance, then practising nuanced rhythms such as swing
or rubato will be less effective at siow tempi than at medium-fast

tempi.

Methodological Considerations
The majority of the methodological considerations were addresseq
in Chapter 4 when the design of the three experiments was discussed.
However, 1n the light of the results report:d in Chapter 5, a few other

issues now need to be considered.
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Firstly, all three experiments reported Tow reliability
coefficients for beats-to-respond data and especially identification
data. Several explanations might te offered for this seeming lack of
association between how a given subject performed on the first time of
hearing a particular treatment condition, and how he/she performed on
the second time of hearing that condition. Firstly, any type of
reaction-time data (such as beats-to-respond data) can be expected to
contain a considerable amount of error variance (Welford 1980: Ratcliff
1993). Four noteworthy sources of this error variance for the present
studies can he assumed to be the following: (1) the maximum motoric
speed at which subjects can push the response button, i.e., the
kinematic 1imits of the subject's finger, (2) the subjects' motivation
to press the response button as quickly as possible, (3) subjects' level
of alertness or, conversely, fatigue and (4) subjects' level of
concentration, i.e. the extent to which they attend to the experimental
task. Naturally all of these factors will vary from subject to subject,
and in one subject over time (during the course of one experimental
session, for instance). Beats-to-respond data, resulting as it does
from a speeded task. is vulnerable to all of the above types of error.

A further poscible distortion of the beats-to-respond data could
Tie in the varying degrees of conservatism among subjects. iIn each
experiment subjects were instructed to press the res~onse button as soon
as they detected any anomalous IOI. and not to concern themselves with
classifying the type of modulation at that point (see the instructional
rubrics in Appendix D). However, in actual fact, there was no way of

knowing if a subject did irdeed provide an immediate response, or
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whether he/she “"wasted” time before pressing the response button trying
to decide what type of modulation was occurring. Of the 84 subjects who
participated across the three experiments, four intimated in informal
conversations afterwards that they had sumetimes waited a bar for
confirmation that a modulation had taken place. Of course, the possible
use of this strategy does not invalidate the results; the extent to
which subjects need to wait for confirmation of a modulation is itself a
measure of how difficult that modulation is to detect (and perceptual
difficulty was what the present studies were intenced to measure).
Nevertheless, it should be born in mind that, beyond the four who
admitted to hesitating, many more subjects may have delayed their
response by a bar or two. In short, despite the wording of the
instructions, the three experiments may not be entirely exempt from the
type of speed/accuracy trade-off where conservative subjects will not
react until they are absolutely sure that the to-be-detected event has
taken place. This speed-accuracy trade-off is widely recognized in the
literature as an inevitable feature of forced-choice reaction-time
paradigms (Lachman, Lachman and Butterfield 1979; Luce 1986; Pachella
1974 Welford 1980).

Despite the above acknowledged limitations of reaction-time
data, the reliabilty coefficients for .his dependent variable were still
higher than the reliability coefficients for identification data. In
fact, the greater reliability of beats-to-respond data compared to
identification data is puzzling since identification gata, not being the
result of a speeded task, should not be so vulnerable to the

aforementioned sources of error variance.
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A further, partial explanation for the low r? values for both

data types may simply be that, as mentioned in Chapter 5. the presence
of interactions between the variable VERSION and other variables. Such
interactions would result from subjects exhibiting greater learming (a
greater drop in beats-to-respond or wrong answers) between the original
and replication of one condition than between the original and
replication of another condition. Figure 6.23 illustrates this idea
with a hypothetical set of results from Experiment 1 for subject Joe
Average/Josephine Mean: beats-to-respond scores for original trials are
given along the x-axis and beats-to-respond scores for replications of
the same condition along the y-axis. For the first condition rhythm-
early-45 the replication version has a higher beats-to-respond value
than the original; for the second condition, rhythm-early-75 the
replication and original version are roughly equal; for the third
condition, rhythm-early-190, the replication version has a lower value
than the original version. These results suggest that this subject
exhibited the greatest amount of learning with stimuli at 190 bpm, there
was no learning at 75 bpm, whilst stimuli at 45 bpm elicited "negative”
learning (performance deteriorated across trials). The existence of
this initial-beat-rate-specific learning means that the correlation
coefficient between original and replication is lower than if the amount
of learning had been constant between original and replication versions
for all conditions (as in Figure 6.2b).

The Tast issue concerning reliability may be dealt with briefly.
A1l three experiments revealed low r* values between the two data types.

To recapitulate, the amount of mutual variance accounted for by ihe
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Fgure 6.2a. Graph of original versus replication versions of the same conditions
for a hypothetical subject. Here the reliability coefficient is Jow owing to
differential learning across conditions.
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beats-to-respond and the identification data was as follows: Experiment
1 = 19%, Experiment 2 = 19%, Experiment 3 = 7%. Of these three, the
result for Experiment 3 may be readily attributed to the overall lack of
difference between conditions (lack of wrong answers) for identification
data. As regards Experiments 1 and 2. the above meagre associations can
be explained by highlighting the difference in trends across conditions
for the two data types. The difference in trends has been touched on
earlier in this chapter in the discussion of the four experimental
hypotheses. Essentially, collection of the two data types may well
entail the subject integrating stimulus information over contrasting
time spans, making one task easier for certain treatment condi 1ns than
the other. Generally, it is an inevitability of rhythm-perception
experimentation that, whilst one would ideally wish to measure the
cognition and memory of time intervals between stimulus events
instantaneously, the very means of measurement takes time and thus it is
impossible to measure every stimulus time-interval on an exactly equal

footing.

Conclusion
The Main Hypothesis of this dissertation, as it was originally
formulated in Chapter 1 is as follows:

e Temporal changes that occur suddenly, i.e., within the span of the
psychological present, are detected in perception: temporal changes
that occur gradually, i.e., outside the span of the psychological
present, are detected by comparing a memory trace with perception,

In general this hypothesis has been born out Dy the results of the three
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experiments. Rhythm modulation, as ar example of sudden temporal
change, exhibited no statistically significant difference in perceptual
difficulty when the anomalous onset occurred early or late relative to
the pattern established by previous events. In addition, rhythm
modulation was easies. to detect at siow-medium tempi. In contrast.
tempo modulation. as an example of gradual temporal change, exhibited a
strong difference in perceptual difficulty. with a late anomalous onset
(tempo deceleration) being easier to detect than a early anomalous onset
(tempo acceleration). Also, in contrast to rhythm-modulation
perception, tempo-modulation detection was most difficult at slow tempi
and easiest at fast temni (with the exception of 300 bpm for one data
type). In Experiment 2 no differences were found between anonalous-101
detection on beat 1 of the bar and the same on beat 2 of the bar for
either rhythm or tempo modulation. In Experiment 3 the same trends were
cbserved for both rhythm modulation and tempo modulation across the four
excerpts of keyboard music used. Despite the lack of interaction
between TYPE and LOCATION in Experiment 2, and the lack of interaction
between TYPE and PIECE in Experiment 3, the highly significant
interactions between TYPE and DIRECTION and TYPE and INITIAL BEAT RATE
in Experiments 1 and 2 support the hypothesis that perception of rhythm
modulation and tempo modulation are mediated by different mental
processes. This conclusion, in turn, supports the yet more general
conclusion that sudden temporal changes are detected via different
mental processes from gradual temporal changes.

In Chapter 1, it wus claimed that the problem of how temporal

changes are perceived in various musical contexts had both a theoretical
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and a practical import. The theoretical reasons for tackling this
problem were addressed in the model ourlined in Chapter 3: to try to
account for the multiplicity of experimental results reviewed in Chapter
2. to provide a model that paid heed to the general findings of time
psychology, and to provide 3 model that worked event by event in “real”
time. Positing the dual operation of a set of entrainable neural
oscillators and a short auditory store allowed one, by and large, to
realize these purposes. The practical import of the study lies in the
way some of the results might be applied to everyday music listening.
The results regarding rhythm modulation point to some of t' » ways local
alterations of note lengths such as rubato, inégalités or swing might be
perceived: the results here suggest that such rhythmic features would be
most perceptible at medium tempi, that they are equally easy to perceive
on beat 1 or beat 2 of the bar, and that beat subdivision facilitates
their detection. The results regarding tempo modulation are suggestive
of the manner in which less 1ocal temporal changes (€rom the bar level
and lorger) might be perceived: the results here suggest that gradual
tempo modulation would be most easily perceived as tempo deceleration,
when it begins at a fast tempo, and when the beat is subdivided. A1l of
the aforementioned musical techniques are important features that add

expression to a performance.

As has been hinted in previous paragraphs there remains much to
be understood about the perception of rhythm and tempo modulation.
Future research could fruitfully address itself to a number of different

problems:
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1. The possibl. interaction between time-interval modulation

and melodic interval size. The Titerature on auditory stream
segregation suggests that temporal relationships between notes (notably
the perceived order of notes) are perceptually distorted when the notes
sound rapidly and when the melodic interval between adjacent tones is
wide (see Handel 1989 for a review of this literature). It would be of
interest to know if large melodic intervals also distort listener's
sense of relative time intervals. In other words, is detection of
rhythm and tempo modulation made more difficult by larger melodic
intervals and facilitated by narrow melodic intervals?

2. In all of the experiments in the present study, drum or piano
sounds were used, sounds with quick or almost instantaneous onsets.
Howeve:, some research suggests that with slower attack rates (longer
than 100 ms) the perceptual onset of a tone is more ambiguous (Vos and
Rasch 1981). For this reason, it would also be of interest to know if
stimult with slower note-attack rates make the detection of rhythmic
anomalies more difficult than stimuli with percussive note-attacks.
Such experimentation could use either synthesized tones, or for
acological validity, sampled instrument tones with slow attacks (e.q.
bowed violin, or organ flute sounds).

3. The tantalizingly inconclusive results in Experiment 2
concerning the influence of metrical location on time-interval
mouulation detection beg further experimentation in this area. For

instance, one might take an isochronous yet metrically unambiguous

musical extract, and systematically lengthen and shorten different beats
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of the bar to see which metrical location (if any) facilitates detection
of these inter-onset anomalies.

4, It will be remembered that the model in Chapter 3 proposed
that categorical rhythm perception is driven by the shortest time
interval present in the stimulus at any given time. Therefore, if the
shortest time interval is not integrally related to longer time
intervals, the model predicts that categorical perception would be
disrupted. It would be of value to test this prediction experimentally.

5. The existence of categorical perception might be tested in
areas of time-interval perception other than just meter perception
(Clarke 1987a). For example, it is entirely possible that there exist
(for trained musicians at least) categories of tempo. In other words,
the musical tempo range may not be a continuum, but may be divided up
into discrete categories in the same way that the range of IOl ratios
seems to be. If this were the case, discrimination between different
tempi would be more acute when those different tempi straddle a
categorical boundary, than when they 1ie within one category.

6. Finally, the model outlined in Chapter 3 might be tested,
developed and refined by programming stages of it as a computer model or
as a series of computer models. Owing to their mechanistic nature, the
stages that seem at first blush to be most amenable to computer
modelling are the OSCILLATOR BANK, and METER GATING.

It is hoped that this dissertation will provide a springboard
for further enquiry into these and other fascinating problem areas to do

with the perception of musical rhythm and tempo. However, the report
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provided in this and the foregoing chapters must suffice for now:

answers to further questions lie in the province of the future.



APPENDIX A
PILOT STUDY

Before the three main experiments described in this dissertation
were designed and carried out, a small-scale pilot study was run to
investigate university music students’ perception of tempo modulation.
At the time, the purpose of this pilot was to ascertain to what extent
tempo modulation of a given magnitude would be perceivable and whether
there was 1ikely to be any difference among initial-beat-rate conditions
should a more extensive Study be embarked upon. This Appendix describes

the design, preparation. performance ard results of the pilot study.

Design

In order to explore the types of variables that might be of
interest in 4 more extensive study, thi1s pilot was intended to examine
the relative difficulty of perceiving tempo modulation in unpitched drum
rhythms under certain conditions. Each drum rhythm was 24 beats long
and three independent variables were manipulated:

1. DIRECTION. Tempo modulatron occurred in one of three
possible DIRECTIONS, the tempo got faster. 1t got Slower, or there was
no modulation resulting in a constant condition. When the rhythm got
faster, it arcelerated in a linear manner by a total of 20% from the
initial beat rate over the span of fourteen beats. When the rhythm got

270
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siower, 1t decelerated in a linear manner by a total of 208 from the
initial beat rate over the span of fourteen beats. The constant (or no-
modulation) condition was included as a 70i1 and was discounted from
statistical analysis. In trials that included a tempo modulation. the
starting point of the modulation was randomly determined in order to
discourage guessing or some other type of predictive strategy by the
respondents. Figure A.1 gives examples of both accelerating tempo
modulation and decelerating tempo modulation.

2. INITIAL BEAT RATE. INITIAL BEAT RATE had three levels,
differentiated by the tempos of the isochronous drum-beats at the very
beginning of each trial  This INITIAL BEAT RATE is denoted by the value
t in Figure A. Since, of course, beat rate is inversely proportioral to
time interval, the greater was t the shorter were the 10Is between the
isochronous beats. Drum rhythms started at 45 bpm (initial 101 - 1333
ms), 105 bpm (initial IOl = 571 ms) or 245 bpm (initial I0] = 245 ms).
These .NITIAL BEAT RATES may be characterized as “"very siow,” “moderate”
and “"very fast" respectively. A1l three are shown in Figure A.1l

3. METER. Dynamic accents were omitted from or added to
selected notes within each drum rhythm resulting in three levels of the
variable METER: Unaccented (no dynamic accents added), Triple (dynamic
accents added every three beats), and Random (dynamiC accents separated
by an irregular and randomly determined number of beats).

The above independent variables resulted in a 3 (DIRECTION) by 3
(INITIAL BEAT RATE) by 3 (METER) design resulting in 27 trials for one

experimental session. In addition, three practice items were played at
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Figure A.1. Generic stimuli used in Lhe pilot study. A.1a shous lempo

deceleration at 48 dbpa; A.1b shows tenpo acceleration at 48 bpa; A.lc
shows tempo decaleration at 108 bpu; A.1d shous Lempo acceleration at
108 bpm; A.1a shouws Lenpo decelaration at 245 bpm; A.1f shows Leapo
nccelaration at 248 dbpm. In each case L 19 the INITIAL BEAT RATE. The
beginning and end of tempo change are marked by vertical arrows.

The adbsolute loeation of Lthe region of change was randonly determined
for each trial. The change in tempo over time {8 indicated below each

stave.
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the Leqinning of each session to enable the subject to become
familiari1zed with the experimental task.

Two dependent variables were garnered from each subject. On
completion of each trial, subjects had two tasks:

1. To identify the direction of modulation, that is, "faster.”
"slower” or "constant.” The identifications of the constant condition
were ignored from statistical analysis, and the identifications of the
two modulation conditions were treated as right/wrong answer data. <Chi-
square was used to analyze the this type of data, hereafter called
"1dentification” data.

2. To rate the "obviousness” of the modulation on a scale of 0
to 4, 0 being "noiL at all obvious” and 4 being "very obvious.” The
three practice trials at the beginning of the experiment were designed
to run the gamut of the "obviousness™ scale. These practice t~ials,
therefore, furnished subjects with some means of comparison when they
came to the first proper trial. In the proper trials, if a subject
misidentified the direction of modulation, then the obviousness rating
for that particular trial was converted to a negative number. The
reasoning behind this procedure was that if somebody gave a trial an
obviousness rating of, say., 3 and misidentified the direction, then in
fact they were more wrong in their judgment than somebody who also
misidentified the same trial but who was unsure and only gave it an
obviousness rating of 1. In addition, it would have been misieading t.0

treat two obviousness ratings of 3 as equivalent data points if, in

fact, one of those ratings entailed a correct identification and the
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other an incorrect identification. ANOVA was used to analyze the

obviousness data.

Preparation

A1l stimuli were generated on a computer and recorded to
a hign-fidelity chromium dioxide cassette tape for presentation to
subjects. The rhythmic and dynamic aspects of the stimulyr were
generated using the Performer 3.6 Sequencer software from Mark of the
Unicorn on an Apple MacIntosh Plus Computer. This software allowed
definition of tempo gradations down to .1 of a metronome mark 1f
desired. and 128 gradations of dynamic level. The sequencer drove a
Yamaha DX7 II synthesizer set to an unpitched drum sound. The cassette
machine used for recording was a Yamaha KX-800U Natural Sound Stereo

Cassette Deck.

Subjects

Nine undergraduate and graduate students from the Music Faculty
at the University of Western Ontario volunteered to participate as
subjects in this experiment. Subjects were recruited by word-of-mouth
and written advertisements. Music students were asked since they would
be the population sampied in a more extensive study, and part of the
reason for performing this pilot study was to ascertain how extensive
tempo modulation should be in a stimulus neither to be too easy nor too
difficult to detect.
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Apparatus and Set-Up

Subjects were tested individually 1n a quiet, but not sound-
proofed room. The experimental tape was played to subjects on a Yamaha
KX-800U Natural Sound Stereo Cassette Deck through a pair of JVC HA-D330
Stereo Headphones. The output level of the tape deck was set to produce
a@ comfortable and safe sound-pressure level.

The only other apparatus with which the subject had to interact
was 3 pen and an answer sheet. Subjects were asked to make two marks on
the answer sheet for each trial. Firstly they were asked to circle one
of three letters to identify the direction of modulation "F* for
"Faster.” "S" for "Slower” or "C" for "Constant.” Secondly, subjects
were asked to circle a number from 0 to 4 to give the trial an

obviousness rating.

Procedure

On entering the room, the subject was given a sheet of written
instructions, and asked to read the details pertaining to the
experimental task. While reading, the subject had the opportunity to
ask the experimenter questions to clarify any points of prccedure. Once
the subject indicated comprehension of the instructions, the three
practice items were played. Once the practice items were over, the tape
was stopped, the experimenter verified that the subject understood the
task and that the subject was happy with the sound pressure level. If
all was in order the 27 trials proper were played in a random order.

To end the experimental session, the subject was thanked, paid

$5 (Canadian), and debriefed. One session of the pilot study, including
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time 1or reading instructions and debriefing, was approximately 25

minutes.

Results
The results of the chi-square analysis that was performed on the
identification data are shown 1n Table XXXIV. Tables XXXV through
XAXVII show .ne accompanying cell contingencies. In these tablies, and
those that follow. the independent variables are represented by the
following abbreviations: DIR = DIRECTION. IBR = INITIAL BEAT RATE and

MET = METER.

TABLE XXXIV
PILOT STUDY, IDENTIFICATION DATA, CHI-SQUARE ANALYSIS

Independent Df Ch1-Square P

Variable

DIR 1 14.063 .0002

IBR 2 11.625 .0030

MET 2 2.625 o .2691
TABLE XXXV

PILOT STUDY, IDENTIFICATION DATA,
CONTINGENCY TABLE. MAIN EFFECT

DIRECTION
e —— — ————
Wrong Right
DIRECTION
Slower 1 80

Faster 17 64
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TABLE XXXVI

PILOT STUDY, IDENTIFICATION DATA,
CONTINGENCY TABLE, MAIN EFFECT

INITIAL BEAT RATE

—_— =
INITIAL Wrong Right
BEAT RATE

45 12 42

105 5 49

245 1 53

TABLE XXXVII

PILOT STUDY, IDENTIFICATION DATA,
CONTINGENCY TABLE, MAIN EFFECT

METER
Wrong Right
METER
Unaccent.| 7 47
Triple 8 46
Random 3 51

Both DIRECTION and INITIAL BEAT RATE were statistically
significant. Table XXXV shows that for DIRECTION the subjects detected
tempo deceleration more easily than they did acceleration. Results for
the factor INITIAL BEAT RATE show that subjects found tempo modulation
detection easier the faster was the INITIAL BEAT RATE. As can be seen,

there was no effect owing to METER.
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The results of the Analysis of Variance carried out on the

obviousness data are given in Tabie XXXVI1I. The accompanying cells
mears are given in Tabies IXL through XLII with the number of cases for
each cell given in parentheses. Any cell means joined by a square
bracket were not sigmficantly different from each other at the .0l

alpha level according to Duncan's multiple range (lest.

TABLE XXXVIII
PILOT STUDY, OBVIQUSNESS DATA, ANALYSIS OF VARIANCE

- — —— — — _———+——«+ ~+~+~+" (o ——k ——— ————————————————————3

Source of Sum of Mean

Variance Squares Df Square F p

DIR 26.48 1 26.48 26.38 .001
Error 8.03 8 1.00

IBR 21.06 Z 10.53 14.31 .000
Error 11.77 16 .74

MET .30 2 .15 .33 725
Error 7.28 16 .46

DIR:IBR 14.93 2 7.46 12.34 .001
Error 9.68 16 .61

DIR:MET : .74 2 .37 .88 .435
Error 6.78 16 .42

[BR:MET 3.08 4 .77 2.57 .057
Error 9.59 32 .30

DIR:IBR:MET 1.91 4 .48 1.74 .166
Error 8.81 32 .28

Explained 68.51 17 4.03 8.46 .000

Residual 68.61 144 .48

Total 137.12 161 .85
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TABLE IXL
PILOT STUDY, OBVIOUSNESS DATA,
CELL MEANS OF MAIN EFFECT, DIREC ION

DIRECTION
Slower Faster

1.65 0.84
(81) (81)

TABLE XL

PILOT STUDY, OBVIOUSNESS DATA,
CELL. MEANS OF MAIN EFFECT,
INITIAL BEAT RATE

—— e ———— ]

INITIAL BEAT RATE

45 105 245
0.85 1.16 1.72
(54) (54) (54)
L 1
TABLE XLI

PILOT STUDY, OBVIOUSNESS DATA,
CELL MEANS OF MAIN EFFECT, METER

e e ———

METER
Unaccented Triple Random
1.29 1.26 1.19

(54) (54) (54)
{ )0 J
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TABLE XLII

PILOT STUDY, OBVIOUSNESS DATA,
CELL MEANS QOF 2-WAY INTERACTION,
DIRECTION BY INITIAL BEAT RATE

INITIAL BEAT RATE

DIR- 45 105 245

ECTION

STower 1.69 1.33 1,93
(27) @) (27)

Faster 0.02 0.98 1.52
(27) 27) (27)

As can be seen from tables XXXVIII and XXXVII, the obviousness
data tell essentially the same story as the chi-square analysis.
DIRECTION of tempo modulation was statistically significant with tempo
decelerations being rated as more obvious than accelerations. INITIAL
BEAT RATE was also statistically significant with faster INITIAL BEAT
RATES given higher obviousness ratings. Thirdly, METER was not
significant.

The ANOVA also reveals a statistically significant two-way
interaction between DIRECTION and INITIAL BEAT RATE, as seen in Tables
XXXVIII and XLII. For this interaction, while results show an ever-
increasing obviousness rating the faster the INITIAL BEAT RATE for tempo
accelerations, for tempo decelerations the same trend does not apply.
Instead, for decelerations, the only statistically significant
difference is between 105 and 245 bpm, with 245 bpm being deemed more
obvious, whilst 45 bpm is marginally more obvious than 105 bpm and
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marginally less obvious than 245 bpm. This interaction is hard to
interpret in any meaningful fashion.

Lastly in this results section, in order to measure to what
extent high obviousness ratings were associated with correct
identifications of modulation direction, a correlation coefficient was
calculated between the two dependent variables. For this procedure,
obviousness ratings were not converted to negative numbers, even if the
corresponding identification was incorrect. The correlation coefficient
was positive but not especially high, r = .332. From this r? = .110,
meaning that one dependent variable only accounted for roughly 11% of

the other's variance.

Discussion

Several noteworthy conclusions could be drawn from the above
results. Firstly, the DIRECTION of tempo modulation affected the ease
with which subjects were able to detect tempo modulation, with tempo
deceleration being easier than tempo acceleration. These results
support findings by Kuhn (1974) Madsen (1979) and Wang (1984). Since
tempo deceleration involved a gradual lengthening of successive I0Is, it
would be of interest in a more extensive study to see if I0I lengthening
is detected more easily than IOl shortening in other rhythmic contexts
besides tempo modulation.

Secondly, the INITIAL BEAT RATE of a stimulus before tempe
modulation commenced was statistically significant, with faster stimuli
facilitating tempo modulation detection. In 3 more extensive study it
would be of interest to see if this trend would be replicated in a more
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detailed sampling of the mhsica1 tempo range. However, the
aforomentioned trend was tempered by the interaction between DIRECTION
and INITIAL BEAT RPATE. For whilst the trend held for tempo
acceleration, it did not hold for tempo deceleration. For deceleration,
the observation that modulation at 45 bpm was deemed marginally more
obvious than modulation at 105 bpm (although the ditference was not
statistically significant) supported E11is' (1991) findings that
decelerations were easier to detect at slow tempi and accelerations were
easier at fast tempi. However, the current results did not fully
support E11is’ results since tempo deceleration at 245 bpm was deemed
statistically significantly more obvious than deceleration at 105 bpm.
Clearly more experimental data are required.

METER did not seem to affect tempo modulation detection. This
finding was in line with Kuhn's (1987) study that found no significant
difference in tempo modulation detection between melodies in triple and
quadrupie meter. For this reason, manipulation of meter as an
independent variable (at least meter induced by dynamic accents) did not
seem to provide a fruitful avenue for further empirical research.

Generally, judging from the low riumber of wrong answers--over
all, only 18/162 (or 11%) of all modulations were incorrectly
identified--subjects found the experimental task too easy. Therefore,
to avoid the possibility of a ceiling effect, it was decided that in
future the modulations should be more subtie, that is, with a Tower
overall percentage modulation over a greater number of beats.

In addition, in any future study., it seemed desirable to collect
some type of data that measured subjects’ perception of modulation as
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the modulation was occurring. Both the dependent variables 1n the
current pilot study were limited to measuring the subject's short-term
memory of events just after the stimulus had finished. A1l of the above

points were later born in mind when 1t came to the design of the three

experiments that make up the main part of this dissertation.




APPENDIX B
GEOMETRICAL PROOF OF EQUATION 3.2

In Chapter 3 the following equation was given to describe the
relationship between the relative asynchrony of an [EIT pulse and the
instantaneous energy level of an oscillator at the time-point of
resetting:

(3.2) AS., = .o(1 - EL./EL,,)

where AS,,, is the relative asynchrony of an IEIT pulse compared to the
already-established pericd of an entrained osciliator, EL, is the
oscillator’'s instantaneous energy level immediately before the IEIT
pulse occurs, and EL,, is the oscillators maximum energy level (the
energy level reached at the completidn of one period of oscillation).

To prove equation 3.2, consider Figure B.1. The two right-
angled tridngles represent one complete cycle for a neural oscillator.
Note that the two triangles are exact mirror images of each other since
the ramp waveform of an oscillator is assumed to be perfectly
symmetrical. The height of the Tine AZ represents the maximum energy
Tevel (EL,,) achieved at the completion of one cycle. The height of the
line BY represents the instantaneous energy level of the waveform at the
time-point of an asynchronous IEIT pulse (EL)). The line segment AB
represents the absolute asynchrony of the IEIT pulse compared to the
cycle of the oscillator, therefore the ratio AB/2AC represents the

284



285

0 0

Figure B.1. Right—angled triangles representing one cycle of oscillation in a
presumed neural oscillator. Note that the absolute lengthof the lines is not
important for the purposes of proving e uation 3.2,
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relative asynchrony of the IEIT pulse expressed as a fraction of the

already-established period of the oscillator (i.e.. AB/2AC = AS,).

From Figure 6.1 the following equations may be readily verified:

therefore,
therefore,

therefore,

Also,

therefore,

therefore,

BY = AX
AX + XZ = AZ,
BY + XZ = AZ
BY/AZ + XZ/AZ =1
XZ/AZ =1 - BY/AL (B.1).

tan @ = AZ/AC = BY/BC = XZ/XY
XY = AB
AZ/AC = XZ/AB
AB/AC = XZ/AL (B.2).

Combining equations B.1 and B.Z2,

therefore,

AB/AC = 1 - BY/AZ
AB/2AC = .5 (1 - BY/AD) (B.3).

Substituting the terms from the model outlined in Chapter 3, one gets,

AS.. = .5 (1 - EL/EL,)

which is equation 3.2.



APPENDIX C
RANDOM ORDERS OF TRIALS IN
EXPERIMENTS 1, 2 AND 3

The following pages show the randomized orders of conditions as
used in Experiments 1, 2 and 3. In each case, note that Order 8 is
Order A in reverse. Only two stipulations were placed on the generation
of these randomized orderings:

(1) Constant (no-change) conditions must be separated by at least one
intervening trial from another constant condition.

(2) In Experiment 1, no two trials of the same INITIAL BEAT RATE were
placed adjacent to each other: similarly. in Experiment 3, no two
conditions of the same PIECE were placed adjacent to each other.

The "Start” column represents the randomly generated placements
of the FAQ (First Anomalous Onset), n either bar 2 or bar 3. The
placement of the FAO was randomly varied to discourage guessing by the
subjects.

As far as the variable VERSION 1s concerned, original is simply
the first occurrence of a particular condition in a particular order,
and replication is the second occurrence of the same condition in that

order.
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Experiment 1 - Randomized Orders

Trial # Condition Start Trial #
(Order A) (Bar number) (Order B)
1. rhythm-early-190 2 45,
2. rhythm-iate-75 - 3 44 .
3. tempo-late-120 2 43.
4. constant-45 - 42.
5. rhythm-early-75 3 41.
6. tempo-Tlate-300 3 40.
7. tempo-early-45 2 39.
8. tempo-late-120 3 38.
9. tempo-late-300 2 37.
10. rhythm-1ate-45 3 36.
11. rhythm-1ate-300 2 35.
12. rhythm-late-190 3 34,
13. tempo-early-75 3 33.
14. rhythm-1ate-120 3 32.
15. rhythm-1ate-45 2 31.
16. tempo-early-120 2 30.
17. constant-300 - 29.
18. tempo-late-45 3 28.
19. rhythm-early-300 2 27.
20. tempo-early-75 2 26.
21. tempo-late-190 2 25.
22. rhythm-early-75 2 24,



Trial #
(Order A)
23.
24.
25.
26.
27.
28.
29.
30.
31.
32.
33.
34.
35.
36.
37.
38.
39.
40.
41.
42.
43.
44,
45,

Condition

rhythm-Tate-120
rhythm-early-300
rhythm-early-120
constant-/5
tempo-early-300
constant-120
tempo-late-75
tempo-early-190
tempo-early-45
tempo-late-190
tempo-late-75
rhythm-1ate-300
tempo-early-120
rhythm-1ate-190
rhythm-early-45
tempo-early-190
tempo-early-300
tempo-late-45
rhythm-early-120
constant-190
rhythm-early-45
rhythm-early-190
rhythm-late-75

Start

(Bar number)
2

3

2

w

W NN NN NN W Ww N W Ww w W !

N W W
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Trial #
(Order B)
23.

22.

21.

20.

19.

18.

17.

16.

15.

14.

13.

12.

11.

—
[ o]
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Experiment 2 - Randomized Orders

Trial # Condition Start Trial #
(Order A) (Bar number) (Order B)
1. rhythm-late-60-beatl 3 36.
2. tempo-early-150-beatl 2 35.
3. rhythm-late-150-beat2 2 34.
4, rhythm-early-60-beatl 3 33.
5. tempo-early-150-beat2 3 32.
6. constant -60 - 31.
7. tempo-late-150-beat2 2 30.
8. tempo-late-60-beatl 3 29.
9. rhythm-early-150-beatl 2 28.
10. tempo-early-60-beatl 3 27.
11. tempo-late-150-beatl 3 26.
12. constant -150 - 25.
13. rhythm-1ate-60-beat2 2 24.
14. tempo-early-60-beat2 2 23.
15. rhythm-late-150-beat2 3 22.
16. tempo-late-60-beat? 3 21.
17. rhythm-early-150-beat2 3 20.
18. rhythm-late-150-beatl 2 19.
19. rhythm-early-60-beat2 2 18.
20. tempo-early-150-best2 2 17.
21. constant -60 - 16.
22, rhythm-1ate-60-beat2 3 15.



Trial #
(Order A)
23.

24,

25.

26.

27.

28.

29.

30.

31.

32.

33.

34,

35.

36.

Condition

rhythm-eariy-150-beat1
tempo-Tate-60-beat2
rhythm-late-150-beatl
tempo-early-60-beat2
tempo-late-150-beatl
rhythm-early-60-beat?
rhythm-1ate-60-beatl
constant-150
tempo-late-150-beat?
tempo-early-60-beatl
rhythm-early-150-beat?2
tempo-iate-60-beatl

tempo-early-150-beatl
rhythm-eariy-60-beatl

Start

(Bar number)

3
2
3
3
2
3
2

PRw NN W

Trial #
(Order B)
14,

13.

12.

11.

—
o

=N W ey N o W
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Experiment 3 - Randomized Orders

Trial # Congition Start Triz. #
(Order A) (Bar numter) (Order B)
rhythm-1ate-Bach 3 36.
2. tempo-early-Hindemth 2 35.
3. tempo-late-Chopin 2 34.
4. constant-Hindemith - 33.
5. tempo-late-Author 3 32.
6. rhythm-early-Hindemith 3 31.
7. tempo-early-Chopin 3 30.
8. tempo-early-Author 2 29.
9. rhythm-1ate-Chopin 3 28.
10. rhythm-early-Bach 2 27.
11. rhythm-Tate-Author 2 26.
12. tempo-early-Bach 2 25.
13. rhythm-eariy-Author 3 24,
14. tempo-1late-Bach 3 23.
15. tempo-late-Hindemith 2 22.
16. constant -Bach - 21,
17. rhythm-late-Hindemith 3 20.
18. rhythm-early-Chopin 3 19.
19. rhythm-early-Author 2 18.
20. tempo-late-Chopin 3 17.
21. rhythm-1ate-Bach 2 16.
22. tempo-early-Chopin 2 15.
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Trial # Condition Start Trial #
(Order A) (Bar number) (Order B)
23. rhythm-early-Hindemith 2 14.

24. rhythm-early-Bach 3 13.

25. rhytim-late-Hindemith 2 12.

26. consta~r - Author - 11.

27. tempo- 1ate-Hindemith 3 10.

28. tempo-late-Bach 2 9.

29. rhythm-1ate-Author 3 8.

30. rhythm-early-Chopin 2 7.

31. tempo-early-Hindemith 3 6.

32. tempo-early-Bach 3 5.

33. tempo-1ate-Author 2 4.

34. constant -Chopin - 3.

35. tempo-early-Author 3 2.

36. rhythm-1ate-Chopin 2 1.



APPENDIX D
INSTRUCTION AND RESPONSE SHEETS USED IN
EXPERIMENTS 1, 2 AND 3

The ensuing pages reproduce the instruction and response sheets

as they were printed for use in Experiments 1, 2 and 3. In each case,

the only additions to the lay-out the subject saw are the page number

and a lower-case Roman numeral for the purpose of identification with

the following key:

i. Instruction rubric read by subject before taking part in
Experiment 1.

ii. Instruction rubric read by subject before taking part in
Experiment 2. '

ii1. Instruction rubric read by subject before taking part in
Experiment 3.

iv. Response sheet used by subjact in Experiment 1 to identify the
type of change that had taken place in each trial.

v. Response sheet used by subject in Experiment 2 to identify the
type of change that had taken place in each trial.

vi. Response sheet used by subject in Experiment 3 to identify the
type of change that had taken place in each trial.

294



295
vii. Response sheet used by experimenter in Experiment 1 to note

the reaction times in milliseconds for each trial.

viii. Response sheet used by experimenter in Experiment 2 to note

the reaction times in milliseconds for each trial.
ix. Response sheet used by experimenter in Experiment 3 to note the

reaction times in milliseconds for each trial.
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i,
Dear Music Student.

thanks for participating in this study. This experiment is designed
to see what types of changes in a steady drum rhythm are perceived more
easily by music students.

The study is divided into three sections:

(1) You will hear five randomly spaced drum strikes. Your task is
simply to press the response button as soon as you hear each strike.

(2) This is the main part of the study. You will hear two practice
items and 45 trials consisting of drum rhythms. During each trial one
of three things will happen:

(a) The tempo or speed of the rhythm will change (speed up or slow
down). This is called a tempo change.

(b) The rhythm will stay the same tempo but it will get more and
more uneven. This is called rhythm change.

(¢c) The rhythm will remain constant (neither tempo change nor rhythm
change will occur).

In each trial you have two tasks:

Firstly, if a tempo or rhythm change occ'irs, push the response
button as soon as you hear a change. At this stage do not worry
about identifying the change type., simply push the button as
soon as you hear that a note duration has been altered in some
way.t Ygu will not need to push the button if the rhythm is
constant.

Secondly, at the end of each trial, circle one of the three
letters on the answer sheet to indicate what you think happened
in the rhythm (Tempo change, Rhythm change, Constant).

Each trial will consist of random music (to clear your ears out), a
voice announcing the trial number., the drum beats themselves, and 5
sgconds silence for you to circle one of the letters on the answer

sheet.

(3) Finally, you will hear five more drum strikes. Again, your task is
to push the response button as soon as you hear each strike.
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i,
Dear Music Student,

thanks for participating in this study. This experiment is designed
to see what types of changes in a steady drum rhythm are perceived more
easily by music students.

The study is divided into three sections:

(1) You will hear five randomly spaced drum strikes. Your task is
simply to press the response button as soon as you hear each strike.

(2) This is the main part of the study. You will hear two practice
items and 36 trials consisting of drum rhythms. During each trial one
of three things will happen:

(a) The tempo or speed of the rhytnm w111 change (speed up or slow
down). This is called a

(b) The rhythm will stay the same tempo but it will get more and
more uneven, This is called rhythm change.

(c) The rhythm will remain constant (neither tempo change nor rhythm
change will occur).

In each trial you have two tasks:

Firstly, if a tempo or rhythm change occurs, push the response
button as soon as you hear a change. At this stage do not worry
about identifying the change type, simply push the button as
soon as you hear that a note duration has been altered in some
way. . Ygu will not need to push the button if the rhythm is
constan

Secondly, at the end of each trial, circle one of the three
letters on the answer sheet to indicate what you think happened
in the rhythm (Jempo change. Rhythm change, Lonstant).

Each trial will consist of random music (to clear your ears out), a
voice announcing the trial number. the drum beats themselves, and 5
sgcogds silence for you to circle one of the letters on the answer

sheet.

(3) Finally, you will hear five more drum strikes. Again, your task is
to push the response button as soon as you hear each strike.
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i1,
Dear Music Student.

thanks for participating in this study. This experiment is designed
to see what types of tempo and rhythm changes in selected piano pieces
are perceived more easily by musiCc students.

The study is divided into three sections:

(1) You will hear five randomly spaced piano tones. Your task is simply
to press the response button as soon as you hear each tone.

(2) This is the main part of the study. You will hear two practice
jtems and 36 trials consisting of short excerpts of piano music. During
each trial one of three things will happen:

(a) The tempo or speed of the music will change (speed up or slow
down). This is called a tempo change.

(b) The rhythm will stay the same tempo but it will get more and
more uneven. This is called chythm change.

(¢c) The rhythm will remain ¢opnstant (neither tempo change nor rhythm
change will occur).

In each trial you have two tasks:

Firstly, if a tempo or rhythm change occurs, push the response
button as soon as you hear a change. At this stage do not worry
about identifying the change type, simply gush the button as
soon as you hear that a note duration has been altered in some
uﬂy.t Ygu will not need to push the button if the rhythm is
constant.

Secondly, at the end of each trial, circle one of the three
letters on the answer sheet to indicate what you think happened
in the rhythm (Tempo change, Rhythm change, (onstant).

Each trial will consist of random music (to clear your ears out), a
voice announcing the trial number, the excerpt of piano music
itself, and 5 seconds silence for you to circle one of the letters
on the answer sheet.

(3) Finally, you will hear five more piano tones. Again, your task is
to push the response button as soon as you hear eacn tone.
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Response Sheet

-- Voice --

iv.

-- Silence

Random Music

Change Type

Tempo
T
T

Trial format:

Constant

Rhythm

Practice

Practice

10.
I1.
12.
13.
14.
15.
16.
17.
18.
19.
20.
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Iriat #  Change Type

Rhythm Constant

Jempo

21.

22.
23.
24.
25.
26.
27.

28.
29.
30.

31.

32.
33.

34.
35.
36.
37.

38.
39.
40.

41.

42.

43,

45.
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Silence

-- Voice --

Random Music

Change Type
Tempo

Trial format:

Constant

Rhythm

T
T

Practice

Practice

10.
11.
12.
13.
14.
15.
16.
17.
18.
19.
20.

€z
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Constant

Rhythm

Change Type

Jempo

Irial #

21.

22.

23.
24.

25.

26.

28.

29.
30.

31.

32.

33.

34.

35.

36.
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vi. Response Sheet
Trial format: Random Music -- Voice -- Piang Music -- Silence

Irial #  Change Type
Jempo Rhythm Constant

Practice
Practice

Practice

OO OO OO OO OO

(4]
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constant

Rhythm

Change Type
Tempo

Irial 4

21.

22.
23.
24.
25.
26.
27.

28.
29.
30.

31.

32.
33.
34.
35.

36.
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vii. Reaction Times (in ms)
Identification:

Pre-test drum strikes: (1) (2)
3 4 (5

Main Trial

1. 21. - 41.
2. 22. - 42,
3. 23. 43.
4, 24. —_ 44,
5. 25. 45,
6. 26.

7. 27.

8. 28.

9. 29.

10. 30.

11. 3l.

12. 32.

13. 33.

14, 34.

15. 35.

16. 36.

17. 37.

18. 38.

19. — 39.

20. —_— 40.

Post-test drum strikes: (6) (7) (8)

(e (100
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viii. Reaction Times (in ms)
Tdertification:

Pre-test drum strikes: (1) (2)
3 4 _____ 5

Main Trial

1. 21.

2. 22.

3. 23.

4, 24.

5. 25.

6. 26.

7. 27.

8. 28.

9. 29.

10. 30.

11. 31.

12. 32.

13. 33.

14 34,

15. 35.

16. 36.

17.

18.

19.

20. —_—

Post-test drum strikes: (6)________ (1) (8)

9 (10)
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ix. Reaction Times (in ms)
Identification:

Pre-test piano tones: (L (2)
3 ) (5

Main Trial

1. 21.

2. 22.

3. 23.

4, 24.

5. 25.

6. 26.

7. 27.

8. 28.

9. 29.

10. 30.

11. 3l.

12. 32.

13. 33.

14. 3.

15. 35.

16. 36.

17.

18.

19.

20.

Post-test piano tones: (6) (7 (8)

(") S ¢ U ) S



APPENDIX E
DATA CONVERSION

The purpose of this Appendix is to explain and exemplify how raw
reaction-time data in milliseconds were converted into beats-to-respond
data.

Once three or four subjects had each sat through an experimental
session, the raw reaction-time data in milliseconds were encoded on
computer, forming a single variable column in an SPSS/pc data file
(Noru3is 1991). To convert these data pcints into beats-to-respond
data, the data file was then processed by an SPSS command file of over
300 lines in length. To exemplify how the command file processed the
reaction-time data, consider the durations inherent in the stimulus
shown in Figure E.1, which shows part of the rhythm-late-75 condition
from Experiment 1. In the ensuing description, "DATAREAC" is the name
given to the raw reaction-time datum in milliseconds (the input to the
command file), and "MODREAC" is the name given to the corresponding
beats-to-respond datum (the output of the command file). The names
DATAREAC and MODREAC were those used in the command file.

In a1l experimental stimuli, the timer began counting at the
first anomalous onset (FAQ). For the stimulus shown in Figure E.1, if a
reaction-time of under 776 milliseconds (the duration of the first beat
after the FAD) was recorded, then this value represented a beats-to-
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respond datum of only a fraction of one beat. Therefore the first
expression in the conversion command file was:

IF (DATAREAC <= 776) MODREAC = DATAREAC/776.
In other words. if the reaction-time datum was less than or equal to 776
miiliseconds, the beats-to-respond datum equalled the reaction-time
datum divided by 776. For example a reaction time of 388 ms would be
388/776 or .5 beats.

If a reaction time of over 776 milliseconds was recorded, say
1226 ms, then its conversion to a beats-to-respond datum was more 1ong-
winded. A value of 1226 ms could be divided into two components: 776
milliseconds of it equalled 1 beat. whilst the remainder would be some
fraction of the next beat, which in Figure E.1 is 800 ms long.
Therefore 1226 ms in beats is

1 + (1226-776)/800 = 1.56 beats after the FAQO.

Furthermore, because the beat durations at 1-2 and 2-3 ar: the same.
that is, 800 ms, the same procedure could be applied to a reaction-time
datum that lay between 1576 (776 + 800) and 2376 (776 + 800 + 800)
milliseconds. For example, a reaction time of 2001 ms equalled
1 + (2001-776)/800 = 2.53 beats.

Therefore the second expression in the conversion command file
was:
IF (DATAREAC > 776 AND <= 2376) MODREAC = 1 + (DATAREAC-776)/800.
In other words, if the reaction-time datum was between 776 and 2376 ms,
its beats-to-respond value could be computed by subtracting 776 from the
reaction-time datum, expressing the remainder as a fraction of the new
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beat duration (800 ms), and adding 1 (the number of beats already
elapsed since the FAQ) to the result.

One further example will suffice for the purposes of
illustration. For any reaction-time datum greater than 2376 ms but less
than 3224 ms (2376 + 848 [the duration at 3-4}). say 3005 ms, "3 and a
bit" beats would have elapsed since the FAD. To compute the beats-to-
respond datum exactly one would compute the following:

3 + (3005-2376)/848 = 3.74 beats.

Therefore, the third expression in the conversion command file

was:

[F (DATAREAC > 2376 AND <= 3224) MODREAC = 3 + (DATATREAC-2376)/848.

In other words, if the reaction-time datum was between 2376 and 3324 ms,
its beats-to-respond value could be computed by subtracting 2376 from
the reaction-time datum, expressing the remainder as a fraction of the
new beat duration (848 ms), and adding 3 (the number of beats already
elapsed since the FAQ) to the result.

As 2 general rule, then, the command file subtracted the number
of milliseconds that had elapsed at the time-point of the last complete
beat, expressed the remainder as a fraction of the current beat
duration, and then added the integer value of the number of beats that
had elapsed. It therefore becomes evident that a new expression was
needed in the command file every time the beat duration changed.
Moreover, every TYPE:DIRECTION: INITIAL-BEAT-RATE condition required a

unique set of expressions for data conversion. Therefore, it can

readily be seen how the overall command file for data conversion for
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each experiment was very long (particularly for Experiment 1 which had
five INITTAL-BEAT-RATE conditions).

In the interests of brevity only the complete set of expressions

for the condition rhythm-late-75 from Experiment 1 is given as an

example below. Note that the final expression converts any reaction-

time datum greater than 18376 milliseconds (23 beats after the FAQ) to a

fixed value of 23 beats.

IF
IF
IF
IF
IF
IF
IF
IF
IF
IF
IF
IF
IF
If
If
IF
IF
IF

(DATAREAC <= 776) MODREAC = DATAREAC/776.

(DATAREAC > 776 AND <= 2376) MODREAC = 1 + (DATAREAC-776)/800.
(DATAREAC > 2376 AND <= 3224) MODREAC = 3 + (DATATREAC-2376)/848.
(DATAREAC > 3224 AND <= 3976) MODREAC = 4 + (DATAREAC-3224)/752.
(DATAREAC > 3976 AND <= 5576) MODREAC = 5 + (DATAREAC-3976)/800.
(DATAREAC > 5576 AND <= 6448) MODREAC = 7 + (DATAREAC-5576)/872.
(DATAREAC > 6448 AND <= 7176) MODREAC = 8 + (DATAREAC-6448)/728.
(DATAREAC > 7176 AND <= B8776) MODREAC = 9 + (DATAREAC-7176)/800.
(DATAREAC > 8776 AND <= 9672) MODREAC = 11 + (DATAREAC-8776)/896.
(DATAREAC > 9672 AND <= 10376) MODREAC = 12 + (DATAREAC-9672)/704.
(DATAREAC > 10376 AND <= 11976) MODREAC = 13 + (DATAREAC-10376)/800.
(DATAREAC > 11976 AND <= 12896) MODREAC = 15 + (DATAREAC-11976)/920.
(DATAREAC > 12896 AND <= 13576) MODREAC = 16 + (DATAREAC-12896)/680.
(DATAREAC > 13576 AND <= 15176) MODREAC = 17 + (DATAREAC-13576)/800.
(DATAREAC > 15176 AND <= 16120) MODREAC = 19 + (DATAREAC-15176)/944.
(DATAREAC > 16120 AND <= 16776) MODREAC = 20 + (DATARE/ .-16120)/680.
(DATAREAC > 16776 AND <= 18376) MODREAC = 21 + (DATAREAC-16776)/800.
(DATAREAC > 18376) MODREAC = 23.




APPENDIX F
CHECK FOR TAPE SPEED CONSISTENCY

Given that timing and duration were of central importance to the
experiments performed in this study (both as independent and dependent
variables), one might seek assurance that the tape machine on which the
stimuli were presented did not vary in speed to any appreciable degree.
Although the tape machine used was of high quality (a Yamaha KX - 800U
discrete head stereo cassette deck) as were the tapes (Sony CrQ2
Cassette tapes), it seemed desirable to carry out further checks on the

consistency of playing speed of the trials for all three experiments.

Procedure

To check tape speed, the Hewlett-Packard timer was connected to
the tape machine in the manner outlined ir. Figure F.1. This setup
differed from that used in the experimental sessions in that the left
channel (containing the stimulus music) was connected to start the
timer, and the right channel (containing the trigger signal) was
connected to stop the timer. With the set-up in Figure F.1, if a
typical trial was played on the tape machine, the following happened: if
the clock was reset in the silence just before the stimulus began, the
timer was started by the onset of the stimulus and stopped by the
trigger signal (as illustrated in Figure F.2). This measurement could
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CASSETTE TAPE RECORDER 3 DIGITAL TIMER
Left
d —
Q0O o
t
Righ po
Stop

Figure F.1. Set—up of apparatus to measure tape speed. The left channel (stimulus
onset) starts the timer: the right channel (trigger signal) stops the timer. In thia
way multiple samples of tape playing time can be taken from each tape.

Left

Right

Timer

Figure 7.2. Timer activity is response to the set-up shown in Figure F.1. The
timer is started by the signal on the left channe] and is stopped by the trigger
on the right channel. The final readout on the timer gives the time the tape
took to play a segment of known duration. The observed duration can them be
compared with the theoretical duration to determine how fast or slow the tape
is running
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be taken in turn for each trial on the tape resulting in a number of
samples of nlaying time from stimulus onset to time of trigger signal
taken from different positions on the tape. These measured times could
be compared with "theoretical™ onset-to-trigger times calculated from
the durations generated by the sequencer program. To compare calculated
and observed times, a ratio of observed/calculated could then be
computed for each trial. An observed/calculated onset-to-trigger
duration ratio of less than 1 would mean that the tape was running fast.
Conversely an observed/calculated time ratio of more than 1 would mean
that the tape was running slow.

The measurement procedure described above was carried out twice
for both orders of stimuli for all three experiments. The first
measurement for a given experiment (both orders) was performed the first
day the experiment was run, immediately after the tape machine had been
turned on. The second measurement for a given experiment (again both
orders) was performed the last day the experiment was run, after all the
experimental sessions had been completed for that day. In short, for
the running of each experiment (which typically took 2 to 3 weeks) the
very first and the very last task performed was the measurement of tape
speed. In this manner four questions relating to potential tape-speed
deviation could be answered: (1) by how much did the tape speed deviate
from the "correct” calculated speed? (2) did the tape speed vary as a
function of the machine "warming up” over one experimental session? (3)
did the tape machine vary in speed across experimental orders? (4) did
the tape speed vary as function of wear and tear over several weeks use?
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Extent of Tape-Speed Variation

The variation in tape speed was monitored by computing the
observed/calculated ratio for onset-to-trigger durations for each
experiment separately.

In Experiment 1 the onset-to-trigger duration was measured twice
for each of the 40 trials that contained a trigger signal. for orders A
and B, giving 2 X 40 X 2 or 160 measurements in total. These
measurements were each divided by the corresponding calculated onset-to-
trigger value, giving 160 ratios. Descriptive statistics for the
computed ratios for Experiment 1 are as follows:
Mean = 1.0014
Minimum = .994 Maximum = 1.008
Median = 1.0010 25%ile = .9997 75%i1e = 1.0031
On average then, for Experiment 1 the tape machine was running 0.14%
slower than the correct speed. Across trials and orders it varied by no
more than +/-0.8% around the correct value (from minimum to maximum),
and 50% of the onset-to-trigger durations (the interquartile range) were
within +/-0.31% of the correct value. Taking the observed median as the
central value, across trials and orders the speed varied by less than
+/-0.7% (from minimum to maximum), and 50% of the onset-to-trigger
durations (from the interquartile range) were within +/-0.2% of the
median.

In Experiment 2 the onset-to trigger duration was measured twice
for each of 32 trials that contained a trigger signal, for orders A and
B, giving 2 X 32 X 2 or 128 measurements in total. These measurements

were each divided by the corresponding calculated onset-to-trigger



value, giving 128 ratios. Descriptive statistics for the computed
ratios for Experiment 2 are as follows:
Mean = 1.0019
Minimum = 999 Maximum = 1.008
Median = 1.0017 25%ile = 1.0011 75%ile = 1.0027
On average, for Experiment 2 the tape machine was running 0.19% slower
than the correct speed. Across trials and orders it varied by no more
than (0.8% around the correct value (from minimum and maximum), and 50%
of the onset-to-trigger durations (from the interquartile range) were
within +0.3% of the correct value. Taking the observed median as the
central value, across trials and orders the speed varied by less than
+/-0.7% (from minimum to maximum), and 50% of the onset-to-trigger
durations (from the interquartile range) were within +/-0.1% of the
median.

In Experimens 3 the onset-to trigger duration was measured twice
for each of 32 trials that contained a trigger signal, for orders A and
B. giving 2 X 32 X 2 or 128 measurements in total. These measurements

were each divided by the corresponding calculated onset-to-trigger
value, giving 128 ratios. Descriptive statistics for the computed

ratios for Experiment 3 are given as follows:

Mean = ,995
Minimum = 991 Maximum = 1.001
Median = ,9949 25%ile = .9938 75%i1e = .9960

On average, in Experiment 3 the tape machine was running 0.5% faster
than the correct speed. Across trials and orders it varied by no more

than 0.9% around the correct value (from minimum and maximum). and 50%
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of the onset-to-trigger durations (from the interquartiie range) were
within +/-0.7% of the correct value. Taking the observed median as the
central value, across trials and orders the speed varied by less than
+/-0.7% (from minimum to maximum), and 50% of the onset-to-trigger
durations (from the interquartile range) were within +/-0.2% of the
median.

The above statistics betoken an extremely consistent playing
speed across all three experiments. In all cases deviations not only
from the correct onset-to-trigger durations but also from the observed
median are consistently less than +/-1%. In the vast majority of
measurements the deviations are less than +/-0.5% around the correct

value and the median.

Randomness of Tape-Speed Variation

Next. one might want to ascertain whether these small deviations
around the median are randomly distributed across trials, orders and
measurement sessions. If deviations are systematically ordered then one
would expect long runs of consecutive observed/calculated ratios to be
consistently above or below the median ratio. Figure F.3 illustrates
three potentially damaging types of systematic tape-speed deviation. In
Figure F.3a the tape speed changes consistently in one direction
(decelerates in this case) over trials. As can be seen, the first 50%
of the trials are below the median ratio, whereas the second 50% are
above the median ratio. In Figure F.3b the tape speed is slower for
order B than for order A. If ratios for orders A and B are chained

together one would see a long run of ratios for order A below the median
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ratio. and a long run of ratios for order B above the median ratio. In
Figure F.3c the tape speed is slower for the measurement session
performed on the last day of the experiment than it is on the first day.
Again in this scenario one would see a tong run of ratios below the
median for the first day and a run of ratios above the median for the
last day.

For each experiment observed/calculated duration ratios were
arranged in the following order:

first day - order A - trials 1 to N

first day - order B - trials 1 to N

tast day - order A - trials 1 to N

last day - order B - trials 1 to N.
To gauge the randomness of tape speed deviations around the median
observed/calculated ratio the runs test was used (Freund and Simon 1992,
505-511). The runs test checks if there are either too many or too few
runs of a particular category on 3 dichotomous scale. In this case the
two categories were "less than the median™ and “"greater than or equal
to the median”. If there are a very small number of long runs of one
category. then this indicates that consecutive trials are clustered or
grouped. If there are very many short runs one might suspect some type
of repeated alternating or cyclical pattern. Therefore to accept
randomness one would 1ook for a moderate number of runs of varying
lengths. In the runs test the null hypothesis is that values of the
dichotomous variable are randomly ordered; the alternate hypothesis is
that values are not randomly ordered. Therefore to establish randomness

one must fail to reject the null hypothesis. For this reason, for the
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runs tests performed on Experiments 1, 2 and 3, a liberal alpha-ievel of
0.1 was taken to reduce the probability of accepting the null hypothesis

of randomness when runs of ratios were not randomly ordered.

Results

For Experiment 1, with the median value of 1.0010. there were 76
runs, 78 ratios less than the median, 82 ratios greater than or equal to
the median, giving a total number of 160 ratios. From these numbers: z
= -.79, p = .43 (two-tailed), therefore one cannot reject the nulil
hypothesis that the ordering of ratios above and below the median ratio
is random in Experiment 1.

For Experiment 2, with the median value of 1.0019, there were 59
runs, 64 ratios less than the median, 64 ratios greater than or equal to
the median, giving a total of 128 ratios. From these numbers: z = -
1.06. p = .29 (two-tailed), therefore or> cannot reject the null
hypothesis that the orcering of ratios above and below the median ratio
is random in Experiment 2.

For Experiment 3, with the median value of .9950, there were 66
runs, 64 ratios less than the median, 64 ratios greater than or equal to
the median, giving a total of 128 ratios. From these numbers: z = .18,
p = .86 (two-tailed), therefore one cannot reject the null hypothesis
that the ordering of ratios above and below the median ratio is random
in Experiment 3.

In a11 three experiments, the ordering of ratios below and above

the median displayed no systematic deviation according to the runs test.
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In other words, deviations around the median were random over the time
period of minutes, hours and weeks.

Conclusion

To conclude, then, one may say that the tape machine ind the
tapes used in all three experiments were very consistent. Over the
period of four months, and with Considerable use. the tape playing speed
varied by less than +/-1%. Moreover, this minuscule deviation occurred
randomly across trials, orders and measuring sessions. These results
suggest that the experimental apparatus was suitable for use with
stimuli for which consistency of I0I was of paramount experimental
importance.
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