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ABSTRACT

To be accepted as a viable competitor for long distance communication, it remains
to be demonstrated that meteor burst systems possess the potential to support reasonable
throughput at agreeable costs. Using nieasurements from an existing meteor burst link
between London and Ottawa, estimates of the path loss, flight-time, waiting time and
burst duration were obtained. These results demonstrated tha' by employing modest
equipment, communication could be maintained with an average waiting time of 3.5
minutes and an average transmission time or burst duration 0.5 seconds. By using these
parameters and assuming a transmission rate of 480C bps, the average throughput for this
link was estimated to be 11.4 bps. While this throughput may be adequate for applications
having low data volumes such as remote monitoring and vehicle tracking, improvements
are achievable through increases in transmitter power, antenna gains and data transmission
rate. To date, however, little research has been undertaken to assess the effect of potential
bandwidth limitations (if any) which may restrict the signaling rate that can be supported
by the link. An investigation of these impairments was carried out using an instrument that
was specifically designed to probe the multipath nature of the meteor burst channel These
measurements revealed that in the majority of instances only a single path exists between
the transmitter and receiver and consequently, serious impairments arising from multipath
interference appear to be relatively infrequent. In some rare instances, however, as many
as four such paths have been observed. Delay spread measurements were found to confirm
the presence of multipath interference for which the statistics reveal that in 90% of all
observations the delay spread is below 100 ns. Based on these statistics and observaiions
to date, it is likely that data rates ranging from several hundred kbps to perhaps 1 Mbps
can be supported by the meteor burst channel.
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Chapter 1

Meteor Burst Communication

1.1 Introduction

During a typical day, billions of meteoric particles enter the Earth's atmosphere and
burn up (ablate), leaving in their wake ionized trails that can be used to "reflect” radio
signals. The altitudes of these trails range from 80 to 120 kilometers and can permit
communication over distances ranging from 200 to 2000 km. Telecommunication systems
capitalizing on these serendipitous events are referred to as either meteor scatter or meteor
burst systems. Meteoric particles or meteoroids are pieces of rock, dust and othe: cosmic
debris from comets and asteroids that are encountered in varying concentrations around
the Earth's orbit. Meteoroids that follow predictable orbits around the sun are referred to
as shower meteors and are encountered at well established times of the year which
accounts for seasonal variations i.1 the meteor flux. Meteors associated with these showers
are referred to by the name of their radiant which s simply the apparent location in the sky
from which the meteor was observed to originate. Sporadic meteors on the other hand,
follow seemingly random orbits around the sun but contribute a larger number of particles
(roughly 102 meteors per day) to the meteoroid flux than shower meteors.

Meteoroids impinging the Earth have masses that range from tenths of micrograms
to tens of kilograms with populations that are inversely related to their masses [1]. As a
result, the majority of trails used for meteor burst communication are created by relatively
small meteoroids having masses ranging from 107 to 10 grams. Meteors of these sizes
give rise to ionized trails whose electron line density, or number of electrons in a cross-



sectional slice of unit thickness, range from 10'® electrons per meter for a 10 gram particle

to 1019 electrons per meter for a much smaller particle having a mass of only 10”7 grams

The relationships between mass, radius, electron line density and population are outlined

Table 1.1 Order-of-Magnitude Estimates for Sporadic Meteors (after Sugar [1])

rl;:ss (grams) | Radius | Number per Day Electron Line Density (¢/m)

l 104 8.0cm 10 -
103 40cm 102 -
102 20cm 10° -
10 0.8 cm 104 10'%
1 04 cm 103 10'7
10! 0.2 cm 108 1016
102 0.08 cm 107 10's
103 0.04 cm 108 1014

l 104 0.02 cm 10° 103
10-$ 80 um 1010 1012
104 40 pm 101 101
107
10

in Table 1.1. lonized meteor trails are classified according to their electron line densities.

Trails having electron line densities greater than 104 electrons per meter are classified as

overdense while those having electron line densities below this level are classified as
underdense. It should be noted that since the electron densities of meteor trails and their



abundance are related to their mass, trails of the underdense variety are encountered most
frequently. Since the electron line density for a given trail may not be readily known, trail
classification is usually made on the basis of echo characteristics. Figures 1.1 and 1.2 show
typical underdense and overdense echoes recorded on a 500 km forward scatter link by
Webster and Jones [2]. Underdense echoes are characterized by their relatively short rise
times (on the order of hundreds of microseconds) after which the received power reaches
a maximum and immediately begins to decay exponentially. Durations on the order of one
second are typical for echoes of this type. Echoes from overdense trails on the other hand,
exhibit much slower rise times (on the order of hundreds of milliseconds) after which, a
peak received power level is achieved and maintained for a period of time before the onset
of decay. In some instances, fading can be observed in the echo as shown in Figure 1.2
(bottom). For trails of these types, durations on the order of several seconds to tens of
seconds are typical.

Figures 1.3 and 1.4 illustrate both the backscatter and forward scatter geometries
used in meteor studies employing radio techniques. In the backscatter configuration, both
transmitter and receiver are located at the same geographical location, as in a conventional
monostatic radar installation. Signals emitted from the transmitter are scattered back to
the receiver whenever a trail of suitable ionization is illuminated by the transmitting
antenna. While this geometry is useful for measuring meteor trail characteristics, it is not
particularly useful for communication purposes and has been included here for
completeness. The remainder of this thesis will focus exclusively on evaluating the
performance of communication systems utilizing the forward scatter geometry.
Communication systems relying on the forward scatter mode can exchange information
only when trails of suitable ionization and orientation arc present. This requires that the
angle of incidence equal the angle of reflection (a condition for specular reflection) and is
equivaient to the geometric requirement that the trail be tangent to a family of confocal
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prolate ellipsoids whose foci are located at the transmitter and receiver locations [1.3.4).
As long as the conditions for specular reflection are satisfied, any suitably ionized meteor
trail can be used for communication, including those occurring in the regions of space
behind the transmitter and receiver. Thus in order to take full advantage of all trails having
suitable orientation, antennas having omnidirectional radiation patterns should be used. In
practice however, directional antennas such as the Yagi-Uda are often used to offset the

transmission losses inherent to this mode of propagation.

The geometric conditions required for specular reflection provide meteor burst
communication systems with an intrinsic privacy mechanism that prevents other stations
from intercepting messages or jamming transmissions, unless they are positioned within
the same meteor footprint. These locations however, are a function of the trail orientation
and are different for each meteor [S). Consequently, this requires that jamming or
intercepting stations be located geographically close to their intended target to ensure their
effectiveness. In military applications this feature offers a two-fold benefit, in that a low
probability of intercept can be achieved while at the same time it confines the operation of
clandestine stations to "nearby" locals. While this feature is highly desirable in military
applications, it is also beneficial in civilian applications since it can permit various meteor
burst communication services to share the same frequency spectrum with minimal
interference. An additional feature of this mode is that it is neither vulnerable to attack
(nuclear or conventional) nor dependent on consumables (propellant for station keeping),
unlike satellite systems and their associated ground control stations.

Depending on the nature of the application, the use of meteor burst systems for
long distance communication may be advantageous. While satellite communication
systems have large bandwidths, are reliable and can carry both analog and digital signals in
real time, they have the disadvantage that they are expensive to build and maintain. In
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applications such as remote monitoring and vehicle tracking where meteor burst

technology is currently employed (Schanker [4]), the traffic volume is relatively low and
delays on the order of several minutes can be tolerated. For these particular applications
the services offered by satellite systems may be underutilized and consequently not very
cost effective. It should be noted that since the existence of an ionized meteor trail is
typically on the order of one second. and the interarrival time of suitable meteoroids is on
the order of one minute, meteor burst systems are best suited to those applications where
information exchange need not occur in real-time. As a consequence, meteor burx:
transmissions are almost exclusively digital, although there appears to be some interest in

using this mode for voice transmission [6].

While various data transfer techniques exist, the ensuing discussion summarizes the
procedures followed by one such scheme as outlined in Schanker [4] A meteor burst
station wishing to transfer information transmits a "probe" signal either continuously, in
the case of a full-duplex system, or intermittently, in the case of a half-duplex system.
When the probe signal is detected by the intended receiving station, it assumes that the
ionized trail is suitable for transferring information and sends the appropriate signal to the
originating station. Upon reception of this signal, the originating station begins to transmit
its data. In full-duplex operation, the originating station monitors its receiving channel for
acknowledgments from which it determines which portions of the message need to be
retransmitted. For stations operating in the half-duplex mode, the originating station must
suspend transmission periodically and wait for acknowledgment signals from the intended
receiving station. In both modes of operation this procedure is called automatic repeat
request (ARQ) and continues until all the information has been successfully transferred to
the intended receiving station. It should be noted that due to the intermittent nature of the
meteor burst channel, the communication equipment must be computer controlled in order

to fully utilize the channel when trails of suitable ionization are present.




1.2 Literature Review

Since the first report of improved broadcast reception associated with meteor
showers in 1931 (Pickard [7]), much research in meteor burst communication has been
undertaken. This research has encompassed many areas of study, ranging from
astronomical observations of meteors and their properties (i.e. mass and radiant
distribution, size, etc.) to the analysis of communication protocols for meteor burst
communication networks. Due to the voluminous nature of this work a complete review
of this material is impractical and for this reason, this section will focus on lite:ature

directly related to telecommunication engineering issues.

An important issue in communication system engineering is that of assessing the
transmission losses and resulting signal-to-noise ratio for a specific link configuration
given the parameters of the transmitting and receiving stations such as transmitter power,
antenna gains, operating frequency and separation distance. Fortunately, the loss
mechanism associated with forward scatter meteor communication has been researched in
detail by Eshleman [8), Manning [9] and others. The significant contribution of this work
is a series of equations that can be used to estimate the transmission losses for a specified
link geometry. A good discussion of this work and its application in communication
system engineering can be found in Sugar [1] and McKinley [3]. More recently,
discussions of this work have appeared in Weitzen [10}], Spezio [11), and Schanker [4].

A successful analysis of a meteor burst network requires the abitity to realistically
predict the numbers, arrival rates and durations of meteor trails at any given location on
the planet. Information of this type is invaluable since it permits the system designer to
estimate such things as the waiting time between transmissions and the amount of
information that can be transferred over a link on both a per/burst and daily basis.
Additionally, knowledge of the spatial distribution of meteors can be used to determine



10

how the antenna system may be optimized to take advantage of those areas of the sky
having the greatest meteor activity. In some applications, such as large networks and
military systems, this knowledge can be used to estimate coverage arcas in order to assess
potential interference prablems (in the case of multi-user systems) or the military
equivalent - the probability of intercept. Research detailing models that predict meteor
activity, arrival raies, and hot-spot locations can be found in Weitzen [5,12], Ince [13].
Oetting [14] and Brown [15].

Recent renewed interest in meteor burst communication has spaiked research into
the design of communication networks utilizing this mode of propagation. Areas of
current activity include the analysis and comparison of protocols (for maximizing
throughput), investigations of coding strategies (for reducing the bit error rate) and studies
of adaptive rate modulation schemes [16-21]. While protocol evaluation, modulation and
coding strategies are important issues in network design, these issues cannot be fully
addressed until the channel characteristics have been thoroughly investigated. In the
majority of the analyses to date, the channel model assumes that the only impairment
resulting in bit errors is additive white gaussian noise (AWGN). Although adequate in
some instances, this model does not account for other potential impairments such as those
arising from multipath interference. To date however, little work has been undertaker. .o
assess the multipath nature of the meteor burst channel, with the notable exception of that
undertaken by Akram [22], Weitzen [23,24] and Eriksson [25]. Since one of the important
keys to developing imprr red meteor communication systems hinges on knowledge of the
channel impairments, the measurement and characterization of these impairments will be

the focus of this thesis.
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1.3 Thesis Objectives

The information presented in the remaining chapters of this thesis focuses
exclusively on satisfying the two fundamental objectives of this research. The first
objective is to demonstrate the practicality of meteor burst communication systems
through the combined use of theoretical arguments and experimental results. Specifically,
this assessment will be based on the analysis and measurement of the transmission losses,
waiting times, burst durations as well as rough estimates of system performance assuming
that the only channel impairment is additive white gaussian noise. The second objective of
this work is to measure and characterize the multipath nature of the meteor burst channel.
This investigation will focus expressly on the measurement of the channel impulse
response with the underlying goal of developing a suitable model for the meteor burst
communication channel. The organization and presentation of this matenial is outlined in

the following section.

1.4 Thesis Outline

The arguments and analyses presented in Chapters 2 anJ 3 serve to establish the
practicality of meteor burst communication systems. A complete analysis of a digital
meteor burst link requires among other things, the analysis of transmission losses as well
as estimates of the signal-to-noise ratio, bit error rate, waiting time, transmission time and
throughput. Those topics pertaining to the received signal level quality (transmission
losses, SNR and BER) are the focus of Chapter 2, while the remaining topics relating io
the statistics of meteor arnivals and the longevity of their ionized trails are the focus of
Chapter 3. In both chapters, measurements from an experimental link between London
and Ottawa are used to support the validity of analytical resuits, or in those cases where
analytical solutions were not readily available, to estimate values for vital parameters. It
should be noted that the results of the bit error rate and throughput analyses presented at
the en of these chapters are only rough estimates of these quantities and that these results
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are based on the assumption that additive white gaussian noise is the only channel
impairment. As a consequence of this assumption, the data rates assumed in the
throughput analysis may not be feasible due to the potential bandwidth limitations of the
channel.

As part of the investigation into channel impairments, the design and testing of an
impulse response measurement system is outlined in Chapters 4 through 6. This system
relies on the transmission of a wideband linear F.M. (chirp) signal and its subsequent
demodulation to obtain measurements of the channel impulse response, path-loss, flight-
times and path-lengths. Details of the system including the designs of the transmitter and
receiver are presented in Chapter 4. Although a portion of the receiver function was
implemented in software, a discussion of the issues related to signal processing techniques
is presented separately in Chapter 5. Complete details regarding the testing and calibration

of the measurement system follow in Chapter 6.

Following extensive testing procedures, the impulse response measurement system
was deployed at the same London and Ottawa locations from which the experimental data
of Chapters 2 and 3 was collected. The advantage of this approach is that any residual
measurement anomalies of the "new" system can be easily identified. These "new”
measurements, their analysis and interpretation are the subject of Chapter 7. Specifically,
the data will be analyzed to obtain information about the path gain, flight-times and delay
spread as well as information regarding the channel impulse and frequency response
functions. Furthermore, these measurements will be used to characterize the channel
impairments and estimate the bandwidth limitations of the meteor burst channel. A

summary and discussion of all important results follows in Chapter 8.



Chapter 2

Link Loss Evaluation

2.1 Introduction

The material presented in this chapter is directed at assessing those factors which
affect the quality of the received signal on a forward scatter meteor burst link. This
assessment will begin with an examination of the equations governing the link loss
mechanisms for both the underdense and overdense trail conditions. As part of this
analysis, realistic parameter values will be selected and used to estimate the losses for a
500 km link. Following this theoretical evaluation, the validity of these predictions will be
confirmed using measurements from an experimental 500 km link between London and
Ottawa. The loss estimates obtained from this analysis will then be used to assess the
signal-to-noise ratio and error rate performance for a link spanning this distance. It should
be noted that while the theoretical results are applicable to links of other distances, the
application of these results to the 500 km London-Ottawa link was undertaken to

demonstrate the practicality of medium-range meteor burst communication.

2.2 Theoretical Considerations
The equations governing the received power level on a forward scatter meteor

burst link are given by Sugar [1] and Weitzen [10] as:

= F,G,GpAq’r, sin’ y exp[— ex
162 R, R, (R, + R, )1- cos’ Psin* ¢) A sec’ ¢

for the underdense condition and:
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by
P,G,G A sin’ y (4D'+r') rqXsec ¢ ||
x(= 327 R, R, (R, + R, )(1-cos® Bsin’ ﬂ[ " n:(4l)l+rﬁ 2

for the overdense condition. In both of these equations, { is the time variable, /’, is the
received power, P; is the transmitted power, G, and G, are the gains of the transmitting
and receiving antennas respectively, A is the free space wavelength, ¢ is the electron line
density in electrons per meter, 7, is the classical radius of an electron, r, is the initial trail
radius, ¥ is the angle between the incident electric field vector and the line of sight to the
receiver, B is the angle between the plane of propagation and the trail axis, ¢ is the half-
scatter angle, D is the diffusion coefficient (m?/sec) and R, and R are the lengths of
vectors from the transmitter and receiver to the point of tangency on the trail (see Figure
2 1). While equation 2.1 is valid for electron line densities less than 10'4 electrons per
meter, in accordance with the definition for the underdense trail, equation 2.2 is valid for
overdense trails having electron line densities ranging from 10'4 to 10'¢ electrons per
meter. For overdense trails with electron line densities in excess of 10'¢ (¢/m) the received

power level is governed by the equation (Weitzen [10]):

P.(0)= P,G,G A sin’ y [4Dt In [ rgh’ sec’ ¢ }” @.3)

322 R Re(R, "’Rn)ﬁ ~ cos’ Bsin’ ¢)lsec ¢ | (1+0.1602)" 224
where all parameters are as previously defined. Since equation 2.3 applies to trails of very
long duration (relatively rare events) the analysis presented in the remainder of this chapter
will be restricted to the underdense and overdense trails described by equations 2.1 and
2.2. It should be noted that because the variability of the angles § and y are generally
unknown, both of these angles are customarily taken to be 90 degrees (Schanker [4],
Hines and Forsyth [37]). As a result of these assumptions, the equations of interest can be
evaluated for a specific set of link parameters.



15

FEYYERRNY]

uyang S, 4yUEY

NusuL]

uonsdvdoad Jo usyd

ausyd uaduvl

k
’0
LN R 0N ]

\

Figure 2.1 Scattering Geometry (After McKinley [3])



16

In each of the equations describing the underdense and overdense conditions, the
received signal level is a multi-variate function, of which many of the parameters cannot be
altered by the telecommunication engineer. Of these parameters only the antenna guains,
transmitter power and operating frequency can be varied to achieve a viable design for a
given link geometry. While modifications to the transmitter power and antenna gains can
be achieved with relative ease, selection of an operating frequency or range of frequencies
is more involved because of practical limitations on antenna size, unwanted propagation
modes (such as ionospheric scattering) and spectrum allocation issues. Currently, the
frequency band considered for meteor burst systems ranges from a lower limit of 30 MHz
to an upper limit of approximately 100 MHz. Furthermore, the received signal strength is
related to the frequency of operation as suggested by equations 2.1 and 2.2. Solving these
equations for their peak powers gives:

___BG,GXg'r} __8%r; 2
P = e R, Ry (R, + Ry) P Fsect ¢ @4
for the underdense condition and:
_ PGGRX [51]" ’s
P“(')’ssz,R,(R,+R,,) e 25

for the overdense condition, where the symbol e appearing in the denominator of the
radical in equation 2.5 is Euler's number. From the preceding equations it is clear that the
peak received power level and the operating frequency share the relationship

1
Ppoc— . (2.6)

S
To further investigate this relationship, equations 2.4 and 2.5 were normalized by their

peak values at an operating frequency of 30 MHz to facilitate an equitable comparison
with systems operating at other frequencies. The equations resulting from this
normalization are:
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Pox =(—f-"-’-) exp(— 8::2 ¢(f’ -f:)) (2.7)

y 3
P, =|=— 2.8
RN (fN) 2.8)

for the underdense and overdense conditions respectively. In the preceding equations f,
denotes the normalization frequency (30 MHz), P, denotes the normalized power and all
other variables are as previously defined. In order to assess the impact of the power-
frequency relationship on a practical meteor burst system, the simplified link geometry and
parameters of Figure 2.2 were assumed. A graph showing the normalized power as a
function of the operating frequency for the underdense condition is shown in Figure 2.3. It
should be noted that the initial radius, r,, was estimated with the aid of the empirical
equation (McKinley[3]):
log,o(r,) =0.075H -7.2 (2.9)

and results in a value of 1.995 m for 7, - assuming a nominal altitude of 100 km. For the
overdense condition, the evaluation of the normalized power equation is straightforward
and the resulting relative performance curve is given by the broken line in Figure 2.3. In
both cases. the degradation relative to the reference system (operating at 30 MHz) is
apparent. At an operating frequency of 40 MHz the penalty, in terms of increased signal
loss, is approximately 3 dB and increases to roughly 22 dB at a frequency of 100 MHz.
Similar results apply for trails of the overdense type. Due to the severity of the losses
incurred at higher operating frequencies, it is desirable to select frequencies closer to the
low end of the band (30 MHz) whenever possible. It should be noted that operating
frequencies below 30 MHz are seldom used in order to avoid ionospheric propagation
modes whose channel characteristics are markedly different from those encountered in

meteor scatter communications.
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Expressions for the propagation loss intrinsic to a specific link geometry and trail
characteristics (electron line density, altitude initial radius etc.) can be derived through
simple aigebraic manipulation of equations 2.1 and 2.2. The equations resulting from such

a manipulation are:

- Xg'r; _8%r
L= lo‘°8'°[16t’R,R,(R,+R,)“p( T sec! ¢)) (2.10)
and
L =-10log A [51]" @.11)
| 328°RR (R, + R e

and permit the propagation loss, L (in dB), to be estimated for the underdense and
overdense conditions respectively. Assuming the simplified link geometry and parameters
illustrated in Figure 2.2, equations 2.10 and 2.11 can be evaluated to assess the link losses
for trails of varying electron line densities. The results of these calculations are presented
in Table 2.1. Because of the relationship between meteoroid mass, ionization and
abundance (see Table 1.1), losses greater than 175 dB, comresponding to underdense
ionization levels, are more likely to oe encountered than the lower losses associated with
trails of the overdense type. As a consequence, greater transmitter power and high-gain
directional antennas are often employed in practical meteor burst systems to compensate

for excessi ve losses.

2.3 Loss Measurements

In the analysis of the previous section many assumptions were required in order to
estimate the propagation losses for a given link geometry. While tractable, the
disadvantage of this approach is that the statistics of the path loss cannot easily be
determined, since the distributions governing variables such as trail location, altitude,
electron line density and scattering angles are unknown. Unfortunately under



p.1)

Table 2.1 Relationship Between Link Losses and Electron Line Density

I q (electrons/meter) Loss (dB)
1016 165
105 170 |
1014 178 1
101 195
1012 215 |
oM 234
1010 255 I

circumstances such as these, computer simulation techniques are inappropriate since they
suffer from the same lack of knowledge that precluded the application of standard
analytical approaches. As a result, it is necessary to rely on empirical techniques, from
which the relevant statistics can be derived. Fortunately, due to Webster and Jones [2], a
sufficient amount of propagation data has been collected from which path loss

measurements and their statistics can be obtained.

The measurement system of Webster and Jones [2] (see Figure 2 4) consists of a
100 Watt, 48.7 MHz continuous wave (CW) transmitter located in Ottawa (45 20' N, 75
50' W) and a phase-swept interferometer located at Elginfield (43° 11' N, 81" 18° W) near
London. When meteor trails of suitable ionization and orientation are present, the received
signal activates the recording system and the signal variations from the reference antenna
(R) are digitized and written to disk. The echo direction or equivalently its angle-of-arrival
relative to the two orthogonal receiving arrays is determined by measuring the signal
phases at the individual array elements relative to the phase on the common reference
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antenna (R) For the antenna spacings shown in the diagram, the AOA of the echoes can
be determined unambiguously from the measured signal phases which are also digitized
and written to disk. While use will be made of the AOA measurements in subsequent
chapters, the remainder of this section however, will deal exclusively with extracting path

loss measurements from the echo recordings.
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Figure 2.4 The Interferometer System Layout (after Webster and Jones [2])

Assuming that the transmitter power P;, antenna gains G and G, and the received
power, I’, . are known, the path loss, L (in dB), can be estimated using the equation:
Ly=P+G,+Gy-F, (2.12)
where; the quantities P, and P, are in dBm and G and G, are in dB. As in the analysis of
the previous section, the received power, Py, is the peak power recorded during the burst
and can be estimated from the interferometer echo recordings. Given that the transmitter
power is known to be 100 W (50 dBm) and assuming antenna gains of 6 dB for the two-

element Yagi antennas at the transmitter and receiver, loss calculations can proceed



according to equation 2.12. Applying this analysis to the data collected from March
through December 1991 (= 89,000 observations), the minimum, maximum and average

propagation losses were found to be 151 dB, 185 dB and 181 dB respectively and reflect
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Figure 2.5 Path Loss Statistics for the London-Ottawa Link

contributions from both underdense and overdense trails. The statistics associated with
these measurements are illustrated by the cumulative distribution function (CDF) shown in
Figure 2.5. An examination of this function reveals that in 90% of the observations the
propagation losses range between 170 and 185 dB. It should be noted that loss
measurements greater than 185 dB are notably absent from the propagation data due to
sensitivity limitations of the receiver. Furthermore it should be noted that the measured

losses are consistent with the theoretical predictions of the previous section.
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2.4 Signal-to-N\oise Ratio

Communication system performance is usually assessed in terms of the bit error
rate (BER) - a quantity that is intimately related to the signal-to-noise ratio (SNR) of the
link. In this section, the signal-to-noise ratio attainable on a practical meteor burst link will
be assessed or the basis of analytical results derived from the use of the propagation
equations introduced in section 2.1. The objective of this approach is to evaluate
variations in the SNR during typical underdense and overdense bursts. This knowledge
will then be used to estimate an upper bound for the error-rate performance of a 500 km

forward scatter link.

The signal-to-noise ratio is defined as the ratio of the received signai power to the

total noise power within the receiver bandwidth. In equation form this is expressed as:

SNR = % (2.13)

N
where; P, is the received signal power and P,, is the noise power. Since the received signal
power can be estimated using equations 2.1 and 2.2, it remains to obtain a suitable
expression for the power delivered by the noise signal. For the simple receiving system
shown in Figure 2.6, the noise power can be computed using:

P, =k(T,+T,)B, 2.14)
where, & is Boltzmann's constant, 7, is the antenna temperature and 7, and B), are the
equivalent noise temperature and bandwidth of the receiver. Combining equations (2.1}
and (2.14) gives:

3,.2.2
P.G,G Xq’r’ A [ 32;:’0:) 2.15)

R = 32Dy
168 R, Ry(R, + RK(T, +T)B, T\ Fsec’ ¢

for the underdense condition where A is given by:
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A= exp(-— :::" ¢] . (2.16)

Similarly, combining equations 2.2 and 2.14 gives:

4
SNR = PG, G A L 4Dtj-rn‘ In ?A‘ sec” ¢ @1
320R R (R, + ROK(T, + T, )B, | sec® | w(aDr+r?)

for the overdense condition. In both equations (2.15 and 2.17) all parameters are as
previously dcfinea Equations 2.15 and 2.17 clearly show that the SNR varies
continuously throughout the duration of the burst. The implication of this effect is that the
BER also varies tiroughout the burst resulting in transmission errors occurring more
frequently during; those intervals of greatest SNR variation. Typically, these greatest

variations would be expected to occur toward the e ' of a burst.

Realizations of the signal-to-noise ratio described by the preceding equations are
shown in Figures 2.7 and 2.8 for receiver noise bandwidths, B,, of 1, 10 and 100 kHz. For
both trail conditions, the link geometry of Figure 2.2, and the receiver parameters of
Figure 2.6 were assumed. Additionally, a transmitter power (P;) of 1kW, an antenna
temperature (7,) of 10,000 Kelvin (Jordan and Balmain [36]) and antenna gains (G, Gg)
of 10 were employed. In both instances, the result of the bandwidth increase is a
corresponding decrease in the overall signal-to-noise ratio which is accompanied by a
reduction in the length of time the SNR remains above some minimum acceptable
threshold (6 dB for convenience). Fortunately, this reduction in the effective burst
duraiion is relatively small compared to signaling rate increase. For the urderdense
condition shown in Figure 2.7, the effective duration is decreased by a factor of 4 while
the transmission rate has been increased by a factor of 100. I the case of the overdense
condition illustrated in Figure 2.8, the reduction in the effective burst duration is negligible

for an identical increase in transmission rate. Based on the criterion of peak SNR and
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Figure 2.6 Simplified Receiving System Block Diagram

effective burst Auration it is clearly advantageous to make use of overdense trails

whenever they occur.

Assuming that additive white gaussian noise (AWGN) is the only channel
impairment responsible for bit errors, an upper bound on the error rate performance can be
established by computing the probability of error assuming a minimum SNR critering. In
the preceding SNR analysis, it was observed that for a relatively wide receiver bandwith of
100 kHz, peak signal-to-noise ratios of between 10 and 20 dB could be achieved,
depending on the level of trail ionization. Due to the consistency between the theoretical
and experimental results of sections 2.2 and 2.3, it would appear that the parameters
assumed for the link geometry are representative of those encountered on a typical 500 km
forward scatter link. As a result, it is reasonable to suppose that the SNR obtained under
similar assumptions is also representative of those likely to be encountered in a practical
operating system. The error probabilities, based on a minimum SNR threshold of 6.0 dB,
are presented in Table 2.2 for several commonly used modulation schemes. Although
relatively high by digital communication standards, these values represent the upper limit
on the error rate since the demodulator in a real system would be designed to ignore the
receiver output if the SNR were to drop below the threshold setting. Furthermore, the

error rate during the initial portion of the burst has the potential to be much lower, as a
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result of the inherent rise in the received power during the initial phase of the burst. Based
on the results of the BER analysis, it is evident that modulation schemes i1 which coherent
detection is employed at the receiver (excluding OOK) are desirable for meteor burst
communication. It should be noted that improvements in error rate performance can be

achieved through the use of eiror control coding - a discussion of which can be found in

Metzner [16) and Miller [17].
Table 2.2 Error Rates for Common Modulation Schemes (SNR=6.0 dB
Modulation Scheme P_(Coherent Detection) | P, (Noncoherent Detection) |
00K 0.023 0.068
BPSK 0.002 ——
FSK 0.023 0.068

QPSK 0.002 —

2.5 Summary

Calculations using the propagation equations of section 2.1 revealed that the losses
on a 500 km link, typical of that spanning the distance from London to Ottawa, could
range from 255 to 165 dB depending on the trail ionization. These figures were supported
by experimental evidence whick showed these losses to range from 185 to 151 dB.
Discrepancies between the largest predicted losses and those measured experimentally are
attributed to the limitations of the measuring instrument. A statistical treatment of these
data found that on average the path loss was 181 dB and that 90% of the time, the path
loss was between 185 and 170 dB - an overall variation of 15 dB. In a practical
communication system, the effect of these losses could be minimized through the use of
high-gain directional antennas, increased transmitter power and, to a limited extent, by a
judicious selection of the operating frequency. Due to the inverse-cube relationship



28

existing between the received power and the operating frequency (see section 2.1) it is
advantageous to select a frequency as close to the lower limit of the operating window as
possible. Frequently, operating frequencies in the vicinity of 40 MHz are chosen in
attempts to capitalize on the rejection of unwanted propagation modes (such as
ionospheric scattering), spectrum availability, and the advantages afforded by more

compact antennas.

In section 2.3 a signal-to-noise ratio analysis was carried out for a 500 km forward
scatter link. The results of this analysis showed that for realistic transmitter, receiver and
antenna characteristics acceptable signal-to-noise ratios could be achieved during both
underdense and overdense conditions. This analysis also demonstrated that relatively good
signal-to-noise ratios could be achieved even when the receiver bandwith is relatively large
(typically 100 kHz). Consequently, it is reasonable to assume that relatively high
transmission rates can be supported by this mode of propagation. Accepting that during
the majority of useful bursts a minimum SNR of 6 dB can be achieved, an upper bound for
the error rate was deduced. For standard transmission schemes employing coherent
detection at the receiver, the upper limit on the error rate probability was found to be 2.3x
102 It should be noted that this value constitutes a worst case cstimate and that it is
implicitly assumed that additive white gaussian noise is the only channel impairment

responsible for transmission errors.

The material presented in this chapter has demonstrated that meteor burst
communication can be established without the use of exotic and impractical equipment
Since this mode of communication relies on meteoroids to function, the material in the
following chapter will focus on issues relating to the number and arrival rate of meteors,
their location and temporal extent.




Chapter 3

Link Availability

3.1 Introduction

In the previous chapter it was found that a sufficiently large signal-to-noise ratio
could be achieved without the use of exotic equipment at the transmitter or receiver
locations. To further establish the usefulness of this communications mode it remains to be
demonstrated that the channel throughput is sufficiently large to support the information
transfer rate required by a specific telecommunications application. The channel
throughput is a measure of the amount of data that can be transferred over the channel per
unit time and is a function of the time available for transmission (the burst duration) as
well as the time elapsed between consecutive bursts (the waiting time). Due to the
complexities of the mechanisms governing these paremeters, the throughput calculations
of this chapter will rely on experimental results extracted from the interferometer system
of Webster and Jones [4]. In addition to the throughput assessment, the variability of
meteor arrival rates, hot spot locations and flight-times will also be discussed and will be
introduced prior to the throughput calculations.

3.2 Meteor Arrivals
The meteor arrival process is a random process which over a short period of time
has been found to conform to the statistics associated with a Poisson distribution [35]. For
this particular process, the probability of an arrival in the time interval, 7, is given by:
Pr(rst)=1-e"* 3.1
where Pr denotes the likelihood of an arrival and M derotes the meteor arrival rate in
meteors per hour. Unfortunately, in order to make use of this equation it is necessary to

29
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possess a priori knowledge of the meteor arrival rate, M - a quantity which for a given link
geometry and system parameters is usually unknown. Although unknown numerically, the
ammival rate is known to exhibit diurnal and seasonal variations which can be explained in
terms of the Earth's rotation and motion about the sun. Owing to the distribution of
cosmic debris along the orbital path, the periods of most intense meteor activity occur
during the early moring hours when the geographical position of the link coincides with
the Earth's (see Figure 3.1(a)) apex. Beyond this time the flux begins to diminish and is
composed of those meteoroids whose velocities are sufficient for them to catch up with
the Earth (see Figure 3.1(b)). As the Earth completes its 24 hour rotation, the flux of
meteoroids increases as the geographic location of the link once again coincides with the

direction of the Earth's apex. Seasonal variations, on the other hand, result from vanations
o Denotes Link Location

- - - Denotes Meteor Flux
-< - <
-«------ <
AM. P.M.
(a) (b)

Figure 3.1 Mechanism Responsible for the Diurnal Variation of Meteor Arrivals

in the density of particles encountered throughout the year as well as the tilt of the Earth's
rotational axis. As a result, arrival rate increases are expected to occur during the months
of June, July and August while increases due to the tilt of the rotational axis are expected
to occur in the Northern and Southern hemispheres during the months of September and
March respectively [6]. Although not explicitly stated at the outset of this paragraph, the
arrival rate, M, represents the arrival rate of meteors that are "visiblie” to a particular
system. The visibility of these meteors is governed by system specific parameters such as
the transmitter power, antenna gains, operating frequencies and receiver sensitivity.
Consequently, the arrival rates and interarrival times deduced or measured for a particular
meteor burst system may not be directly applicable to another.
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Using data fro.n the interferometer system of Webster and Jones [4], the hourly
arrival rates and daily number of arrivals for the London - Ottawa link were determined on
a monthly basis. The usefulness of these measures is that the former provides valuable
information about arrival rate variations, from which the hours of peak meteor activity can
be identified, while the latter is an indicator of the potential messaging capability of the
meteor burst system. Results showing the diumal variation in arrival rates for the months
of March through December 1991 can be found Figures 3.2 and 3.3. The data for each of
these curves was obtained by computing the average number of arrivals during a given
hour of the day for the month under consideration. These results were then smoothed
using a 3 point moving average filter to suppress the high frequency components (i.e.
abrupt transitions) from the curves. In all instances, diurnal variations in the arrival rate
can be readily observed. Specifically, it should be noted that in all cases the greatest arrival
rate occurs during the early moming hours at approximately 6:00 local time, decreases
throughout the day reaching its minimum around 18:00 hours beyond which increases in
the arrival rate are observed. Seasonal arrival rate variations were observed by plotting the
average hourly rate as a function of the month as shown in Figure 3.4. According to these
results, increases in meteor activity were encountered during the months of March, July,
October and December. Based on the average hourly rates shown in this figure, the daily
number of meteors producing ionized trails suitable for communication is estimated to
range from approximately 336 for a daily average arrival rate of 14 meteors per hour to
432 for an average rate of 18 meteors per hour. Variations in the magnitude of these
estimates are expected for other links.

An interesting feature of the observed meteor trails is the manner in which their
locations are distributed with respect to the great circle path (GCP) between transmitter
and receiver. As previously discussed in Chapter 1, any ionized meteor trail can be used to
provide communication provide( that the conditions for specular reflection have been
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satisfied. The positions of these trails, relative to the receiver location (see Figure 3 5), is
measured by the interferometer system. Specifically, this measurement is that of the unit

vector T

I'=aa_+ba, +ca, 3.2)
where, T is parallel to the vector between the receiver and the trail (R,)and the

coefficients a, b and c are such that

|7{=1. (3.3)
Given that the vector R, has the form:
ié,, =x,a +), a +:.a, (3.4)
and that
R, =kT 3.5)

and by assuming that all meteor trails recorded by the system have an altitude of z - 100
km, the constant & can be determined and the positions of these trails can be observed by
plotting the coordinates (x,y,) for each trail. Figure 3.6 shows the spatial locations of
these trails for the month of March 1991 as viewed in 4 hour intervals over a 24 hour
period. From the figure it can be seen that communication was established by means of
ionized trails occurring on both sides of the great circle path as well a: those occurring at
positions behind both the transmitter (5,0) and receiver (0,0). Furthermore, the apparent
density of meteors occurring on either side of the GCP suggests that these locations of
intense meteor activity or hot spots tend to vary throughout the day. Although not shown,
similar findings were observed for the months of April through December 1991 To
capitalize on the communications potential of this effect, meteor burst systems employing
directional antennas capable of illuminating either side of the great circle path are highly
desirable.
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Since the distance to the meteor trail can be estimated (again assuming a 100 km
altitude) and the transmitter location is known, the path length between transmitter and

receiver can be computed. Combining equations 3.2, 3.4 and 3.5, results in the equation:
zaY (zbY %
|1‘e,,|=[( o ) +( e ) +zj] . (3.6)
c c

which gives the length of the vector from the receiver to the trail. The only remaining

unknown is the distance from the trail to the transmitter R, which from the geometry is:

Ro|=[(@~x,) +52+22]" 3.7
and gives:

% %

2 b 2 - 2 b 2
pL=[(‘a") +(L) +z3] +[(d—‘°“) +("° ) +z§] . (3.8)
(4 (4 [+ c

Since the path length, P, and the propagation time, 7, are related by the equation:
P, =cT, 3.9

where; ¢ is the velocity of light in a vacuum, the path lengths calculated from the spatial
location measurements can be used to determine the statistics of the propagation time. The
value of this undertaking is that knowledge of flight-time variations may provide useful
insight into methods by which synchronization may be achieved in practical meteor burst
communication systems. Based on direction measurements for the months of March
through December 1991, the flight-time statistics shown in Figure 3.7 were obtained.
According to these results, in 90% of all observations the flight-time ranged from
approximately 1.8 ms to 2.5 ms with an average flight-time of approximately 2.1 ms and a

standard deviation of 0.5 ms.
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3.3 Interarrival Statistics

The interarrival time or time between consecutive arrivals is subject to the same
factors which influence the number of ionized trails that are visible to a communication
system at radio frequencies. In terms of system performance, this parameter represents the
length of time a meteor burst station must wait before being able to transmit information
over the channel. Due to diurnal variations in the arrival rate, this waiting time varies
throughout the day, with the shortest waiting times occurring during the early morning
hours (06:00 local time) when the arrival rate is close to its maximum and the largest
waiting times occurring in the evening hours (18:00 local time) when the arrival rate is
nearest its minimum. A convenient measure of the interarrival time is its average value

measured over a period of many days.
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Using the time stamps from the interferometer records, the interarrival times were
determined for the months of March through December 1991. For each month of
recordings, the average value of the interarrival time was computed. The results of these
measurements are shown in Table 3.1. In all instances, the average waiting time was found
to lie between 3 and 4 minutes. For waiting times of this magnitude it is cieai that
applications relying on meteor burst communication must be tolerant to transmission
delays and not require data exchange in "rea!" time. It should be noted that an estimate of
waiting time could have been obtained through the use of equation 3.1 since some
knowledge of the arrival rate, M is known. Assuming a uniform daily arrival rate of M=17
meteors per hour (a representative figure for the month of March), an event likelihood of
90 % and solving equation 3.1 for the waiting time, /,, yields a value of roughly 8.1
minutes. The waiting time computed in this manner differs significantly from the mean
waiting time as equation 3.1 does not take into consideration the diurnal arrival rate

variations that are intrinsically included in the measurement of the mean waiting time.

3.4 Duration Statistics

The factors affecting burst duration or equivalently, the time availabie for
transmission, can be C=termined by examining the time constant associated with equations
2.1 and 2.2 which govern the received power level on a forward scatter link. In the case of
the underdense trail, the time constant of the received signal can be obtained in the usual
manner by computing the time required for the received signal power to decay by a factor

of e'!. Applying this definition to equation 2.1 gives:
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Table 3.1 _Mean Waiting Times (March - December. 1991)

Month Total Arrivals | Mean Waiting Time (min.)
March 8585 34
April 9390 3.7
May 4400 39
June 3972 4.0
July €765 3.6
August 10171 4.1
September 9534 43
October 12794 3.2
November 11475 3.6
December 11957 34

T, = ’5 zs:zczb" (3.10)

where; 1, is the time constant and all other parameters are as previously defined It should
be noted that others, such as McKinley {2] and Sugar [1]), define this time constant as the
time required for the signal to decay by a factor of €2 of its initial value. For the overdense
trail condition, the time constant is defined as the time required for the argument of the
natural logarithmic function to equal unity. Applying this definition to equation 2.2 and

solving for the time variable, t,, gives:

_rgXhsec’ 9-r'n’
¢ Ar’D

(3.11)

as the time constant for the overdense trail. In both instances, the time constants given by
equations 3.10 and 3.11 are decreasing functions of the operating frequency. This result
suggests that in order to fully exploit the communication potential of a particular trail, an

operating frequency as low as possible should be selected. Realizations of the time
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constant, 7, for a half scattering angle, ¢, of 68.2 degrees and diffusion coefficients, D, of
3 and 12 m?/sec are shown in the graph of Figure 3.8. From these curves it is clear that the
magnitude of the diffusion coefficient can have a great impact on the time constant and
consequently, the duration of the burst. For example, at an operating frequency of 30
MHz, 7, is 750 ms for D=3 m?%/sec and is reduced to 200 ms for D=12 m?/sec at the same
operating frequency. As previously stated, the only way in which to minimize this effect
and those due to frequency effects is to choose as low an operating frequency as is
practical. Like the underdense case, the time constant associated with overdense trails
exhibits similar dependencies with regard to both operating frequency and diffusion
coefficient. The time constant, 7, is also a function of both the electron line density, ¢, as
well as the initial radius »,. A graph illustrating these dependencies is shown in Figure 3.9.

As in the underdense case, best performance is achieved by selecting the lowest possible

uperating frequency.

In the absence of a model describing the frequency and duration of over and
underdense trails it is necessary to rely on actual burst recordings in order to obtain a
realistic estimate of the duration of a typical burst and consequently, the length of time
available for information transmission. For purposes of this work, the burst duration is
defined as the total time over which the signal-to-noise ratio (SNR) remains above a 6 dB
threshold. Under conditions such as those encountered during typical underdense trails,
the SNR profile appears as shown in Figure 3.10 (a) and the duration measurement is
straightforward as illustrated in the diagram. During overdense trail conditions, however,
periods of fading may be encountered during which the SNR pericdically falls below the
threshold (Figure 3.10 (b)). Under these conditions the duration measurement is only
slightly more complicated in that it must take into account all time intervals throughout the
duration of the burst for which the SNR exceeds the threshold. A problem encountered

with this approach is that of obtaining a realistic estimate of the noise power, P,. One
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potential solution to this problem is to estimate the noise power from sections of the burst
recording that are known to consist only of noise. The difficulty of this approach however,
is that in some instances it is difficult for automatic detection schemes to differentiate
between signa! and noise, potentially leading to unrealistic values for the noise level. A
solution to this problem is to assume that the noise power is constant for all bursts and
that it can be determined from either theoretical considerations or empirical results. In the
absence of artificial noise, the power delivered by the noise signal can be computed

according to the equation:

A SNR A SNR

(=)

Figure 3.10 Burst Duration Measurements

P, =KT,+T,)B, (.12)
where, P, is the noise power in Watts, k is Boltzmann's constant, 7, is the antenna
temperature in Kelvin, and 7, and B,, are the equivalent temperature and bandwidth of the
receiver. The equivalent receiver temperature T, is a function of the receiver noise figure,
F and the ambient temperature, 7, and is given by:

I, =T(F-1). (3.13)
For an operating frequency of 48 MHz, the antenna temperature, T, is approximately
10,000 K. Assuming that 7,=290 K, F=4 (6 dB) and given that the interferometer receiver



bandwidth B,=40 Hz, a noise level of -142 dBm is obtained. It should be roted that the
empirical equation given by Schanker [4] for the noise power at a rural location is given
by:

P, =-106.8-27.7log,, f +10log,, B (3.14)
where; P, is the noise power in dBm, f is the operating frequency in MHz and B is the
receiver bandwidth in Hz which gives a noise power level of -137 dBm for f = 48 MHz
and B=40 Hz. Although the noise levels predicted by the equations 3.12 and 3.14 are
similar, suggesting that contributions due to artificial sources are relatively low, it is
unlikely that these values are representative of the true noise level at the receiving site
Judging from the echo recordings shown in Figures 1.1 and 1.2 it is more likely that the
noise power lies between -130 and -125 dBm - a result that is consistent with noise level
calculations assuming a business type noise environment. For a business type environment,
the noise power given by Schanker [4] is:

Py =-97.2-277log,, f +10l0g,, B (3.15)
and yields a power level of -127 dBm assuming the same parameters as before. Accepting
that this level is reasonable, duration measurements were made on all echoes recorded

during the month of March 1991.

An analysis of echo recordings for the month of March, 1991 showed the duration
of these events to range from a minimum value of 10 ms, to a maximum value of 7.8
seconds with an average duration of 0.46 seconds. Based on the duration statistics shown
in Figure 3.11 it is apparent that in the majority of instances the available transmission time
is relatively small. Specifically, these statistics show that 75% of bursts possess durations
less than 200 ms, 13 % of bursts possess durations ranging between 200 ms and 1 second
and the remaining 12% of bursts have durations in excess of 1 second. Because of these
transmission time limitations it is clearly advantag.ous to transmit information at as high a

rate as possible to maximize channel throughput.
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Figure 3.11 Burst Duration Distribution

3.5 Throughput Calculation

Having determined realistic values for the waiting time and burst duration, these
results can then be used to assess the performance of a hypothetical meteor burst
communication system. A measure that is frequently used in an assessment such as this is
the average throughput which is essentially a measure of the data transfer rate that can be
supported by the link. The average throughput, after Schanker [4], is defined as:

s=Rl (3.16)

I,
where; § is the average throughput in bits per second (bps), R is the transmission rate
(bps), 7, is the average burst duration (sec) and T, is the average waiting time (sec)
between transmissions. Substituting R=4800 bps, 7,=0.5 seconds and 7,,~3.5 minutes into
equation 3.20 gives an average throughput of 11.4 bps. While this throughput level is
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small relative to the Mbps and kbps rates supported by current hardwired and radio
systems, the amount of data transferred on a daily basis by a system such as this is roughly
123.1 kbytes which for some applications represents a large amount of information
Further increases in throughput can be achieved to a certain degree by decreasing the
operating frequency, and increasing the transmitter power thereby taking advantage of
weaker trails and reducing the waiting time. Additional gains may also be achieved by

increasing the transmission rate, R.

3.6 Summary

Using data from the interferometer system, estimates of the number and arrival
rates of meteors for the London-Ottawa link were obtained. The resuits of this
investigation showed that several hundred usable trails are produced on a daily basis and
that the arrival rate of suitably ionized trails varies throughout the day with maximum and
minimum rates occurring at 06:00 and 18:00 hours (local time) respectively. For this
particular system the average arrival rate was found to be 17 meteors per hour and the
a\erage interarrival or waiting time was found to be approximately 3.5 minuies Burst
duration calculations derived from actual echo recordings found the average busst to be
approximately 0.5 seconds in length.

Measurements in which the direction of meteor echoes were recorded were used
to identify spatial regions in the vicinity of the transmitter and receiver in which meteor
activity was most intense. These locations or hotspots were observed to occur on both
sides of the great circle path between transmitter and receiver and were noted to vary in
intensity throughout the day. The usefulness of this information s that by knowing the hot
spot locations as well their diurnal variations the potential exists to develop a steerable or
perhaps a multi antenna system to selectively illuminate those areas of the sky Faving the

greatest meteor activity. Direction measurements were also used to assess flight-time
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variations arising from the vast range of trail locations observed. The statistics derived
from these measurements showed that in 90% of trails examined, the estimated flight-
times varied from 1.8 to 2.5 ms with an average flight-time of 2.1 ms and a standard
deviation of 0.5 ms. Although not immediately obvious, the magnitude of these flight-time

variations may have an impact on system synchronization issues.

A throughput analysis of a nypothetical meteor burst communication system was
carried out assuming the burst duration and waiting times derived from interferometer
data. Assuming a transmission rate of 4800 bps, the average system throughput was found
to be 11.4 bps. Even though the system throughput is low the amount of information that
can be transferred on a daily basis is 123.1 kbytes which for some applications, such as
remote monitonng or vehicle tracking, represents a considerable amount of information.
Increases in system throughput are possible and may be achieved by increases in
transmitter power, antenna gains and signaling rate. The maximum transmission rate that
can be used however, may be limited by channel impairments such as those arising from
multipath interference.



Chapter 4

An Impulse Response Measurement System

4.1 Introduction

An important factor limiting the overall performance anZ consequently the
usefulness of a meteor burst communication system is the maximum data rate that can be
supported by the channel. This maximum rate, however, is constrained by bandwidth
limitations arising from channel impairments such as multipath interference. In the majority
of cases, these limitations are usually deduced from knowledge of the channel impulse
response which is ultimately obtained using empirical techniques. To date, little research
with the notable exception of that conducted by Akram [22], Weitzen [23,24] and
Eriksson [25] has been undertaken to measure systematically the channel impulse
response. The necessity of an endeavor such as this is justified by the need to analyze and
develop communication strategies that fully exploit the limited resources of the meteor
burst channel. In pursuit of this knowledge, a novel system incorporating chirp radar
techniques was developed to obtain measurements of the channel impulse response, path-
loss, flight-times and path-lengths. Details of the instrument as well as the designs of the

transmitter and receiver constitute the subject matter of this chapter.

4.2 Principles of Operation

The instrument devised for the impulse response measurements operates on the
same fundamental principals employed in modern F.M. pulse compression radars. Systems
such as these rely on the transmission and subsequent demodulation of a sinusoid whose

instantaneous frequency is a linearly increasing or decreasing function of time. These

43
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signals are described collectively as "chirp" waveforms or individually as up-chirp or
down-chirp waveforms, depending on the time-frequency relationship of the modulating
signal. An up-chirp waveform representative of that employed in the measurement system
is illustrated in Figure 4.1. Signal characteristics such as chirp rate and duration as well as
starting and stopping frequencies can be illustrated in a more intuitive manner through the

use of a frequency-time diagram as shown in Figure 4.2.

The process of recovering range information from the chirp transmission is
illustrated by means of the frequency-time diagram shown in Figure 4.3. For the range
measuring system under consideration, the up-chirp signal emitted by the transmitter
arrives at the receiver after having been delayed by the propagation time 7. At some time
prior to the amival of this signal, 7, an up-chirp signal identical in all respects but its
starting frequency is generated at the receiver. Under these conditions, the frequency
differcnce between these two signals, Af,, is constant as illustrated in Figure 4.3. In the
event that the propagation time, 7, is increased by an amount 4 due to a possible change
in path length, the difference frequency is again constant but has increased to Af,.
Consequently, for a system of this type, measurements of propagation time or equivalently
range, can be deduced from the frequency difference between the locally generated and
received chirp signals.

An adaptation of this scheme specifically tailcred to the measurement of multipath
effects is shown in Figure 4.4. The signal emitted by the transmitter is an up-chirp

waveform and is described by the equation:

s(1) = p(t)cos(2nf,1 + mu1?) 4.1)
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where; £, is the starting frequency of the chirp (Hz), p is the chirp rate (Hz/sec.) and p(#) is
a unipolar rectangular switching waveform which controls the duration and repetition rate
of the transmitted signal. The chirp signal generated at the receiver is similar to that
generated at the transmitter and is described by the equation:

o(t) = plt =T, )cosd2a( £, + f, — uT, )1 + mur* +0) 4.2)
where; £, is the frequency offset (Hz), 7, (sec.) is the delay between the starting times of
the chirp waveforms generated at the transmitter and receiver, 8 is the phase angle (rad.)
and all other symbols have their usual meanings. When the signal emitted by the
transmitter arrives at the receiver after having taken cne or potentially several paths, it is
mixed with the locally generated chirp, c(7), and filtered producing the receiver output
signal, d(1), given by:

d(1)= ‘f‘:n,p(z— T, )cod2nl £, +u(7, - 1)) +6,) 4.3)
where; N is the number >f paths between the transmitter and receiver, £ and 7,, represent
the attenuation and flight-times for the & path and all other parameters have their usual
meanings. All measurements of interest (time-of-flight etc.) are derived from the spectrum
of the output signal, d(?). A sketch of an idealistic spectrum ic shown in Figure 4.5 for the
case in which 3 paths exist between transmitter and receiver. In this case, the flight-times
for each path can be estimated from knowledge of the frequency components, f,, which
from equation 4.3 are given by:

fo=fa+mlTe-1T,). (4.4)
Since the parameters f,, 1, f,, and 7, are known or measurable, the preceding equation can
be solved in terms of the flight-times giving:

r,=1, +1t—;l—fi. (4.5)

It should be noted that the delay time, 7, must remain constant throughout the

measurements and this is achieved in practice by synchronizing the transmitter and
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receiver timing through the use of Global Positioning Satellite (GPS) receivers located at
both ends of the link. Having obtained the flight-times, the corresponding path lengths, P,,
can then be computed using:

F, =cT, (4.6)
where, ¢ is the velocity of light in a vacuum. In addition to providing time-of-flight
information, the amplitude spectrum of d(?) represents the impulse response of the channel
and can be used in conjunction with the Fourier transforin to estimate the channel transfer
function. Ft thermore, if the receiver is properly calibrated to measure the power
delivered by each of the frequency components, £,, the path losses between transmitter and

receiver can aiso be measured.

4.3 Chirp Waveform Characteristics

A compiete characterization of the chirp waveform requires the specification of
various signal parameters. These parameters include duration, bandwidth and chirp rate in
addition to the specification of the starting and stopping frequencies. The discussion
presented in this section seeks to determine reasonable values for these parameters in as

rigorous a manner as possible. Once the parameter values have been established they will
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then be used in conjunction with theoretical results to estimate the spectral characteristics

of the chirp signal.

In order to attain a detection probability on the order of 90%. it is necessary to
ensure that the received signal energy is sufficient to yield a signal-to-noise ratio of
between 20 and 30 dB. Assuming that the software filters contained in the signal
processing module approximate the performance of a matched filter, the signal-to-noise

ratio (Cook and Bernfeld [26]) can be evaluated using:

- 2E,
SNR = Nl . (4.7)

0

where; E, is the received signal energy and N, is the noise power spectral density In this
case the received signal energy, E,, can be estimated (assuming the underdense condition)
using:

P.G,GXq’r} 8rr;
= < —-—— T 4.8
£ l67r2R,RR(R,+R,,)exP A’sec’ ¢ .5

where; 7 is the chirp duration and all other parameters have their usual meanings It should
be noted that the first two factors in equation 4.8 represent the peak received signal power
as given by equation 2.1. Assuming the link parameters of Figure 2.2, a transmittesr power,
P;, of 1.0 kW, antenna gains G and G of 5 dB, an electron line density of 1 0x10'¢ ¢/m,
a signal-to-noise ratio of 20 dB, and a noise power spectral density, N,, of 4-10-17
Watts/Hz (measured), equations 4.8 and 4.7 can be combined and solved in terms of the
pulse width, 7, giving:
T=79.6 ms . (4.9)

To simplify implementation without incurring a serious degradation in SNR, a chirp

duration of 50.0 ms was selected.
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The bandwidth of the chirp signal is constrained by two conflicting objectives; the
need to achieve good resolution and the desire to minimize interference to nearby stations
occupying the same frequency band. Based on the results of experimental work by
Eriksson [25] a resolution capability of approximately 100 meters or less is necessary to
investigate the multipath characteristics of the channcl. Defining the resolution as the
smallest flight-time differential, As, that can be measured by the instrument results in the

equation:

Al:fz“'fi
u

: (4.10)

which can be arrived at through the use of equation 4.4 assuming 7,,>7,, (for simplicity).

When the frequency difference:
Si-fi=4 (4.11)
is greater than the detection filter bandwidth given by:
A =1, (“.12)
T
both sinusoids can be resolved. By expressing the chirp rate, y, as:
p= E-:Y- (4.13)

and substituting equations 4.11 through 4.13 into ecuation 4.10, gives the overall system

resolution as:

1
Ar=— 4.14
BW 4.14)

where; BW represents the bandwidth of the chirp signal. The relationship between the
spatial resolution, Ad, and the flight-time resolution, Ar is:

Ad =cAr . (4.15)
Therefore, to achieve a spadial resolution on the order of Ad=100 m a bandwidth of
approximately 3.0 MHz is required. for convenience, a chirp bandwidth of 2.5 MHz was
chosen yielding path-length and flight-time resolutions of 120 m and 400 ns respectively.
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Given the values for the chirp duration and bandwidth. the corresponding chirp rate, u. is
5x107 (Hz/sec). Based on the arguments presented in Chapter 2 regarding operating
frequency selection, starting and stopping frequencies of 38.75 MHz, 41.25 MHz were
chosen. The frequency offset (f;) between the starting and stopping frequencies of the
transmitter and receiver chirps was chosen arbitrarily to be 12.0 kHz. A summary of the

chirp waveform parameters is presented in Table 4.1.

Table 4.1 Summary of Chirp Waveform Parameters

I Parameter Transmitter Receiver (at 1 F Stage)

I Starting Frequency 38.75 MHz 1.012 MHz
Stopping Frequency 41.25 MHz 3512 MHz
Bandwidth (BW) 2.5 MHz 2.5 MHz
Duration (1) 50.0 ms 50.0 ms

| Chirp Rate (1) 5.0x107 Hz/s 5.0x107 Hz/s

Throughout the calculations in the preceding paragraphs it was assumed that the
signal bandwidth was equal to the difference between the starting and stopping frequencies
of the chirp. The goal of the following discussion is to demonstrate the validity of this
assumption by calculating the amplitude spectrum of the chirp signal having those
characteristics summarized in Table 4.1. From Cook and Bernfeld [26], the amplitude

spectrum of a chirp signal is given by the equation:

IS(w)| = % \/;E {[(‘( X)+ )T +[S(x)+8(x,)f }% (4.16)
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where the functions C(X) and S(X) are the Fresnel integrals given by:

X2 feod @

((X)-{co{ > )dy 4.17)
and

v fan ®°

S(X)= j’ sm(—z )ay (4.18)

By making use of several substitutions, also suggested by Cook and Bernfeld [26], the
variables X, and X, can be simplified and expressed in terms of the pulse comnression
parameter tAf and a normalized frequency parameter, n. Thus the variables X, and X,
become:

X, = ,/rAf(-‘-j—?"-) (4.19)

X, =y :Af' %’3) . 4.20)

Using these substitutions, equation 4.16 can be plotted in terms of the frequency

and

parameter n, with #=0 corresponding to the center of the spectrum. It should be noted that
the parameter u, appearing in equation 4.16 represents the chirp rate in units of rad/sec?
and that the parameter Af #°-pearing in equations 4.19 and 4.20 is equal to the difference
between the starting and stopping frequencies of the chirp. In cases where the pulse
compression parameter TAf is relatively small (1Af =13) no numerical problems are
encountered and the spectrum shown in Figure 4.6 is readily obtained. As the pulse
compression parameter is increased to much larger values representative of those in Table
4.1 for which tAf- 125x10%, arguments of the Fresnel integrals become very large and
numerical problems are encountered. Fortunately, for large arguments both the Fresnel

sine and cosine integrals approach the limiting value of 0.5. By taking advantage of this
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approximation in the evaluation of these integrals, the spectrum shown in Figure 4 7 is
obtained. It should be noted that for both values of the pulse compression parameter, the
sig:'al spectrum is generally rectangular and has a bandwidth approximately equal to the

frequency difference between the starting and stopping frequencies of the chirp.

4.4 System Operation

Because of the intermittent nature of the meteor burst channel, the impulse
response measurement system was designed to collect data on both a continuous and
triggered basis. In the continuous mode of operation, the receiver output is recorded
continuously on video tape for a period of several hours. The disadvantages of this
approach are that large portions of the tape will contain no useful information during the
absence of suitably ionized trails and furthermore the entire tape must be processed to
determine if any trails were present. The attractive feature of this mode is that a permanent
record of the signal is always available and can be scrutinized for weak signals using
digital processing techniques. In the triggered mode of operation the system recurds data
only when trails having suitable ionization are present. This is accomplished by
transmitting a 10 ms carrier, or “probe” signal at 39.75 MHz, 20 ms in advance of the
chirp transmission. When the "probe" signal is detected by the receiver, its output is
digitized and stored in a convenient form. A diagram showing the transmission cycle is
given in Figure 4. 8. Regardless of the recording mode, repetitive transmission of the chirp
signal at intervals of 100 ms permit variations in the channel characteristics to be recorded
over the duration of a burst. For typical durations of 1.0 second, approximatcly 10 chirp

measurements can be obtained.
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Figure 4.8 Transmission Cycle

4.5 The Transmitter

In order to simplify presentation, the complete transmission system has been
divided into five modules. These modules are: the chirp generator, composite signal
generator, transmit sequencer, up-converter, and the final RF power amplifier. Each of the
paragraphs that follow outline the function and operation of these units. Where
appropriate, signal levels, attenuation and filter cutoff frequencies have been included to
assist in the discussion. Detailed schematic diagrams for each of the transmitter modules
can be found in Appendix A.

Due to the complexities of chirp generation, it was necessary to synthesize the
transmitter chirp signal in a two-step process. During this process, a replica of the desired
signal is first generated at baseband by the chirp generator unit and then translated to the
desired frequency range by the up-converter unit. A block diagram of the chirp generator
module is shown in Figure 4.9. The chirp signal is initially generated by software running
on a personal computer (PC), sampled at a rate of 8.0 MHz and then uploaded to the chirp
generator memory (512 k x 8 bytes) through the computers' parallel printer port. Once the
samples have been loaded into RAM, they are clocked out at the sampling rate to the D/A
converter where the analog signal is reconstructed. In the final stage of this module the
reconstructed analog signal is applied to a low pass filter which passes the desired chirp
spectrum ranging from 1.0 to 3.5 MHz and attenuates unwanted high frequency harmonics
above 4.0 MHz. In addition to the parallel port connection required for data transfer,
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Figure 4.9 Chirp Generator Module
connections are also provided for an 8.0 MHz sample clock (TTL) and a control line for
the trigger signal (TTL). Chirp transmission is initiated on the rising edge of the signal
applied to this control line. The source code necessary for generating and uploading the
chirp is included with the schematic diagrams in Appendix A. It should be noted that the
two programs included in the Appendix have identical functions and generate baseband
chirps with starting and stopping frequencies differing by 12.0 kHz. Program chirpl.c
generates the chirp signal for the transmitter and chirp2.c generates the signal used at the

receiver.

Prior to the up-conversion process, the baseband chirp and carrier signals must be
combined to produce a composite signal which, when applied to the up-converter, will
result in an output signal having the desired spectrum. The block diagram of this module is
shown in Figure 4.10. Modulation of the carrier or "probe" signal is accomplished by
ANDing the 2.0 MHz TTL oscillator output with the logic !evel on the carrier transmit
control linc. This control signal is produced by the transmit sequencer module whose
function is to govern the timing and duration of the carrier transmission according to the

transmission cycle illustrated in Figure 4.8. After modulation, the carrier signal is filtered
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Figure 4,10 Composite Signa! Generator Module
to attenuate unwanted high frequency harmonics before being combined with the baseband

signal from the chirp generator output.

As previously indicated, the function of the transmit sequencer is to generate the
keying waveform needed to control carrier transmission. The transmit sequence is initiated
by the rising edge of a 10 Hz timing signal applied to the trigger input. This 10 Hz signal is
derived from the GPS receiver (to be discussed later) and is also used to initiate chirp
transmission. Once triggered, the combined effect of the two one-shot devices is to
generate a 10 ms control signal that is delayed 70 ms from the onset of the chirp
transmission. A block diagram of this module is shown in Figure 4.11.

) Y
70 ms (10 ms)
—4 > One-Shot > One-Shot - 1—’
. l.).:;icen Device . .
Trigger Input Carrier Transmit
(10 Hz) Control Signal

Figure 4,11 Transmit Sequencer Module

Since the signal produced by the composite signal generator module is a baseband
signal, its spectrum must be translated in order to obtain the desired chirp and carrier
signals. This function is accomplished by the up-converter module shown in Figure 4 12
which translates the composite baseband spectrum and produces a chirp signal having the
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desired starting and stopping frequencies of 38.75 and 4:.25 MHz, as well as a carrier
signal having a frequency of 39.75 MHz. After each translation, band pass filters are used
to attenuate unwanted sidebands and spurious high frequency components which may be
preseat in the system. Although not explicitly shown in the block diagram, amplifiers are
used throughout the up-converter module to develop the desired output power level. Both
carrier oscillator signals, required in the up-conversicn process, are derived from two

Rockland modei 5600 frequency synthesizers.
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Band Pass Band F+ :s 3
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Input (10.25-15.28 MHz) Guo43oMM:  Section
0Q 500
Carrier Carrier (10 dBm)
Oscillator Oscillator
(10.0 MHz2) (27.7S MHz)

Figure 4.12 Up-Converter Module

Following the up-conversion process, the signal must be further amplified to
achieve a pow. r level suitable for transmission. The power amplifier section shown in
Figure 4.13 amplifies the signal from a level of 10 dBm to approximately 60 dBm (1.0
kW) As in the up-converter section, band pass filters are required to attenuate spurious
frequency components occurring outside the desired passband from 38.0 to 43.0 MHz.

Afier amplification, the tiansmitter signal is then fed to the antenna system.

L (64B) | (10 dB)

Up-Conserter (38.0-43.9 MHz)

lnput -

00
Band Pass

(10 dBemy |—-) Filter |—3»| Amplifier |____o,

(-6 dB) (20 dB) To An
(05.0-43.0 MH1) 00 (enna
(60 dBm)

Figure 4.13 Power Amplifier Module
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4.6 Transmitter Synchronization

In order to ensure that transmissions occur in the proper time sequence, all control
signals are synchronized via the timing waveforms generated by the GPS receiver The
Magellan Brain™ OEM receiver provides | Hz and 1 kHz signals from which all necessary
timing/synchronization signals can be obtained. In order to begin a transmission cycle once
every 100 ms, the 1.0 kHz squarewave signal from the GPS receiver is divided by a value
of 100 in a 3 step (+10, +5, +2) division process. To ensure that the 10 Hz signal remains
synchronized with the GPS signals, the counter and flip-flop are reset every second by the
1Hz clock. A block diagram showing the details of the transmitter synchronization module

is shown in Figure 4.14.

1.0 kHz from GPS » I Inverter

(s 4 (K
Divide by Divide by Divide by
10 5 - 2 >
Couster _[Reo Counter |Reo (| Flip-Flop Square Wave
Qr r 100 ms
AH2 fromGPS 3! Ope Shot Inverter

Figure 4.14 Transmitter Synchronization Circuit (after Ohno [27])

4.7 The Receiver

As in the transmitter discussion, the receiver has been divided into several modules
in order to simplify presentation The three modules comprising the receiver are, the
carrier detector/down-converter section, the 1.F. section and the data recording/storage
unit. The function and operation of each of these modules is outlined in the following

paragraphs As in the transmiiter discussion, signal levels, attenuation and filter cutoff
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frequencies have been included wherever appropriate. Detailed schematic diagrams for the

receiver modules can be found in Appendix A.

The two functions of the carrier detect/down-converter module are to detect the
presence of the carrier or "probe" signal at 39.75 MHz and to translate the spectrum of the
received chirp signal to baseband for demodulation and recording by the I.F. and data
storage units. A block diagram showing the details of the carrier detector/down-converter

module is shown in Figure 4.15.

Whenever the carrier signal is received, it is amplified and demodulated by the
Eddystone 990R VHF receiver. The carrier detect circuitry is connected to the A M.
detector output of this receiver and consists of a 10 Hz active low pass filter followed by
an additional stage of amplification. A signal is "detected" when the amplitude of this
waveform exceeds a preset threshold level. When such an event occurs a one-shot device
s triggered generating a pulse, which in turn, triggers the A/D converter and its associated
data recording system. In order to prevent the receiver from drifting off frequency, use
was made of the rear panel connection ‘ato which a stable local oscillator signal was
injected. For reception at 39.75 MHz, an external lc<al oscillator having a frequency of
50.444 MHz and a power level of approximately -11 dBm is required. Amplifiers within

the receiver amplify this signal to obtain the desired level for mixing.

When the chirp signal is received, it is translated to baseband in a dual-conversion
process Be” . and after each of the conversions, the signal is filtered and amplified so as
to reduce the effects of unwanted signals resulting from the mixing process. The local
oscillator frequencies required to achieve this overall tra.slation are 27.75 MHz and 10.0
MHz, both of which are obtained from stable sources. The waveform produced at the 1.F.

output port is the desired baseband chirp signal whose starting and stopping frequencies
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are 1.0 and 3.5 MHz respectively. It should be noted that interference between the carrier

and chirp signals doesn't occur since the two signals are never broadcast simultaneously
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Figure 4.15 Carrier Detector/Down-Converter Module

When the L.F. signal is mixed with the locally generated chirp and filtered as shown
in Figure 4.16, beats are produced as discussed i1 Section 4.2 At this point in the
receiver, the signal path is split and applied to both the A/D converter and quadrature
detection circuits. Signals applied to the A/D converter are recorded only when triggered

by the detection of the "probe" signal while those applied to the quadrature detector are
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Figure 4.16 1F. Section

recorded continuously. Quadrature detection is necessary in this system to permit the
spectrum of the demodulated signal, which has a bandwidth of approximately 40 kHz, to
be recorded on the two 20 kHz channels of the digital audio processing unit. It should be
noted that the main A/D channel as well as both the I and Q channels have been filtered to
reduce the effects of aliasing. In the case of the main A/D channel, extensive filtering is
performed with an active filter section having a comer frequency of 50 kHz and roll-off
rate of 80 dB/decade. Fortunately, the filter requirements for the I/Q channels are less
stringent due to the filtering employed in the front end of the SONY PCM-F1 unit. For
these filters, a roll-off rate of 40 dB/decade and comner frequencies of 30 kHz were

selected

A block diagram of the data recording and storage module is shown in Figure
4.17 The analog sigi.al from the LF. section is applied to the A/Iy converter, sampled at a
rate of 200 kHz and stored in binary format on disk. In-phase and quadrature siguals

applied to the SONY digital audio processor are converted into a composite video signal
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Figure 4.17 Data Recording and Storage Module

that is recorded by the VCR. Provisions were made in this system to permit timing
information from the time station CHU as well as the 1.0 kHz time signal from the GPS

receiver to be recorded on the audio tracks of the video tape for indexing purposes.

4.8 Receiver Synchronization

To properly demodulate transmissions, the starting time of the receiver chirp must
be delayed by the expected propagation time, 7, relative to the onset of chirp
transmission. A simple method for generating such a delay is to apply a clock signal of
known frequency to a series of counters and wait for the "count” to reach a certain value
The success of an approach such as this requires that counter initialization and other
associated control functions be performed in synchronism with similar activities at the
transmitter. Since the transmission cycle is derived from GPS timing signals, system-wide
synchronization can be achieved through the use of a second GPS module located at the

receiver.

A simplified block diagram of the delay element is shown in Figure 4.18

Synchronism is achieved by resetting the c~-nter once every 100 ms 1n an identical manner



69

to that outlined in Section 4.6 for the transmitter. The 100 kHz clock signal controlling the
count raic is derived from the 1.0 kHz GPS timing signal using a PLL frequency
multiplication circuit. In the first stage of multiplication, the 1.0 kHz signal is multiplied by
a factor of 10 producing a 10 kHz signal that serves as the frequency reference for the
following stage. In the final multiplication stage, the 10 kHz signal from the previous stage
is multiplied by a factor of 10, producing the desired 100 kHz clock signal. Using this
approach, the delay element can generate delays of up to several milliseconds with a

minimum time resolution of 10 ps. Circuit diagrams for the delay unit can also be found in

Appendix A.
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Figure 4.18 Synchronized Delay Element (after Ohno{27])
4.9 Summary
A complex system for measuring the impulse response of the meteor burst channel
was developed. This system relies on chirp radar techniques to gain insight into channel
impairments such as multipath interference which affect communication system
performance. In addition to impulse response measurements, this system is also capable of

measuring flight-time, path-length and propagation loss. the material presented in this
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chapter discusses all aspects of the instrument which include system fundamentals and
operating modes as well as the hardware required for transmission, reception,
synchronization and recording. Throughout this discussion, block diagrams were
employed to simplify presentation. Detailed schematic diagrams for all hardware
components can be found in Appendix A. Although technically a component of the

receiver, a discussion of the signal processing approach is deferred 1o the following

chapter.




Chapter §

Signal Processing Approach

5.1 Introduction

Measurements of flight-time, path-length, impulse response and path loss all rely
on information obtained from the spectrum of the receiver output signal as previously
discussed in Chapter 4. Having elected to make use of software techniques, the aim of the
work presented here is to justify decisions regarding details of the analysis process. Since
software spectral analysis techniques invariably depend on the use of the Fast Fourier
Transform (FFT) algorithm, issues relating to sequence padding and window selection will
be addressed. The discussion of window selection, however, will be restricted to the
Hamming and Dolph-Chebyshev windows whose performance will be assessed on the
basis of resolution capabilities. Throughout this chapter it is assumed that the data to
which the analysis is applied was obtained from the main A/D channel. Data from the in-

phase and quadrature (I(t) and Q(t)) channels are processed in a simiiar manner.

5.2 Data Padding

The signal available on the main receiver output channel is sampled at a rate of
1,200 kHz by the A/D converter. Since the signal has a duration 7 of 50 ms, this results in
a total of 10,000 samples per sweep. The spectrum of a time-series such as this can be
computed using the Discrete Fourier Transform algorithm (DFT) without alterations to
the sequence length. Unfortunately, the drawback of this approach is that computation of
the Fourier coefficients requires a relatively large amount of computing time -
approximately 10 to 15 minutes per sweep on a 386 personal compute;. Reductions in

precessing time can be attained through the use of a Fast Fourier Transform (FFT)

n




algorithm. However, for the particular algorithmic implementation used in this thesis, the
length of the time series must be a power of 2. Padding the original time senies to satisfv
this requirement causes the FFT to interpolate the amplitudes of spectral components at
frequency increments smaller than the unpadded resolution of the signal thereby producing
a spectrum that is "smoother" in appearance [28]. The advantage of this smoother
spectrum is that peaks and valleys tend to be well defined As a consequence, relatively
simple peak detection algorithms can be employed to extract the desired measures from

the signal spectrum.

Figures 5.1 through 5.4 illustrate the effects of padding on a synthetic recever
output signal representative of the case in which two paths exist between transmitter and
receiver. To facilitate comparison, power and frequency values in each of these graphs
were normalized by their peak power and Nyquist frequencies respectively This series of
Figures shows the effect of padding the original sequence (of iength 10,000) to lengths of
16,384 (2'4), 32,768 (2'%) and 65,536 (2'6) points in order to capitalize on the speed
advantage offered by the FFT algorithm. For simplicity, a Hamming window was assumed
in all cases. As the length of the series was increased, the two peaks were observed to
have becoine increasingly well defined in the sense that their contours possessed fewer
rough ediges. In those cases where the spectral features are well defined, such as those of
Figures 5.3 and 5.4, power/frequency measurements can be obtained by simply examining
the power spectrum in overlapping three point contiguous ctions looking for the
instance in which the middle sample is greater than the two end samples as illustrated in
Figure 5.5. When an event of this type occurs, the desired measurement(s) can be obtained

from the power/frequency information associated with the medial sample.
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A visual comparison of Figures 5.3 and 5.4 reveals only minor differences between their
spectral features and consequently there appears to be little advantage in padding the time
series to a length of 65,536 points. Since one of the objectives is to minimize the
processing time it is desirable to select as short a sequence length as possible. Given the
confliciing needs for minimizing processing time and obtaining well defined spectra!
features, a series length of 32,768 samples was chosen. Although not explicitly measured,
the processing time required to compute the transform for the 32,768 point series using

the FFT1 algorithm was observed to be less than that for processing the 10,000 point series

using the DFT algorithm.
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Figure 8.5 [llustration of the Peak Detection Strategy

5.3 Candidate Window Functions

For the signal processing application being considered, the mosc important
characteristic of the windowing function is its ability to clearly resolve nearby spectral
components. Failure to select such a window reduces the overall resolution capabilities of

the impulse response measurement system, thereby limiting the flight-time and path-length
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differentials that can be observed. In order to achieve good resolution, potential window
functions must possess a narrow main lobe and have low sidelobe levels. Based on the
results of an in-depth comparison of window characteristics by Harris [29]. the Hamming
and Dolph-Chebyshev window functions were sclected as suitable candidates In addition
to its desiral;le spectral characteristics, an attractive feature of the Hamming window is its
case of impler. ntation. Although considerably mor: difficult to implement than the
Hamming window, Fdde [30] and Harris [29] suggest that windows belonging to the
Dolph-Chebyshev family are very well suited to the application under consideration In the
remainder of this section, implementation details fc1 .ne Hamming and Dolph-Chebyshev
windows will be presented and will be accompanied by a disci=v.on and companson of

their spectral characteristics.

The equation de.cribing the Hamming window function in the time or sample

domain is given by Ludeman [28] as:

w[n]=0.54-—0.46cos(-)\27p-i). 0<nsN-I (5.1)

where; w/n/ is the weight of the n** sample and N is the number of samples (length) in the
time series. A graph of the window function in the sample domain is shown in Figure 5 6
To simpiify presentation, a series length of N=50 samples was chosen The spectral
characteristics of this window were computed by first padding the window function to a
length of 1024 samples and then computing its amplitude spectrum using the DFT
algorithm. To facilitate future comparisons with win‘ows from the Dolph-Chebyshev
family, a normalized amplitude and frequency scaling was adopted as illustrated in Figure
5.7. The noteworthy features of this spectrum are the main lobe width and the peak
sidelobe level. Employing a -6 dB criterion to the main lohe measu: ‘ment gives a main
lobe width (single-sided) of 0.0371 units. A measurement of the sidelobe levels reveals
that the peak sidelobe level is approximately 43 dB down f >m the main lobe
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The procedure for generating the sample doiain weighting coefficients for the
Dolph-Chebyshev family of windows is considerably more involved than that required for
the Hamming window. Following the method of Nuttal [31] the weighting coefficients in
the sample domain w/n/ can be obtained from a series of complex coefficients according

to the equations:
w, =Re{e,} 1<2n< -%'- (5.2)
and
N
w,_ =Re{a,, ,} 1s2n-1< = (5.3)

where; the complex coefficients, o, are given by:

a,= F{r,, exp(-j—@—)} n=01, ... L\— -1 . (5.4)
N 2
In equation 5.4, F{} denotes the Fourier transform operation and 7, is a real-valued
coefficient given by:
r, —]%- e, _,(z co{ )) n=01,..., %—l (5.9

where €, is the constant:

1
e.={2" "7 | (5.6)
i

nz1

1,(z) is the Chebyshev polynomia! {Spiegel [32]) of the first kind given by:

5.7)

_ cos(ncos™(z)). 21
(2= {oosh(cosh“(z)) . |2

and z, is a constant given by:

- cont] L cont10°
z, -cosh[N | cos \0 )] . (5.8)
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In equations 5.2 through 5.8, the variable n represents the index number in the sample
domain and N represents the series length. The remaining parameter a (different than «,).
in equation 5.8, controls the ratio of the peak sidelobe level to the main lobe. This ratio in
dB can be compwed according to the equation:
dB=20a . (5.9)

In practice, the weighting coefficients are obtained by applying equations 5.2 through 59
in reverse order. Thus the process begins by selecting the parameter a and then working
backwards through the equations computing r,, o, and finally the desired window

cocfficients, w/n/.

Figures 5.8 and 5.9 show the Dolph-Chebyshev window in both the sample and
frequency domains for o=2.0. As in the case of the Hamming window, the window
coefficients were generated for a time seri's 50 samples in length and were padded to a
length of 1024 samples for spectral calculations. In the spectral plot of Figure 5.9, it
should be observed that the sidelobe level is constant and is equal to the expected level of
-40 dB as predicted by equation 5.9. Although not explicitly shown, an additional
noteworthy feature of the Dolph-Chebyshev window spectra is that the width of the main
lobe increases as the peak sidelobe level decreases. Assuming a -6 dB width criterion, as in
the case of the Hamming window, the main lobe widths for Dolph-Chebyshev windows
having 0r=1.75, 2.0 and 2.25 are given in Table 5.1. Thus, depending on the sidelobe level
selected, main lobe widths narrower than that of the Hamming window can be obtained,
thereby affording the potential to resolve more closely spaced signals (see Table 5.1).
Given that the dynamic range of the receiver is on the order of 30 dB, the Dolph-
Chebyshev window shown in Figure 5.8 with a=2.0 will be assumed for the comparative
resolution study in the following section. Since this window has a narrower main lobe than
that of the Hamming window, better resolution performance is expected. Software for
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generating the weighting coefficients for these window functions can be found in

Appendix B.

Table 5.1 Window Charactenistics

Window Name Peak Sidelobe -6 dB Bandwidth
and Parameters Level (dB) (Normalized Units)
Hamming -43 00371
Dolph-Chebyshev (a=1.75) -35 0.0332
Dolph-Chebyshev (=2.0) -40 0.0352
1 Dolph-Chebyshev (a=2.25) -45 0.0371

5.4 Resolution Testing

The procedure for evaluating the resolution capabilities of the Hamming and
Dolph-Chebyshev windows traces that outlined by Harris[29]. According to this approach,
the spectrum of a signal containing two sinusoids of differing amplitudes and frequencies
is computed after weighting the synthetic signal by the desired windowing function. After
each series of computations, the spectrum is examined to determine if peaks
corresponding to the two sinusoids are clearly distinguishable. Ir the evema that huth peaks
are resolved, the frequency difference between the sinusoids is decreasen and the
procedure repeated. The smallest frequency difference for which the peaks can still be

distinguished is a measure of the resolution capability of the window.

A series of synthetic test signals each consisting of two sinusoids with power levels
differing by 5 dB, frequency differentials of 60, 40 and 20 Hz and random phases were
generated and analyzed using the Hamming and Dolph-Chebyshev windows respectively.
For a frequency differential of 60 Hz, both windows were found to be capable of resolving
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the two sinusoids in all instances investigated. When the frequency differential was
reduced to 40 Hz however, the analysis program employing the Dolph-Chebyshev window
was found to be capable of resolving both peaks reliably while the program employing the
Hamming window could resolve both peaks in only 89% of the cases investigated. By
increasing the frequency differential to approximately 45 Hz, reliable detection of both
peaks could be obtained with the Hamming window. In the final series of tests where the
spectral interval was further reduced to 20 Hz, neither window was found to be capable of
reliably detecting the two peaks. Since the resolution of the Dolph-Chebyshev window
with a=2.0 was found to be marginally superior to that of the Hamming window, it will be
used exclusively in the analysis of data from the impulse response measurement system.
From the analysis of Chapter 4, a frequency resolution of 40 Hz translates into a
differential flight-time measurement capability of 0.8 usec which corresponds to a path-

length differential of 240 meters.

5.5 Summary

In an effort to speed up spectral calculations, the DFT algorithm was replaced by
the more computationally efficient FFT. However, the particular version of the FFT
algorithm used in this analysis requires that the time series be padded such that its length is
a power of 2. Although increased sequence lengths result in smoother spectral features, a
penalty in the form of increased processing time is incurred. As a compromise, a sequence
length of 32,768 samples was selected. Records of this length which were processed using
the FFT algorithm, showed a speed advantage over the DFT approach.

An evaluation of the Hamming and Dolph-Chebyshev window functions revealed
that marginally better resolution could be achieved through the use of the Dolph-
Chebyshev window with a=2.0. This evaluation showed the window resolution to be
approximately 40 Hz, which corresponds to a differential flight-time measurement of 0.8 y
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sec or, equivalently, a differential path length measurement of 240 meters. The Dolph-

Chebyshev window with a=2.0 will be used exclusively in the analysis of data obtained

from the impulse response measurement systcm as discussed in the following chapters.



Chapter 6

Testing and Calibration

6.1 Introduction

Due to the complex nature of the impulse response measurement system, extensive
testing procedures were undertaken to verify instrument operation. In addition to a
thorough testing of the integrated modules comprising the transmitter, receiver, signal
processing and recording systems, procedures were also undertaken to calibrate the
receiver for both path loss and flight-time measurements. Since this system must ultimately
function in a noisy eav.ronment, additional tests were carried out to evaluate the integrity
of measurements made under normal operating conditions. Further assurances were
derived from qualitative experiments in which the "bursty” conditions of the meteor burst
channel were simulated using simple test equipment. Detailed descriptions of these

procedures and their results, are presented in this chapter.

6.2 Transmitter Measurements

A block diagram of the apparatus used to test the transmitter is shown in Figure
6.1. The "transmitter" block in this diagram represents the power amplifier module of
Figure 4.13 while the block labeled “chirp or carrier" represents the chirp generator,
composite signal generator, transmit sequencer and up-converter modules of Figures 4.9
through 4.12. Using this setup, one of several test signals (chirp, carrier or sweep) can be
applied to the transmitter and the output spectrum observed. It should be noted that the
dummy load used in this apparatus permits the input signal to monitored through an
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Chirp or
Carrier I
HPF 85¢6B
oiff———{ Transmitter my Loa Spectrum
Analyzer
HP 836204 |
Sweep
Generator

Figure 6.1 Transmitter Test Apparatus

internal 30 dB attenuator thereby enabling the transmitter to be operated at maximum

power without overloading the input of the spectrum analyzer.

Tests were first conducted with the sv-eep generator connected to the transmitter
input in order to confirm that the filters and power amplifiers were functioning as
designed. For this test, the sweep generator was configured to sweep the frequency band
from 3R.75 to 41.25 MHz with an output power level of 10 dBm. The spectrum of the
output signal observed under these conditions is shown in Figure 6.2. As expected, the
transraitter gain remains relatively constant over the bandwidth of interest (38 to 42 MHz)
and was found to vary by approximately 2.0 dB. According to the graph, the output
power at the band-center (39.75 MHz) is 23.5 dBm. Compensating for the 30 dB
attenuation provided by the dummy load, gives the true transmitter output power as 53.5
dBm or 224 Watts. Aithough the output power leve! is 6.5 dB below the desired 60 dBm
level called for in the design, the spectral measurements of Figure 6.2 indicate that the
power amplifier module was otherwise functioning as designed.

Having v ¢rified the operation of the power amplifier module, the sweep generator
was disconnected and replaced with the unit capable of generating the chirp or carrier
signals. For the case in which only the chirp signal was applied to the transmitter (carrier
signal disabled), the spectrum shown in Figure 6.3 was obtained. Like the spectrum

produced using the sweep generator, the spectral characteristics of the chirp source were
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found to be similar in that both possessed nearly identical gain characteristics in the
frequency band from 38.75 MHz to 41.25 MHz. The single differentiating feature of these
two spectra is the power level of the spurious emissions produced by the chirp source.
Fortunately, however, these out-of-band emissions occiirred only intermittently and when
present, as shown in Figure 6.3, are roughly 20 dB down from the level of the desired
output cignal. In the final case in which only the carrier signal was applied to the
transmitter (chirp disabled) the spectrum shown in Figure 6.4 was obtained. It shouid be
noted that this spectrum is consistent with previous observations in that the levels of the
undesired emissions were again roughly 20 dB below the level of the desired spectral
component. Aside from the previously noted reduction in the output power level and the
presence of low-level spurious emissions, the test results demonstrate that the integration
of the modules comprising the transmission system results in the generation of signals

possessing the desired characteristics.

6.3 Chirp Receiver Measurements

As in the assessment of the previous section, test procedures were carried out to
ensure that the receiver was operating in accordance with the design specifications. Due to
the overall complexity of the receiver these tests were carried out in two stages. In the
first stage of testing, the down-converter module of the chirp receiver was evaluated in
terms of its gain and frequency response characteristics while in the second stage of
testing the 1.F. and synchronization modules were integrated with the down-converter in

order to conduct a qualitative evaluation of the entire receiving system.

Gain and bandwidth measurements for the down-converter section were obtained
using the test set-up illustrated in Figure 6.5. By sweeping the generator frequency over
the range from 38 to 42 MHz, the response characteristics of the amplifiers, filters and
mixers was obtained as shown in Figure 6.6. From the graph, the overall gain of this
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Figure 6.5 Receiver Test Apparatus

section was found to be approximately 88 dB. Although not explicitly shown in the
diagram, a variable attenuator was installed in the amplifier chain of the down-converter
section to prevent amplifier saturation under large signal conditions. For the measurements
shown in Figure 6.6, this attenuator was set to a level 30 dB but can be reduced as
necessary in order to increase the receiver gain. The response characteristics of this stage
show the gain to be relatively constant across the entire pass-band with minor gain
variations of only 1 to 2 dB occurring throughout. According to the graph, the 3 dB
bandwidth of this module is roughly 2.8 MHz which is slightly larger than the desired 2.5
MH:z bandwidth. Furthermore, it should be noted that the frequency components of the
input signal ranging from 38.75 to 41.25 MHz have been successfully translated down to
the 1.0 to 3.5 MHz range as required. These results confirm that the down-converter

section is operating in accordance with the design specifications.

In order to qualitatively assess the operation of the entire receiver, the 1.F. and
synchronization modules were integrated with the down-converter section and evaluated
through on-air tests. The single objective of these tests was to determine if chirp
transmissions could be properly demodulated by the I.F. section. Due to the combined
effects of high output power and stray coupling it was not possible to test the system with
both the transmitter and receiver located within the same room. To surmount these
difficulties the transmitter was installed in a building 1.005 km in distance from the
receiver location (experiment conducted at the CRC complex in Ottawa) as shown in

Figure 6.7. At the transmitter site a horizontally polarized log periodic dipole antenna
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(LPDA) was mounted at a height of approximately 2.5 meters and connected to the
transmitter output via a short length RG8-J coaxial cable. The antenna used at the
receiving site was a discone antenna and was mounted on the roof of building 2B - a
distance of approximately 30 meters from the receiver. This particular antenna was used at
the receiver because of its broad frequency coverage (25 to 1200 MHz) and compact size.
In spite of the physical isolation a residual feedthrough level was observed. A modest
reduction in this level was gained by bonding all receiving system chassis to ground

potential.

1.005 km Discone

Receiver Location
Building 2B

Figure 6.7 Test Setup for "On Air" Receiver Testing

Using this setup, qualitative measurements were made on the main, I(t) and Q(t)
analog channels using an oscilloscope. Sinusoidal signals were observed on all channels
and the frequency of these sinusoids were observed to change in accordance with
variations in the delay time which was manually altered. Although only qualitative in
nature, these observations were sufficient to determine that the LF. section was correctly
demodulating the chirp signal. Quantitative results in which the amplitude and frequency
of these signals are measured is the subject of the following sections in which the
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procedures used to calibrate the receiver for path loss and flight-time measurements are

discussed.

6.4 Path Loss Calibration
The path loss between transmitter and receiver can be estimated through the use of
the link budget equation given by:

L=P+G,+G,-1,-1,-P, (6.1)
where; L is the path loss (dB), P; is the transmitter power (dBm), (i is the gain of the
transmitting antenna (dB), G, is the gain of the receiving antenna (dB), /.; represents the
transmission line losses at the transmitter (dB), L, represents the transmission line losses
at the receiver (dB) and P,, is the power at the antenna terminals of the chirp receiver.
With the exception of the receiver input power, /,,, all quantities on the right-hand side of
equation 6.1 are readily known or can be estimated from existing knowledge of the
transmission system parameters. Since direct measurements of /°,, in an experimental
setting are impractical, it is necessary to establish the relationship existing between the
receiver input and output powers. This, of course, requires measurement of both

quantities during the calibration process.

The experiment. setup used to determine the receiver transfer characteristics is
shown in Figure 6.8. For completeness, calibration measurements were taken for the main
analog output channel as well as the in-phase and quadrature (1/Q) channels although data
from the latter will not be used in the analysis of Chapter 7. To ensure reliable triggering
at high levels of attenuation, the carrier detect receiver was disconnected from the main
power splitter and connected to a separate antenna so that carrier transmissions could still
be received. In this configuration it was necessary to reduce the gain of the RF and IF
sections to prevent the VHF carrier detect receiver from overloading. This was

accomplished using the front panel controls provided for this function. With the chirp
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receiver connected to the discone antenna through the variable attenuator, and the main
output channel connected to the A/D converter as shown in the diagram, a series of
measurements of the receiver output signal were made. For measurements involving the
in-phase and quadrature channels, the A/D converter was disconnected from the main
channel and reconnected to the headphones output of the SONY PCM-F1 unit as
illustrated in Figure 6.8. For all I/Q channel measurements, the output attenuator on the

PCM unit was set to 0 dB and both left and right channel gains were set at maximum (10).

Discone
: Antenna
SONY 23 ADChO
Vaﬂlble PCM'F'
.59 dBm} Atienuator L ® | om 3 A/DChl

i LY!

Power Down LI .
Splitter |—3» Converter —3d IF. | -Mail g Amcho
(3dB) Section Section

Matched Load 5‘9

Figure 6.8 Test Setup for Measurement of Receiver Transfer Characteristics

At each external atten:ator setting, signals on either the main A/D channel or the
in-phase and quadrature (1/Q) channels were digitized and recorded when triggered by the
carrier. Signals on the main channel were sampled at a rate of 200 kHz as previously
discussed in Chaptcr 5, while those present on the I/Q channels were each sampled at a
rate of S0 kHz. Data representing the signal on the main channel were acquired using the
program rddatad.c (see Appendix C) while that from the 1/Q channels was collected using
a slightly modified version of the same program. Due their similarity, the operation of both
data programs can be Jdiscussed with the assistance of the simplified flow-chart shown in
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Figure 6,9 Simplified Flow-Chart of the Data Acquisition Program(s)




Figure 6.9. Once initiated, both programs acquire data until the prescribed number of data
buffers are filled. On completion of this event, the data is written to disk in binary format.
Regardless of source from which the data were recorded, the first 8 bytes of these files
contain the date and time information associated with the recording and have the format
shown in Figure 6.10. The remainder of the information contained in the file represents the
signal samples. In the case of the I/Q channels, the data is stored in multipiexed form
beginning with a sample from the in-phase channel and alternating between Q and I
samples throughout the remainder of the record as illustrated in the diagram. Since the
A/D converter has a resolution of 12 bits, 2 bytes of storage are required for each signal
sample. Combined with the 8 bytes required for the time stamp information, this results in
data files of 20,008 and 10,008 bytes in length for the main and 1/Q channels respectively.
Program execution is terminated when the desired number of files have been recorded.

Measurements of the receiver output power, P, were obtained from tne spectral
analysis of the receiver output signal. In all cases, these estimates were derived from the
power spectrum and were computed by windowing the data with a Dolph-Chebyshev
window (with a=2.0), computing its Fourier transform and finally, computing the square
of the resulting complex values. The receiver output power was then estimated from the
level associated with the largest spectral peak. Source code listings for the main (pceld.<)
and 1/Q channel (igpwr2.for) analysis programs can be found in Appendix C. It should be
noted that in order to use the analysis program iqpwr2.for, the data in the binary file must
first ke converted into ASCII format using the program igbin.c. This conversion program
is also included in the Appendix.

Before proceeding with the calibration measurements, it was necessary to estimate
the power level at the receiver input. Since the antenna was connected to the receiver

through a variable attenuator, the receiver input power can be calculated provided the
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Main Chaunel Record Format VQ Channel Record Format

Byte #1 Yesr Byte #1 Year
Year Year
Month Month
Day Day
Hour Hour
Minute Minute
Secoads Seconds
Byte #8 Hundredths Byte #8 Hundredths
San:ple #1 (Low Byte) Sl ) !
[sample #1 GHigh Byte T
Somple #1 Q Channel
. (Low)
Samgple #1 Q Channel
o {igh)
Sample 10,000 (Low) .
Byte 20,008 [Sample 16,000 (High) *
Semple # 2,500 | Chanel
Sample # 2,500 | Charvel
_(High)
Sample # 2,500 Q
#2.500 Q Channel
Byte 5,008 e

Figure 6.10 Binary Record Formats for Main and 1/Q Channels
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power at the receiving antenna is known. Knowledge of this quantity was obtained by
connecting the receiving antenna directly to the spectrum analyzer input. Under the
conditions shown in Figure 6.7 the power at the antenna terminals was measured to be -59
dBm. In order to simulate the range of signal levels likely to be encountered on the link,
external attenuator settings between 34 and 70 dB were used which resulted in received

power levels ranging from -96 to -132 dBm.

For each external attenuator setting, 10 measurements of the receiver output were
recorded and analyzed as previously discussed. During the processing of the data
inconsistent measurements were found in the data set and were discarded. These
measurements were easy to detect since in all cases, either the power in the main peak was
extremely small or the frequency associated with this peak was found to differ significantly
from the otiier frequency measurements. In all cases however, the minimum number of
usable measurements at a given attenuator setting was 7 for the main channel and 9 for the
I/Q channels. Figures 6.11 and 6.12 show the receiver transfer characteristics for the main
and 1/Q channels respectively. For both sets of measurements, the circles on the graph
indicatc the average value of he 10 measurements made at that particular signal level
while the solid curves indicate the lines of best fit. For the main channel, the equation
relating the output and input powers was found to be:

P, =111.9409P, . (6.2)
where, P, and P,, are the receiver output and input power in 4Bm. Similarly, the
output/input relationship for the 1/Q channels was found to be:

P, =1262+F, , (6.3)
where, all symbols are as previously defined. It should be noted that for receiver input
levels less than -126 dBm, the receiver output level remained relatively constant as a result
of feedthrough effects which could not be eliminated in the test setup. Data corresponding
to these points were dropped from the data sets for both the main and 1/Q channels prior
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to the curve fitting process. It should also be noted that the absolute level of the receiver
output power is fictitious since the actual load resistance was large (typically tens to
hundreds of kilohms), but for processing simplicity unity resistance was assumed and the
power levels normalized by 10> watts giving units of "dBm". Since the relationships
between the input and output powers are now known, equations 6.2 and 6.3 can be soived
in te:ms of the input power, P,,, and substituted into equation 6.1 to obtain equations for

the path loss, L. Carrying out these algebraic manipulations gives:

L=P,+G,+G,,-—L,—L,-—(£°—"—;—;—l—l'—9-) (6.4)

for the main channel and:

L=P,+G,+Gy - L, - Ly —(P,,,~126.2) (6.5)
for the I/Q channels. Realistic values for system parameters of equations 6.4 and 6.5 are
P;=54 dBm (measured), G,=G=7 dB (estimated gain for the LPDA), L,~1 dB and
Ly,=3.6 dB. Assuming these values, equations 6.4 and 6.5 can be expressed in simplified
form as:

L=188.1-11P,, (6.6)
for the main channel and:

L=189.6-P,, 6.7)
for the I/Q channels. It should be noted that there will always be some degree of
uncertainty regarding the “true” path loss as the values assumed for the antenna gains,
feedline losses etc. are only estimates cf the quantities involved.

Throughout the calibration procedure, all attenuation measurements were made
with 7, held constant at 695 us. To determine if the calibration equations were applicable
for measurements made at other delay times, the response of the overall system was tested
using the apparatus shown in Figure 6.13. By replacing the receiver chirp generator unit
with a 1.0 MHz signal source and applying a C.W. signal to the front-end of the chirp
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receiver, frequencies spanning the bandwidth of the LF. unit from 2.0 kHz to 60 0 kHz
were generated. As the source frequency was incremented in 2.0 kHz steps starting from
38.75 MHz, the output voltages on the main, I(t) and Q(t) channels were recorded The
corresponding frequency domain characteristics for these channels are shown in Figures
6.14 and 6.15. For the main channel, the gain was observed to be relatively constant over
a 40 kHz bandwidth while the gains of both the I(t) and Q(t) channels were observed to be
constant over a 20 kHz bandwidth. As a consequence of these results, the calibration
equations for the main and 1/Q channels are valid for measurements made at other delay

times.

Oscilloscope
Figure 6.13 Test Setup for LF. Section Bandwidth Measurements

6.5 Flight-Time Calibration
The flight-time between transmitter and receiver is given by (see Chapter 4).

T,=T,+ 1—;—’— (6.8)

whose application requires knowledge of the system parameters 7, £, and  as well as the
receiver output frequency, /. in order to verify the time/distance measusements of the
instrument, an experiment was conducted wherein the delay times (7,) between the
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start of the chirps of the transmitter and receiver were varied. As these delay times were
changed, the frequency of the receiver output signal also changed and the variations were
recorded. For this experiment, the apparatus and geographical setups shown in Figures 6 8
and 6.7 were used. Under these conditions the distance between transmitter and receiver is
constant and hence the propagation times computed using equation 6.8 sh.uld be identical
for all delay time settings.

For each of the delay time settings a total of ten frequency measurements were
made and averaged to obtain a single estimate of the "true” output frequency from which,
an estimate of the propagation time was deduced. The propagation times determined in
this manner are shown in Figures 6.16 and 6.17 for the main and 1/Q channels respectively.
It should be noted that in the case of the I/Q channels, values for delays ranging between
595 usec and 1195 usec were used since delays above and below these values produced
signals that were outside the bandwidth of the recording system. Since the distance
between the transmitter and receiver was measured to be 1.005 km, the truc propagation
time can be computed using:

T =

po

o8

=3.35(usec) , (6.9)

where; 7. is the true propagation time, d is the separation distance and ¢ is the speed of
light in a vacuum. From the graphs showing propagation time as a function of the delay
time (Figures 6.16 and 6.17) it is obvious that the measured propagation times are greater
than the true propagation time and this difference is due to the delay time introduced by
the receiver. Therefore, a receiver delay time can be associated with each propagation time
measurement and computed according to the equation:
Lu=T,-T, (6.10)

where the index, £, indicates the flight-time at the &** delay time setting. Since the receiver
delay times, T, change very little over the range of delay times (7,) the 7, values were
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averaged to obtain a single estimate of the receiver delay time. That is:

o

=—]—1,—Z(T,,—Tm) . (6.11)

k=)

where; N is the number of delay times for which measurements were made and all other
symbols have their usual meanings. Following this analysis, the receiver delay times were
found to be 3.923 psec and 4.764 usec for the main and 1/Q channels respectively
Recognizing that the propagation time is simply the sum of the receiver delay time and the

true flight-time, equation 6.8 can be modified and rewritten as:

T,=T;—T;,+f;f" . (6.12)

Thus flight-time measurements can be obtained using equation 6.12 in conjunction with
the system parameters u=5x107 (Hz/sec), f,=12 kHz, 7,=3.923 or 4.764 psec and the
delay time setting, 7. It should be noted that the oscillations in the data of Figures 6.16
and 6.17 are likely the result of small delay differentials introduced by the delay element.

The analysis software from which the frequency measurements were obtained
operates in an identical manner to that used in the previous calibration procedure. For the
measurements taken on the main channel, the program pcald.c is used and the output
frequency was determined by manually averaging the 10 individual frequency
measurements made at each of the delay time settings. Depending on the magnitude of the
delay setting, the receiver output frequency given by:

s =so+ul7,-7,) (6.13)
can take on negative values for delay times, 7, greater than =243 pu sec. Since the time
series is real valued, the analysis program cannot distinguish between positive and negative
frequencies and the sign associated with a particular frequency measurement must be
taken care of manually when computing the propagation times during the analysis. For
measurements made on the 1/Q channels the time series is complex-valued and the analysis
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program iqfrq.for performs the frequency averaging automatically and returns a signed
frequency measurement. The sign associated with each of these measurements indicates
whether the frequency component is greater or less than the center frequency (f.) of the
spectral range recorded on the in-phase and quadrature channels. In order to determine the
propagation time, the frequency measurements must first be transformed through the use
of the equation:

S=S+Su (6.14)
where; fis the "true” receiver output frequency, £, is the center frequency (35 kHz for this
experiment) and f,, is the frequency measured by the analysis program. Once the true
receiver output frequency is known, its sign must be accounted for as previously discussed
and the remainder of the analysis follows that carried out for data collected from the main
output channel. Source code listings for both analysis programs as well as a discussion of
the quadrature recording system can be found in Appendix C.

6.6 Burst Testing

Throughout the test procedures in the previous sections paths between transmitter
and receiver were continuously available and the system was constantly supplied with
carrier pulses of sufficient strength to trigger the recording instrument. In the actual
operating environment, however, the transmission path only exists for a short period of
time - typically 0.5 to 1.0 second - during which the system must be capable of triggering
and recording information. To test this aspect of system operation, a relay controlled by a
pulse generator was used to simulate the brief duration of a path between the transmitter
and receiver. A block diagram of the setup is shown in Figure 6.18. When manually
activated by the push-button switch, the one-shot device generates a pulse having a width
of approximately 600 ms which in turn energizes the relay thereby connecting the antenna
to both the carrier detect and chirp receivers. In the quiescent state, a 50 Q load is
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connected to the attenuator input representing the absence of a suitable path between

transmitter and receiver.

Matched
Discone
- Antenna
e AD Tm; ::sdﬂueope
External Trig

-« e Attenuator 1 Reclever(s) lers
| Main Channel

| Switch
L ] One —
Shot __,.

Figure 6.18 Burst Simulation Apparatus

During this qualitative experiment, the relay was energized several times. Upon
detection of the carrier signal, the oscilloscope was triggered and the receiver output
signal from the main channel was displayed on the oscilloscope. These observations were
sufficient to deduce that the system was capable of triggering and recording data under

conditions likely to be encountered on a typical meteor burst link.

6.7 Noise Floor and Measurement Reliability

Measurement reliability is closely related to the signal-to-noise ratio (SNR) at the
receiver output. In instances when the SNR is large, typically greater than 10 dB.
measurements may be interpreted with great confidence, while those made under
conditions of low SNR must be treated with cautior. In this section, the procedure used to
estimate noise floor of the system will be discussed and the results used to establish an

upper bound on the path loss that can be measured with the CHIRP system.

Due to localized variations in the radio noise environment, it was necessary to

measure the receiver output noise with the receiver located at Elginfield - the intended
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operating location. Since the objective of these measurements was to measure the
background noise, the transmitter (still located in Ottawa) was modified to transmit only
the “probe” signal. When trails of suitable ionization and orientation were present, the
recording system was triggered and the noise signals present on the main channel were
digitized and recorded on disk. Since only data from the main receiver output channel will
be analyzed in Chapter 7, no noise measurements were made for the I/Q channels.

A total of 50 noise measurements were made on the main output channel for
purposes of establishing the receiver noise floor. The power spectra of four such
measurements are shown in Figure 6.19. From these graphs, the noise power was
observed to be relatively constant over the receiver bandwidth and a noise threshold of -17
dBm was chosen s0 as to be greater than the largest spectral peak encountered in the
ensemble of noise recordings. Using this figure as a representative value of the noise
power and combining it with the expression for the path loss (equation 6.6) the signal-to-
noise floor ratio was computed as a function of the path loss as shown in Figure 6.20. It
should be noted that in the analysis of the data in following chajter, an additional 3 dB is
added to the noise floor to ensure that all spectral components used in the analysis possess
a minimum signal-to-noise floor ratio of 3.0 dB. Thus the largest path loss that can be

measured while maintaining a 3 dB signal-to-noise floor ratio is approximately 202 dB.

6.8 Summary

Extensive testing of the transmitter and receiver showed both systems to be
operating within the boundaries of the design specifications. Measurements of the
transmitter output spectrum showed the transmitter output power to be lower than desired
and also revealsd the presence of low-level spurious emissions. Neither of these
shortcomings however, are expected to have any discernible effect on system operation.
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Tests of receiver performance indicated that the receiver possessed good overall gain and

frequency response characteristics.

In order to attach significance to the data collected by the system it was necessary
to undertake a series of experiments aimed at calibrating the receiver for both path-loss
and flight-time measurements. From these experiments, relationships were developed for
transforming power and frequency measurements at the receiver output into path-loss and
flight-time information. These experiments also served to verify the operation of the entire
measurement system. Measurements of the channel characteristics and their interpretation
will be the topic of the following chapter.




Chapter 7

Experimental Results

7.1 Introduction

In this chapter, data from the impulse response measurement system will be
analyzed-to assess the characteristics of the meteor burst channel. For this experiment, the
measurement system was deployed with its transmitter located on the CRC complex in
Ottawa and its receiver located at the interferometer receiving site at Elginfield, near
London. Due to similarities in the link geometry of the CHIRP and interferometer systems,
path loss and flight-time measurements from the two systems will be compared (where
possible) to test the validity of the experimental results. Additionally, the multipath
characteristics of the channel will be assessed in terms of the temporal extent of the power
delay profile as well as the number of paths between the transmitter and receiver.
Parameters extracted from the power delay profile will then be used in conjunction with
the discrete multipath model to appraise the effects of multipath interference on the
frequency response characteristics of the channe!. As stated previously in Chapter 6, all
CHIRP system data used in these analyses was obtained exclusively from the main receiver
output channel.

7.2 Path Gain and Flight-Time Measurements

Path loss and flight-time measurements can be cbtained from the raw data of the
CHIRP system, through the application of equations 6.6 and 6.12 from the previous
chapter and knowledge of the delay time setting, 7, which for this experiment, was set to
a value of 2.075 ms. Throughout this senes of tests, data from the main receiver output

11
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channel was collected using a modified version of the data collection program previously
discussed in Chapter 6. Analysis of the propagation data was carried out using the
program plfinp.c whose operation is outlined in the flow chart of Figure 7.1. As in the
analysis of the calibration data, the power spectrum of the receiver output signal is
computed after windowing the data with the Dolph-Chebyshev window having o=2.0.
Unlike the analysis of the previous chapter, however, the spectral components are
compared against a noise floor threshold prior to the application of the peak detection
algorithm. Spectral components whose power levels are less than the noise floor threshold
(-14 dBm) are ignored while those exceeding this level remain unaltered. At this point in
the analysis, the peak detection algorithm of Chapter S is applied and the path gain and
flight-time information associated with each of the spectral peaks is computed and written
to the analysis output file. A source code listing of the data analysis program (plftnp.c) can
be found in Aopendix D.

Since several measurements can be recorded during the passage of a single burst,
consecutive path gain/flight-time profiles may be combined to obtain a three-dimensional
representation of the channel behavior over the lifetime of the ionized trail as shown in
Figures 7.2 through 7.5. In each of these plots, the profile orientation has been adjusted so
as to provide the best possible view of the multipath features. The values along the sweep
number axis in these diagrams serve as an index through which the individual profiles may
be identified. Because of the cyclic nature of the chirp transmissions, the time interval
between consecutive indices along the sweep axis is 100 ms. From the graphs it can clearly
be seen that the dominant path is usually accompanied by one or several weaker paths
which firmly establishes the presence of multipath interference. In the majority of cases,
the gains associated with these additional paths are on the order of 10 dB below that of
the main path. However, in rare instances the gains associated these secondary
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paths have been observed to differ by much smaller amounts typically 3 to 4 dB. A more

detailed investigation of multipath properties follows in Section 7.3.

The meas... ement of flight-times associated with the dominant path of each profile
(within an individual burst) revealed this quantity to be invariant throughout the duration
of a particular burst. A summary of the flight-times and corresponding path-lengths for the
dominant path of each of the four bursts is given in Table 7.1. Assuming a link geometry
with a midpoint reflection at an altitude of 100 km and a separation distance of 500 km,
gives a path-length of 539 km and a flight-time of:

539x10°
T =—=——""— =1.797 (ms 7.1
r 3x10* ! (ms) .1

which is consistent with the flight-time and path-length measurements given in the Table.
These flight-time measurements are also consistent with those estimated from the
interferometer data which were found to range from approximately 1.8 ms to 2.5 ms.
Although not shown in the table, a manual examination of the flight-times revealed all
values to be in excess of 1.8 ms with a maximum flight-time of roughly 2.01 ms. Path loss
measurements fc. the bursts of Figures 7.2 through 7.5 yielded values that were consistent
with the range of path losses (150 to 185 dB) calculated using the data from the
interferometer system. This observation was found to be true of all loss values measured
using the CHIRP system.

To further establish the validity of these measurements, burst recordings common
to both the CHIRP and interferometer systems were scrutinized for similarities. Due to
differences in power levels and antenna systems, meteor trails were not always visible to
both instruments at the same time thereby resulting in only a few simultaneous recordings.
Identification of these recordings was further complicated by time differences in the clocks
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Table 7.1 Summary of Dominant Path Measurements

Flight-Time (ms) | Path-Length (km)

1915 §74.5

1.882 564.6

1.837 $S1.1

1.848

used by the two systems. Prior to February 12, 1994, the CHIRP system clock was noted
to be roughly 1.5 minutes in advance of the interferometer system clock. Taking this into
account, Figures 7.6 through 7.9 show simultaneous path gain measurements for four
separate bursts; the first three were recorded on January 26, 1994 and the fourth was
recorded on January 30, 1994. In each of these recordings, the path gain measurements
from the CHIRP system were observed to be roughly 3 to 5 dB greater than those
obtained from the interferometer system. This discrepancy is attributed to 87 MHz
difference in the operating frequencies of the two systems. For a frequency differential of
this magnitude, the relative performance curve of Figure 2.2 predicts that a gain penalty
on the order of 5 dB should be incurred by the measurement system operating at the
higher frequency. An additional advantage of these simultaneous recordings is that the trail
altitude can be deduced by combining direction information from the interferometer
system with path length measurements from the CHIRP system Since echo direction
(a,b,c), separation distance (d) and path length (#,) are known, equation 3 S can be solved

in terms of the altitude (z,) giving:

z, = l —_ (7.2)
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Applying equation (7.2) to the experimental data for the bursts shown in Figures 7.6
through 7.8 and assuming a separation distance of 500 km resulted in altitudes ranging
from 92.5 km to 118 km all of which lie within the currently accepted altitude range of 80
to 120 km. A summary of parameters for these three bursts can be found in Table 7.2.

Table 7.2 Parameters and Altitudes for Bursts 5-7

P, (km) a b c
5504 | 0.8100 | 0.2924 | 0.5084
5586 | 0.8186 | 0.0676 | 0.5704
5564 | 0.7705 | -0.1773 | 0.6123

Unfortunately, in the case of the fourth burst (Figure 7.9) the interferometer
measurements contained no direction information and consequently, an altitude calculation
was not possible. Based on these findings and those discussed in the previous paragraph, it
would appear that the CHIRP system measurements are reasonable in that they are
consistent with previously known theoretical and empirical results.

7.3 Muiltipath Characterization

A visual inspection of Figures 7.2 through 7.5 clearly reveals the presence a
dominant path accompanied by one or more secondary paths that are separated by
relatively small flight-time differentials ranging from several hundreds of nanoseconds to
several micioseconds. The easiest way in which to characterize the multipath nature of
these recordings is by simply counting the number of paths resolved by the analysis
software. It should be noted that the true number of paths may actually be greater than
this number due to the resolution limitations of the analysis program. For the propagation
data collected on the first two days of a ten day recording period (December 17 and 18,
1993), the results shown in Table 7.3 were obtained. These results show that in 97% of
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the recordings investigated the channel conditions were such that there were no more than

two paths between the transmitter and receiver which suggests that adverse effects due to

multipath interference may be relatively infrequent.

of Path Count Measurements

Table 7.3 Su
I Date 1 Path | 2 Paths | 3 Paths | 4 Paths | S Paths | Total
19931217 | 113 38 2 1 0 154
19931218 | 168 69 8 1 0 246
l Combined | 281 107 10 2 0 400 l

The multipath nature of a communications channel is frequently described in terms
of its rms delay spread {25,33,34] which is in essence a measure of the width of a power
delay profile. In the context of ...e work presented here, a power delay profile is the power
spectrum of the receiver output signal and is intimately related to the gain/flight-time
profiles shown in Figures 7.2 through 7.5. Studies investigating the effects of multipath
interference on the performance of communication systems in both indoor and mobile
environments have found the signaling rate to be primarily dependent on the delay spread
of the channel [34,39,40]. The delay spread, S (seconds), is defined as the second central
moment of a power delay profile and is computed according to the equation (Eriksson
[25], Cox [33)):

f;(n—D)’P(r,) "
f‘,l’(n)

k=1

where; P(1,) is the power level at the & delay sampling time and D) is the first moment of

S= (7.3)

the profile, or average delay time (seconds), and is given by:
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31, P(r,)
D= %——— . (7.9)
EP(r.)

Once representative values of the delay spread are known, the maximum transmission rate

that can be supported by the channel can be roughly estimated using (Saleh [38]):
R, =—— (7.5)
=108 )

where R,,,, is the maximum transmission rate (bps) and S is as previously defined.

In order to develop a "feel” for the factors influencing the magnitude of the delay
spread measurement, consider the simplified example in which the power delay profile
describing a two path link is given by:

P(z,)=R &z, -1)+P ¥, - 1) (7.6)
where; P(1,) is the power delay profile, P, and P, represent the power levels at delay times
7, and 7, respectively. Applying equations 7.3 and 7.4, to this particular profile results in
the equation:

$*= [:’ ﬁ:)r’ +(%-%:-)r’ -2 P}: LA (7.7)
where the symbol P; represents the total power which is simply the sum of the individual
powers (P, and P,) associated with each of the ray paths. By letting:

P PR

A=-L-2 P (7.8)
T
_pB_F .
RTE )
c=244 (7.10)

F
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and
T,=T7,+0 (7.11)
equation 7.7 can be simplified and rewritten as:
§? =B[6’+(2Br‘;Ct')6+(A+B;( )q] (7.12)

where & represents the time differential between the path flight-times, 7, and T1,.
Fortunately, the constant and linear terms in equation 7.12 both reduce to zero giving:
S=JB§. (7.13)
By making use of one additional substitution, namely:
P, =kP, (7.14)
it can be shown that the constants A and B are equal and can be expressed in terms of the
ratio k as:

k

A=B=——s (7.18
(1+k) )
which allows equation 7.13 to be expressed in its final form as:
vk
§=—=6. 7.16
(1+4) (7.16)

From this equation, it can easily be seen that the delay spread is dependent only on the
ratio of the ray powers, k, as well as the flight-time differential §. Consequently, for a fixed
k value the delay spread increases linearly with increases in the flight-time differential &.
While the preceding discussion is true for simple power delay profile assumed at the
outset, it is also applicable to more realistic delay profiles such as those illustrated in

Figure 7.10 (a-c). Using this measure to compare profiles (a) and (b) would result in
profile (a) having a larger delay spread than profile (b) due to the larger total power
contained in the region about the secondary peak in profile (a). A comparison of profiles
(a) and (c) however, would result in profile (c) having the larger delay spread than (a)
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simply due to the fact that the secondary peak in profile (c) is separated from the dominant
peak by a larger flight-time differential than in profile (a).

FYR Ay | | Aty |
@ (®) ©
Flight-Time (ms)

Figure 7.10 Power Delay Profiles and Delay Spread

In order to provide useful information about the multipath nature of the channel,
measurements obtained through the application of equations 7.3 and 7.4 to the CHIRP
system data must yield consistent results under similar conditions. For example, under
those conditions where only a single path exists between transmitter and receiver, all delay
spread measurements should be identical and independent of the absolute values of the
received power and flight-times. To assess the consistency of this measurement a
computer simulation approach was adopted in which the delay spread for a power delay
profile representing a single path between transmitter and receiver was evaluated under
conditions of varying power and times-of-flight. A flow chart outlining the simulation
strategy is shown in Figure 7.11. At each power level selected, the frequency of the
sinusoid representing the path between transmitter and receiver was increased in 10 small
steps so that spreading induced by FFT leakage effects could be assessed. The total power
and delay spread measurements at each of these frequencies were then averaged and
written to the output data file. Based on the simulation results shown in Figure 7.12, direct
application of the delay spread measurement according to equations 7.3 and 7.4 results in
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Figure 7.11 Flow Chart of the Delay Spread Simulation Program
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delay spread measurements that are clearly dependent on the total power of the delay
profile. As a result of this dependency, additional precautions must be taken to ensure that
comparisons made on the basis of delay spread measurements reflect a fair assessment of

the channel impairments arising from multipath effects.

One of the implications of equation 7.16 is that regardless of the £ value or the
total power, P,, the entire family of curves intersect at a common point for which $=0
when the flight-time differential is zero. When this occurs, the power delay profile of
equation 7.6 can be treated as having a single path with a total power equivalent to the
sum of the individual powers P, and P,. The simulation results for the single path case
(see Figure 7.12) which are representative of this situation show that the delay spread
measurements take on values other than =0 and vary depending on the power level. The
implication of this result is that delay spread measurements made on experimental data
should be referenced to the simulated delay spreads having the same power level. That is:

Sg =8, -5; (7.17)
where; S, is the estimate of the delay spread due to the channel, §,, is the delay spread
measured by the analysis software and S; is the delay spread of the simulated signal
possessing the same total power as the signal from which §,, was measured. Since it is
likely that there is always some level of multipath interference present, albeit small, it is
expected that all experimentally measured delay spreads should be greater than the
simulated delay spread for the single path case having the same total power. For ease of

comparison, a piecewise linear approximation of the simulation results of Figure 7.12 has
been plotted along with the delay spread measurements for the London-Ottawa link made
on December 17, 1993 as shown in Figure 7.13. In all but a few cases, the experimental
delay spreads were found to be greater than the simulated values supporting the notion
that there is always some degree of multipath interference being introduced by the channel.
For those few instances where the delay spreads were found to lie below the simulated
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delay spread curve, the differences between the measured and simulated values were found
to be on the order of 10.0 ns - a level of error that is acceptable given that the delay
spreads associated with serious multipath interference are expected to be on the order of
several hundred nanoseconds.

While the applicability of equation 7.17 appears to be intuitively obvious, further
evidence was sought to defend its use. Using a simulation strategy similar to that outlined
in Figure 7.11, a series of synthetic multipath signals were generated having 2 paths,
different k values and total powers. The delay spreads of the resulting power delay profiles
were then comnputed according to equation 7.17. Since the parameters of the simulation
were known, it was also possible to compute the theoretical delay spreads of these profiles
using equation 7.16 which could then be compared with the delay spread measurements
rewurned by the simulation. The results of this experiment are shown in Figure 7.14 for
three different k& and four different power levels. Simulation resuits shown in the graph
suggest that for power levels greater than 3 dBm, the delay spread measurements are
independent of both the total power and & values and consequently the degree of
spreading introduced by the channel can be estimated by means of equation 7.17. An
additional benefit of these simulation results is that the relationship between the measured
and theoretical delay spreads can be determined if desired. In this work however, no use
will be made of such a relationship as the main interest is that of observing the variability
of the delay spread measurements.

Statistics describing variations in the delay spread were computed from the
measured values S,, after first subtracting the simulated delay spread (at the same power
level) from the measured value as discussed in the previous paragraph. With the delay
spread measurement. (5;) in hand, the delay spread distribution for the days of December
17-20, 1993 and January 26-27, 1994 was computed and is shown in Figure 7.15.
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According to these statistics, in 90% of the measuremenis the delay spread was found to
be less than 100 ns and in 99% of all measurements the delay spread was found to be less
than 400 ns. While the majority of all delay spread measurements tend to be less than 400
ns, in several rare instances delay spreads ranging from 1.0 to 7.0 us have been observed.
Statistics indicating similar findings have been reported by Eriksson [25]. In light of this
evidence, it would appear that trail conditions conducive to large degrees of multipath
interference are relatively infrequent.

7.4 The Impuise and Frequency Response Functions
A model frequently used to describe the multipath channel is the discrete multipath
model for which the complex impulse response is given by:
N
h(1)=Y B, 8t-1,) e (7.18)

&=
where fi; represents the path attenuation, 1 is the path delay and ¢ is the phase shift due
to the scattering/reflection process, N represents the number of paths from transmitter to
receiver, and k is the path number. Using this model, the frequency domain transfer
function for the multipath channel can be obtained by computing the Fourier Transform of
equation 7.18. That is:

H(w) = F{n(1)}. (7.19)
where the F{}operator denotes the Fourier Transform operation. By making the
appropriate substitutions, H(w) becomes:

H(w) = I(gp, t-1,)e" )e"" dr. (7.20)
which, after simplification, can be written as:

H(m):f‘,ﬂ,el“""‘". (7.21)

k=]
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When only a single path (NV=1) exists between transmitter and receiver (i.e. no multipath
interference) the amplitude and phase responses of the channel are:
|H(w)| =B, (7.22)

and

ZH(w)=¢, -owr, (7.23)
Under conditions such as these, the amplitude response is independent of the operating
frequency and consequently the channel imposes no bandwidth limitations Furthermore,
since the amplitude response is constant and the phase response is a linear function of
frequency, distortionless transmission can be achieved. When a second path between
transmitter and receiver is introduced (N=2), the amplitude and phase responses for the
channel become:

|H(w)|=[B: +B: +2B,8, col ¢, - . +alr. - 7,))]' (7.24)
and
— ot Bisinn, + B, sinn,
“ H(“’) = [BI cos?), + B, cosn, ) 729

where; 1, and 1, are given by the expressions:
n =¢ -wr (7.26)

n,=¢,-01, . (7.27)

Under these conditions the channel gain function contains periodic oscillations, the
frequency of which is proportional to the time differential between the propagation times
(7,-1,) of the two paths. The magnitude of these oscillations is related to the product of
the gains associated with each of the two paths. Depending on the magnitude of these
fades, errors in transmission may occur. In the general case in which potentially N paths
exist between transmitter and receiver, the amplitude and phase responses of the channel
can be computed using:
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i
N N
|H(w)|=] Y B; +23 B.B, cos(n, - n,) (7.28)
B
and
iﬁk sin 1,
ZH(w)=tan"| £2— (7.29)
ZB& cos1n,

k=t

where all symbols are as previously defined.

Transfer function calculations based on the discrete multipath model of equation
7.18 require that the model parameters B,, 1., and ¢, be extracted from the experimental
data. Fortunately, the first two parameters are readily available from the CHIRP
measurements and the remaining parameter, ¢, is assumed to be a random variable
uniformly distributed on the interval [0,2xr). The justification for this assumption is that
phase shifts resulting from the reflection/scattering process are likely to take on a
particular phase shift with equal likelihood thereby resulting in a phase angle that is
uniformly distributed. For presentation purposes the frequency response profiles shown in
Figures 7.16 through 7.19 have been normalized to the gain at the channel center which
corresponds to a frequency of 0 Hz Since the theoretical resolution of the impulse

response measurement system is 400 ns, the corresponding bandwidth over which these

calculations are representative of the true channel behavior is 2.5 MHz, or equivalently, a
frequency range of -1.25 MHz to 1.25 MHz about the channel center.
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Using the multipath measurements from the path gain flight-time profiles (Figures
7.2 through 7.5), the frequency response profiles shown in Figures 7.16 through 7 19
were obtained. In the first two instances, the gains of the secondary rays were noted to be
approximately 10 dB below that of the main path and consequently the magnitude of the
variation observed in the frequency domain was observed tc be on the order of 5 dB.
Similar results can be observed in Figure 7.18. In this case however, a large null occurs in
the transfer function profile due to what appears to be a large fade in signal strength The
magnitude of this fade however is constant over the entire frequency band of interest
Figure 7.19 illustrates the range of frequency selective fading that can occur under
multipath conditions. Frequency domain variations on the order of several dB (excluding
broadband fades) typical of those observed in the previous figures dominate the profile,
however, at the time corresponding to the 6t sweep two paths with nearly identical gains
have evolved, producing nulls on the order 15 to 20 dB to appear in the profile. It is likely
that during fades of this order of magnitude a relatively large increase in transmission
error. would be observed. It should be noted that at the start of this profile, the presence
of 4 paths has only a minor effect on the degree of frequency selective fading due to the
relatively small gains associated with these secondary paths. Given that in the majority of
cases only a single path exists between transmitter and receiver, it is unlikely that
multipath effects will seriously limit the data rate that can be supported by the meteor
burst channel.

7.5 Doppler Effects

The influence of Doppler shift on measurements from the CHIRP system is such
that it will serve to cause small variations in the frequency(ies) present in the receiver
output signal. Since the receiver output frequency and the flight-times are intimately
related, the presence of a Doppler shift should manifest itself (if sufficiently large) in the

form of flight-time variations over the period of a particuler burst. Because of
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measurement limitations, Doppler shifts of the magnitude reported by Eriksson [25] (5
Hz) cannot be reliably detected. Observations of flight-time variation during those bursts
for which multiple recordings were obtained revealed little variation in the flight-time and
this suggests that the magnitude of the shift (if any) was beyond the measurement

capabilities of this system.

7.6 Summary

Path loss and flight-time measurements obtained from the impulse response
measurement system were found to be consistent with similar measurements derived from
the interferometer data. In those instances where simultaneous recordings were available,
path loss measurements from the CHIRP system were found to be 3 to 5 dB better than
those computed from the Elginfield data. The differences between these loss values is
reasonable and is attributed to the 8 MHz difference in the operating frequencies of the
two measurement systems. Additionally, flight-time measurements from both systems

were found to agree.

Measurements aimed at determining channel impairments revealed that in the
majority of instances, the degree of multipath interference appears to be relatively smalil.
This conclusion is supported by experimental results which show that the number of
instances in which two or more paths occur are relatively infrequent relative to the numbcr
of instances in which only a single path was resolved. It should be noted that in those
cases where only a single path was resolved, the potential exists for unresolved rays to
exist in close proximity to the dominant ray. To further identify and compare the effects of
multipath interference, the delay spreads of the power delay profiles were computed. The
results of this analysis showed that in the majority of cascs tiie delay spreads for most
bursts is relatively small ranging from 10's of nanoseconds to as much 400 ns. Only in rare

instances were large delay spreads on the order of several microseconds observed.
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Using the discrete multipath model, the frequency domain transfer functions for
several bursts were computed. In all instances, small nulls several dB in depth were
observed. Under severe muitipath conditions, however, the depths of these nulls were
found to increase to between 15 and 20 dB. Since the multipath conditions responsible for
such events appear to be relatively infrequent, it is unlikely that these impairments pose a
significant threat to the success of digital communications systems. It should be noted that
in the four bursts examined in detail, the channel characteristics for the most part appear
to be stationary throughout the duration of the burst. A complete summary of results and

their significance are the subject of the following chapter.



Chapter 8

Summary, Conclusions and Recommendations

The propagation losses encountered on the London-Ottawa link were determined
experimentally to range between 185 and 151 dB - a result which was found to lie within
the range of values calculated for a 500 km path. Although these values are reasonable, it
should be noted that their range is artificially limited by the equipment sensitivity. A
statistical treatment of these measurements found that on average, the path loss was 181
dB and that in 90% of all observations the path loss was found to range between 185 and
170 dB. In practical systems, the effects of these losses could be reduced through the use
of high-gain directional antennas, increased transmitter power and to a certain extent, by
selecting as low an operating frequency as possible for the application under
consideration. It should also be noted that the range of losses measured for the London-
Ottawa link are expected to be typical of those experienced on other links spanning the

same distance.

Further analysis of the interferometer data showed the meteor arrival rate to be
variable throughout the day with peak meteor activity occurring in the early momning
hours, around 6:00 local time and the lowest meteor activity occurring in the evening,
around 18:00 hours. For the months of March through December 1991, the mean hourly
rate was estimated to range from 14 to 18 meteors per hour which equates to between 336
to 408 usable meteors on a daily basis. In addition to arrival rate variations, diurnal trends
were also observed in the hotspot locations which were noted to form on either side of the

great circle path between the transmitter and receiver. To capitalize on these locations,
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directional antennas capable of selectively illuminating either side of the GCP are clearly
advantageous. Due to the range of spatial locations associated with these trails, the flight-
time between transmitter and receiver is variable and may, depending on the magnitude of
the variations, affect the manner in which link synchronization is achieved. The flight-time
statistics for this particular link showed that in 90% of all observations the flight-times
varied from 1.8 ms to 2.5 ms with an average flight-time of 2.1 ms and a standard

deviation of 0.5 ms.

In the absence of a suitable engineering model describing the arrival rate and
duration of both overdense and underdense trails, estimates for the average waiting time
and burst duration were deduced from experimental results. Using recordings from the
interferometer system, the mean time between arrivals and average transmission time were
found to be 3.5 minutes and 0.5 seconds respectively. By assuming these values and a
transmission rate of 4800 bps, the average throughput for the current London-Ottawa link
was estimated to be 11.4 bps. Although a throughput of this magnitude is small, on a daily
basis a total of 123.1 kbytes can be transferred over the link. In applications such as
remote monitoring where perhaps, a maximum of 10 measurements of some slowly
varying quantity are taken per hour, the throughput of this meteor burst link is more than
sufficient to satisfy the telecommunications needs for this particular service. An additional
application well suited to meteor burst communication is that of long distance vehicle
tracking, where the information to be exchanged consists only of the vehicle location (as
determined by LORAN or GPS) and identification. Throughput increases are achievable
and can be realized by increasing the transmitter power and signaling rate.

To assess the effects of multipath interference, a system was designed and
constructed to permit measurements of the channel impulse response, path loss and flight-
times. The path loss and flight-time measurements obtained from this system were found



140

to be consistent with those estimated from the interferometer data. Furthermore, by
combining direction measurements from the interferometer system with simultaneous path
length measurements from the CHIRP system, the trail altitudes could be deduced. For the
three simultaneous recordings investigated, these measurements yielded altitudes of 92.5,
106.5 and 118.4 km which are within the accepted altitude range of 80 to 120 km. A
multipath characterization of the impulse response measurements revealed that in the
majority of instances only a single path exists between the transmitter and receiver. Delay
spread measurements confirmed the presence of multipath interference and showed that
for 90% of all trails, the delay spread is less than 100 ns. Using parameters extracted from
the impulse response measurements, the frequency response profiles for several bursts
were computed. In three of the profiles investigated, the effects of multipath interference
were relatively small, and produced gain variations on the order of 3 to 5 dB within the
2.5 MHz passband. In the fourth profile however, the effects of multipath interference
were more pronounced and deep nulls on the order of 20 dB were observed. Given that
the majority of measurements indicated only a single path, it is unlikely that the channel
imposes any serious limitations on the available bandwidth and consequently it is likely
that signaling rates ranging from several hundred kbps to perhaps 1 Mbps can be used.

As a result of the experimental work undertaken in this thesis much new
information regarding the variability of channel conditions has been obtained. Among the
contributions of this work are the compilation of statistics for the path loss, flight-time,
arrival rate, interarrival time and burst duration, all of which are vital to the design and
implementation of practical meteor burst communication systems. Although it is likely that
statistics for these parameters have been compiled by others, publications detailing such
findings appear to be rare - most probably due to the commercial value attached to this
information. In addition to the statistics compiled for the aforementioned parameters, a
major contribution of this work has been in the characterization of multipath effects
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through the measurement of the channel impulse response function. As formerly
mentioned, little experimental work in this area has beer. undertaken with the notable
exception of that conducted by Weitzen [24] and Eriksson [25]. Although the findings of
this work confirm those of Eriksson, the impulse and frequency response measurements
resulting from this study are unique in that the mutability of these functions can be
observed over time. Observations to date suggest that the degree of multipath interference
(i.c. the magnitudes of the delay spreads) encountered in the majority of instances is
relatively small and imposes no serious limitation on the signaling rate supported by the
channel. Based on the combined experimental work presented in this thesis, it is certain
that on a daily basis hundreds of suitably ionized trails capable of supporting relatively
high rate digital communication are produced. Moreover, these chance events can be
utilized using existing equipment and techniques to provide long distance, cost effective
communication for low volume applications such as remote monitoring and vehicle

tracking.

In light of the experiences gained through the operation of the CHIRP
measurement system, there are several modifications which if implemented would improve
the overall performance of the instrument. Once such modification is to reduce the
bandwidth of the main receiver output channel from 40 kHz to approximately 20 kHz. The
effect of such a change would permit the use of a much lower sampling rate, and
consequently reduce the amount of data recorded per sweep. In conjunction with this
alteration, changes to the data collection program should be made to develop a more
effective scheme by which data is transferred from the memory buffers to disk, thereby
reducing the amount of information lost due to insufficient space. In the event that studies
requiring simultaneous observations are desired, a method should be devised whereby the
two systems may be synchronized at periodic intervals. Altemnatively, modifications to
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both systems may be considered whereby the interferometer and CHIRP recordings are

initiated by a common trigger.

Future studies, in which this work is continued should begin with a series of
measurements aimed at demonstrating that the multipath effects observed on the London-
Ottawa link are typical of those encountered on other links. Using the results of these
studies, an appropriate model for the meteor burst channel can then be developed. With
such a model in hand, the performance of various modulation and coding strategies can
then be evaluated in a systematic manner to determine those schemes that are best suited
for this mode of communication. Studies such as these can then serve as the foundation
from which improved protocols and networking strategies for meteor burst

communication systems can be developed.
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Appended Material for Chapter 4
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*/
File Name: chirpl.c «/
Creatad: 19930809 */
Created By: Kerry Ellie ~/
-
/
This program generates the sample values for a digitized v/
chirp waveforwm and loads them into the chirp generator via «/
the parallel printer port. The entire process takes approx- ./
imately 10 minutes. (Transmitter) */
«/
Jariables: ./
./
data - sample value to be stored in the chirp generator. */
i.3 - andex variables. */
nsamps - number of sample values to be generated. ./
portl - address of the data register for the parallel ./
printer port. */
port2 - address of the control register for the parallel =/
printer port. */
pi - the value of pi. ./
fr - starting frequcny of the chirp in Hz. ./
wr - angular frequency in rad/sec. ./
fs - sampling frequency in Hez. ./
ts - sawmpling interval. */
dur - duration of the chirp. ./
nbits - number of bits used by the D/A converter (8). ./
delta - amplitude increment. ./
vmin - minisum amplitude value. ./
argl - intermediate result. ./
arg2 - intermediate result. «/
arg3 - intermediate rasult. ./
v - sampled signal amplitude. ./
bw - chirp bandwidth. -/
ul,u2 - intermediate results. ./

-

/

/'00000000000#00000000000000000000000000000000000000000000000000000#'/

#include <«stdio.h>»
#include <math.h>

wmain()
{
int data;
long int i,j.neamps;
unsigned int portl.port2;
double pi.fr wr, fe, te, dur nbits, delta,vain,argl,v;
double bw,ul,u2, arg2, argl;
/. .............................................................. t/
/* Initialize the parallel port addresses for the data (portl) =/
/e and control eignale (port2). ./
VR T S T LT ./
portl=8ss;
port2=890;
A D T T e T R ./
/* Initialite chirp parameters and other ns.essary cons.ants. s/
A R T K Ty e e T L L LT P w/
pi=acoe(-1.0);
fr=1.0e6;
wre2. 0O*pisfy;
foe8.006;

teel.0/fs;
dur=50.0e-3;
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/*
/t

bw=2.5e6;

ulsbw/dur;

ul=2.0*pi*ul;

nbite=8.0;

nsampss {(long int) (dur+*fe);

................................................................. Q/
Toggle the mode ewitch of the chirp generator several times L
to ensure that the system resets properly. The final toqgqgle .
will set the chirp generator into the proper mode for ./
accepting data from the computer. ./

................................................................. ./

for(i=l;icm?7;++i)
{
ounlp(port2,1);
for(j=0;3<75;+43);
outp (port2,0);

delta=2.0/(double) (pow(2.0,nbits)-1);
vaine-1.0- (delta/2.0);

................................................................. .'/
Generate and write data values to the chirp generator ./
................................................................. ./
for(i=0;1<524288; ++i)
{
if (i < neamps)
{
argls=wre®{double) (i) *ts;
arg2s (double) (i) *ts;
arg3=u2*pow(arg2,2)/2.0;
v=cos {argleargl)
datas=(int) ((v-vain; /delta):
)
else
datas128;
outp (porti,data);
outp{port2,2);
for(j=0;3<75; ¢¢3);
outp(port2,10);
outp (port2,0) ;
}
.................................................................. «f
Toggle the mode switch in order to permit the chirp generator ¢/
to be triggered by the external trigger signal. */
.................................................................. -/

outp (port2,1);
for(j=0;3<75;++3);
outp (port2,0);
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/* -/
/* File Name: chirp2.c ./
/* Created: 19930809 ./
/* Created By: Kerry Ellis ./
/* */
/* This program generates the sample values tor a digitized ./
/* chirp waveform and loads them into the chirp generator via e/
/* the parallel prainter port. The entire process takes approx- ./
/® imately 10 minutes. (Receiver) ./
/= */
/* Variables: ./
/* ./
/e data - sample value to be stored in the chirp generator. */
/* 1,3 - index variables. ./
/* naamps - number of sample values to be generated. .
/* portl - address of the data register for the parallel -/
/. printer port. */
/* port2 - address of the control register for the parallel */
/* printer por*. ./
/* Pl - the value of pa. ./
Iad fr - starting trequcny of the chirp in Hz. */
/= wr - angular frequency in rad/sec. »/
/* fa - sampling frequency in Hz. */
/* ts - sampling ainterval. */
/* dur - duration of the charp. */
/* nbite - number of bits used by the D/A converter (8). ./
/- delta - amplitude aincrement. ./
TAd vmin - minimum amplitude value. ./
/* argl - intermediate result. -/
/* arg2 - intermediate result. */
/e argl - intermediate result. ./
/* v - sampled signal amplitude. ./
/" b - chairp bandwidth. ./
I ul,u2 - intermediate results. ./
/* ~/

//.'0 A 00000000000000000000000000000040000000000000'00000000000‘0‘#0000./

$include «<setdio.h>
$include «math.h»

main()
{
int data;
long int i,).nsamps;
unsigned int portl.,port2;
doublie p1.fr wr, fs.ts,dur, nbits, delta,vmin,argl,v;
double bw,ul,u2,arg2,argl;
oy ey Y ./
. Initialize the parallel port addresses for the data (portl) */
/* and control signals {port2). ./
& e et et et et et e r e et acmcecssmct e e et e, e e t/
port1-888;
port2=890;
P T T e U t/
. lnitialize chirp parameters and other necessary constants. ~/
Bt e e e s et tdar e sr e s e m e f e R e R e r e —r ., e . A e _, S e e, ———————— - - ./
pirsacos(-1.0);
frel.012e6;
wrs=2.0*pr*fr;
fe=8.0e6;
teel 0/fs:

dur=s0.0e-3;
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/w

bw=2.5e6;

ulsbw/dur;

u2s2.0*preul;

nbite=8.0;

neampe= (long int) {(dur+*fs);

Toggle the mode switch of the chirp generator several times
to ensure that the system resete properly. The final toggle
will set the chirp generator into the proper mode for
accepting data from the computer.

for(iesl;ic=?7;++1)
{
outp (port2,1) ;
for{3=0;3<75:+4+3);
outp (port2,0);

delta=2.0/(double) (pow(2.0,nbits)-1);
vmin=-1.0-(delta/2.0);

Generate and write data values to the chirp generator.
for(is0;1<524288;++1)
{
1f (1 < nsamps)
{
arglswr* (double) (i) *te;
arg2=(double) (1) *ts;
arg3su2*pow(arg2,2}/2.0;
vscos (argl+argld) ;
datas= (int} ({v-vmin! /delta);
}
else
data=128;

outp {portl,data);

outp (port2,2);
for(3=0;3<75;++3):
outp (port2,10) ;
outp (port2,0);

Toggle the mode switch in order to permit the chirp generator
to be triggered k, the external trigger signal.

outp (portz,1);
for{3=0:3<75;+¢3);
outp (port2,0) ;
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CONPRPesesdaeeseto Rt etdesaresddavtdtttaasdndantsananteddddRdnenas

< HAMMING WINDOW TEST PROGRAM

c...Q......I'I'........‘....-'t...Q"-."..‘..’."'..".'..'."‘......

FILE NAME: HAMTST.FOR
CREATED: 19940322
CREATED BY: KERRY ELLIS

THIS PROGRAM IS USED TO GENERATED A HAMMING WINDOW OF A GIVEN
SIZE N (SAMPLES) . THL. WINDOW SAMPLES GENERATED BY THIS PROGRAM
ARE STORED IN THE FILE NAME JUNK.DAT. ONCE THE WINDOW
COEFFICIENTS ARE WRITTEN TO THE OUTPUT FILE, THE DATA SEQUENCE
1S PADDED TO A LENGTH OF 1024 SAMPLES AND THE AMPLITUDE
SPECTRUM OF THE WINDOW 1S COMPUTED. SPECTRAL INFORMATION IS
WRITTEN TO THE OUTPUT FILE JUNK1.DAT.

VARIABLES :

N - NUMBER OF SAMPLES IN THE WINDOW.

NN - NUMBER OF S)HPLES TO WHICH THE SEQUENCE IS PADDED
FOR SPECTRAL COMPUTATIONS.

1 - INDEX VARIABLE.

IFACT - TEMPORARY STORAGE ARRAY USED BY DFT SUDROUTINE.

DR - ARRAY CONTAINING THE REAL PART OF THE DATA.

DI - ARRAY CONTAINING THE IMAGINARY PART OF THE DATA.

VR,VI - TEMPORARY ARRAYS FOR REAL AND IMAGINARY PARTS.

MAX - LARGEST AMPLITUDE IN THE SPECTRUM. USED FOR
SPECTRAL NORMALIZATION.

FRQ - NYQUIST FREQUENCY. USED FOR FREQUENCY
NORMALIZATION.

nnonnaonnnanonannnaonNnannnNnanNnnnNnnNn

Clred 4440444444044 4240040403230 4444404444044 4 4444344404444 44444444

C
INTEGER N,I,IFACT(10000)
DOUBLE PRECISION DR(10000),DI{10000),VR{10000),VI {10000}
DOUBLE PRECISION MAX, FRQ
c
o e m et mecemctaeceec e cccceeccecceecceammcecstreemmeeem e m———aa-
C INITIALIZE VARIABLES AND ARRAYS.
Cec-ecccrcmcnavnscescemraracremcencennnsnnoccanansacas ceceremorcmmnamn-n
c
Ne«1024
C
DO 19 I«1,N
IFACT(1I)=0
DR(1)«0.0D0

DI(1)=0.0D0

VR(1)=0.0DO

V1{(1)=0.0D0O
10 CONTINUE

C
Crvrecccc e c e e e mece-cecsccccaccrecrcor e e m e, e, ——-
C GENERATE THE WINDOW SAMFLES.
.3 g
c

N=S0
<

DO 12 1.1 .,N

DR{I)=1.0D0
12 CONTINUE

c

CALL HAM2 (N, DR)
c
G mm o mmm e e e e e e e e et ceMcme e mc e eemecaceermeccrcmem———~a—a——-
c WRITE THE WINDOW SAMPLES TO THE OUTPUT FILE.
Crcerecccrece et ree e i ctccaccccacece sessecererrrrerenacaanase ceemera
c

OPEN {{INITs1, FILE="'JUNK.DAT")
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DO 13 I=1.N
WRITE(1,100) I-1,DR(I)
13 CONTINUE

CLOSE(1)

PAD THE SEQUENCE TO A LENGTH OF 1024 SAMPLES AND COMPUTE THE
AMPLITUDE SPECTRUM.

N=1024

DO 15 I=-1,N
DI(I}=0.0D0
VR{(I)=0.0DO
VI{Il)=0.0DO
IFACT(I)«0

15 CONTINUE

CALL DFOUR2 (DR,DI,N,-1,VR, VI, IFACT)

DO 17 I=i,N
DR (1) «DSQRT(DR{I)**24DI(I}*»2)
17 CONTINUE

NORMALIZE THE SPECTRAL COMPONENTS BY THE LARGEST AMPLITUDE IN
THE SPECTRUM.

MAX=DR (1)

DO 18 I-1,N
IF (DR(I).GT.MAX) THEN
MAX=DR (1)
ENDIF
18 CONTINUE

DO 19 I=1.N
DR(1)=DR(I)/MAX

IF ("R(I).GT.0.0D0) THEN
DR(Y)=20.0D0*DLOGLO(DR(X))
ELSE
DR(I)=-100.0D0
ENDIF

19 CONTINUE

WRITE THE SPECTRUM TO THE OUTPUT DATA FILE. FREQUENCY
NORMALIZATION IS DONE AT THIS TIME.

OPEN (UNIT=1, FILE="'JUNK1.DAT"')

DO 20 I«1,N
FRQ DBLE(1-1)/DBLE(N/2)
WRITE(1,200) FRQ,DR(I}
20 CONTILNUE

CLOSE (1)
100 FORMAT (14,5X,F16.6)

200 FORMAT (F16.6,5X,F16.6)
B D



c.....t.'..I'.'...'.'.Q."-'......".....................-...........

SUBROUTINE HAM2 (N,S1G)

c.'-‘............'...'.."O""...."......'..'......'......-..t.t...

nnNAanoaanNnaanannNn

FILE NAME: HAM2.FOR
CREATED: 19931019
CREATED BY: KERRY LLLIS

THIS EUBROUTINE MULTIPLIES THE CONTENTS OF THE SIGNAL VECTOR
BY A HAMMING WINDOW.

VARIABLES :
N - LENGTH OF THE SIGNAL VECTOR
J - INDEX VARIABLE
813 - SIGNAL VECTOR
Pl - THE VALUE OF PI

Creeettttttttttet sttt sttt ittt t sttt tddtttt it ettt dddd sttt stasatssttss

[

C

INTEGER N.J
DOUBLE PRECISION PI.TEMP,SIG(N)

P1-DACOS (DBLE(-1.0))
DO 10 J=1,.N

TENP+DBLE (0.54-0.46* (DCOS(2.0*PI*{(J-1)/(N-1)})))
SI1G(J)=8S1G(J) *TEMP

10 CONTINUE

RETURN
END

W)



c.'..'..."..'..'......‘..........".....".......Q...Q.t..."-'....'

SUBROUTINE DFOURZ (DR,.DI.N, ISIG* VR,VI.IFACT)

C.'.'..'."'..'.'.Q'.'.'..'...'.'..\ AL AL A AR AR A A Al SRR 22 R RN

nNannnNnoanNnNaAaNOKNOODND

FILE NAME: DFOUR2.FOR

DOUBLE PRECISION VERSION. THIS VERSION IS A MODIFIED VI.RSION
OF THE DFT SUBROUTINE DFOURG.FOR.

VARIABLES:
DR - REAL PART OF THE DATA TO DE TRANSFORMED
DI - IMAGINARY PART OF THE DATA 10O BE TRANSFORMED
N - NUMBER OF POINTS TO BE USED IN THE TRANSFORM

ISIGN - DIRECTION OF THE TRANSFORM
-1 => FORWARD TRANSFORM
1 => REVERSE TRANSFORM
VR - REAL PART CF TEMPORARY STORAGE VECTOR
Vi - IMAGINARY PART OF TEMPORARY STORAGE VECTOR

[ T T Y S s I I

c

10
20

30

40
50
60
70

80

90
100
110

120

130
140

IMPLICIT DOUBLE PRECISION (A-H.0-2)
IMPLICIT INTEGER (I-N)
DIMENSION DR(N),DI (N} VR(N), VI(N), IFACT(N)
PI=DACOS (DBLE(-1.0))
TWOP1=2.DO*PI*DBLE (1SIGN)
IF=0
NPARTsN
DO S0 ID=1 ,N,2
IDIV=ID
IF (ID-1) 10,10,20
IDIVe2
1QUOT=NPART/IDIV
IF (NPART-IDIV*IQUOT) 40,30,40
IF=1F+1
IFACT(IF)=ID1V
NPART=ICUOT
GC TO 20
IF (I1QUOT-IDIV) 60,60,50
CONTINUE
IF (NPART-1) 80.80.,70
IFs]F+1
IFACT (IF) =NPART
NFACT=IF
IPO=1
IP3«1PO*N
IWORK»1
I3REV=1
DO 110 I3=3,IP3,IPO
VR (IWORK) «DR (I3REV)
VI (IWORK) =DI (13REV)
IP2«1P3
DC 100 IF=1,NFACT
IP1=IP2/IFACT(IF)
I3REV=I3REV+IP1
IF {I3REV-IP2) 110,110,950
I3REV=I3REV-1P2
IP2s1P1
IWORK=IWORK+1PO
IWORK=1
DO 120 I3=1,IP3,IPO
DR{13)=VR{IHWORK)
DI(I3)=VI(IWORX)
IWORK=IWORK+IPO
IF=0
IP1~1PO
IF (IP1-1P3) 140,240,240
IFeIF+1

1



150

160

170

180

190

200

210
220

230

240

(e e}

3s
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IFCUR=IFACT (IF)
I1pP2=1P1*IFCUR

THETA=TWOPI /DBLE ( IFCUR)
SINTH=DSIN(THETA/2.D0)
ROOTR=-2.DO*SINTH*SINTH
ROOTI=DSIN {THETA)
THETA=TWOPI/DBLE(IP2/1IP0)
SINTH=DSIN(THETA/2.DO0)
WSTPR=-2.DO*SINTH*SINTH
WSTPI=DSIN(THETA)
WMINR=1.DO

WMINI=0.DO

DO 230 Il1=1.IP1,1IPO

IF (IFCUR-2) 150,150,170

DO 160 13«I1,IP3,IP2

JO=I3

Jl=I3+IP1
TEMPR=WMINR*DR (J1) -WMINI*DI (J1}
TEMPI=WMINR*DI (J1) +WMINI®*DR (J1)
DR(J1) =DR (J0) -TEMPR
DI(J1)«DI(JC)-TEMPI

DR (J0) =DR {J0) +TEMPR
DI(J0)=DI{J0) +TEMPI

GO TO 220

IWMAX=IPO*IFCUR

DO 210 13=11,1P3,IP2
I12MAX=I3+1IP2-1IP1

WR=WMINR

WI=¥WMINI

DO 200 IWORK=1, IWMAX, IPO
T2«=T2MAJS

SUMR=DR (12)

SUMIsDI(12)

I2=12-1P1

TEMPR=SUMR
SUMR=WR*SUMR-WI*SUMI+DR(12)
SUMI=WR*SUMI+WI*TEMPR+DI(12)
IF (I2-I3} 190,190,180

VR (IWORK) =SUMR

VI (IWORK) =SUMI

TEMPR=WR
WR=WR*ROOTR-WI*ROOTI +WR
WI=TEMPR*ROOTI +WI*ROOTR+WI
IWORK=1

DO 210 I2=I3,I2MAX, IP1
DR(I2)=VR (IWORK)
DI(I2)=VI{(IWORK)
IWORK=IWORK+IPO
TEMPR=WMINR
WMINR=WMINR*WSTPR-WMINI*WSTPI+WMINR
WMINI=TEMPR*WSTPI+WMINI*WSTPR+WMINI
IP1=IP2

GO TO 130

CONTINUE

THIS NEXT PART DIVIDES BY N REAL AND IMAGINARY PARTS BY N

Q=1.D0

IF (1SIGN.EQ.-1) Q=1.D0/DBLE(N)
DO 35 J=1,N

DR(J)=DR(J}*Q

DI(J)=DI(J}*Q

RETURN
END



(o X2 AR N SRR AR R AR R Rl X X2 22X 2t

C

DOLPH- CHEBYSHEV WINDOW TEST PROGRAM

ol RAS R AR AR AR R ARl Al Al Al Al lll sl Al sl dld )

nnNnnNnannononNnNNanNoonNnnNNNacnNNosacaanNAannann

FILE NAME: DCTSTI1.FOR
CREATED: 19940322
CREATED BY: KERRY ELLIS

THIS PROGRAM IS USED TG GENERATED A DOLPH-CHEBYSHEV WINDOW
OF A GIVEN SIZE N (SAMPLES) AND HAVING SIDELOBES 20*ALPHA
DOWN FROM THE MAIN LOBLX. WINDOW SAMPLES ARE CALCULATED USING
THE TECHNIQUE OF: A.H. NUTTAL, "GENERATION OF DOLPH-CHEBYSHEV
WEIGHTS VIA A FAST FOURIEW TRANSFCRM", PROCEEDINGS OF THE
IEEE, VOL. 62, PG. 139%¢, 1974. THE WINDOW SAMPLES GENERATED BY
THIS PROGRAM ARE STORED IN THE FILE NAME JUNK.DAT. ONCE THE
WINDOW COEFFICIENTS ARE WRITTEN TO THE OUTPUT FILE, THE

DATA SEQUENCEZ IS PADDED TO A LENGTH OF 1024 SAMPLES AND THE
AMPLITUDE SPECTRUM OF THE WINDOW IS COMPUTED. SPECTRAL
INFORMATION IS WRITTEN TO THE OUTPUT FILE JUNK1.DAT.

VARIABLES:

N - NUMBER OF SAMPLES IN THE WINDOW.

NN - NUMBER OF SAMPLES TO WHICH THE SEQUENCE 1S PADDED
FOR SPECTRAL COMPUTATIONS .

1 - INDEX VARIABLE.

IFACT - TEMPORARY STORAGE ARRAY USED BY DFT SUBROUTINE.

DR - ARRAY CONTAINING THE REAL PART OF THE DATA.

D1 - ARRAY CONTAINING THE IMAGINARY PART OF THE DAT?..

VR, VI - TEMPORARY ARRAYS FOR REAL AND IMAGINARY PARTS.

MAX - LARGEST AMPLITUDE IN THE SPECTRUM. USED FOR
SPECTRAL NORMALIZATION.

FRQ - NYQUIST FREQUENCY. USED FOR FREQUENCY
NORMALIZATION.

ALPHA - WINDOW PARAMETER CONTROLLING THE PERK SIDELOBE
LEVEL.

Coradtttttststtttttttttttttttttttttddtttt it sttt t sttt ttssttsbsstbsstsss

C

INTEGER N, I, IFACT(10000}),8N
DOUBLE PRECISION DR(10000),D1(10000),VR{10000),V1I{(10000)
DOUBLE PRECISION MAX, ALPHA, FRQ

NN=1024

DO 1¢ I=1,NN
IFACT(I)=0
DR(I)=0.0DO
DI{1)=0.0DO
VR(I)=0.0DO
VI(I}=0.0D0

CONT INUE

JUNK.DAT.

N=50
ALPHA=Z . 0DO

CALL DCWIN3 (DR,DI,VR, V1, IFACT,ALPHA,N)

175



12

OPEN (UNIT=1, FILE="'JI™NK.DAT")
DO 12 I=1,N

WRITE(1.200} I-1,DR(I)
CONTINUE

CLOSE (1)

COMPUTE THE AMPLITUDE 3PECTRUM OF THE WINDOW.

15

18

20

100
200

N=1024

DO 1S I=1,N
DI(I)=0.0DO
VR(I)=0.0DO
VI(I)=0.0DO
IFACT(I)=0

CONTINUE

CALL DFOUR2(DR,DI,N,-1,VR, VI, IFACT)

DO 17 I=1,N
DR{(I)=DSQRT(DR(I)**24DI(I)**2)
CONT INUE

MAX=DR (1)

DO 18 I=1,N
IF (DR(I).GT.MAX) THEN
MAX=DR(I)
ENDIF
CONTINUE

DO 19 Ie1,N
DR(I)=DR(1)/MAX

IF (DR(I).GT.0.0DO) THEN
DR({I)=20.0D0*DLOG10(DR(I))
ELSE
DR(I)=-100.0D0
ENDIF

WRITE THE AMPLITUDE SPECTRUM TO THE OUTPUT FILE. FREQUENCY

SCALING IS ALSO DONE AT THIS TIME.
OPEN (UNITs=1,FILE="'JUNK1.DAT')
DO 20 Is=1,N
FRQ=DBLE{I-1) /DBLE(N/2)
WRITE(1,100) FRQ,DR(I)
CONTINUE
CLOSE(1)

FORMAT (F16.6,5X,F16.6)
FORMAT (14,5X,F16.6)

END

176
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C-.'.ll....-'.it.!.'.."'.".-'Ol...'.-..."'.....--'t"-'.tt..'...'.

SUBROUTINE DCWIN3(DR,DI,VR,VI, IFACT, ALPHA N)

C..-'.'-'..."..'Q'.."-"’.'."'..'."'.'..'.". LA AR R AR AR AR ] 2]

FILE NAME: DCWIN3.FOR
CREATED: 19340310
CREATED BY: KERRY ELLIS

THIS PROGRAM GENERATES A DOLPH-CHEBYCHEV WINDOW.

C

C

Cc

C

c

C

c

C VARIABLES :

C N - SEQUENCE LENGTH (SAMPLES) .

C K - FREQUENCY INDEX VARIABLE.

c DR - DATA ARRAY CONTAINING REAL COMPONENT.

C DI - DATA ARRAY CONTAINING IMAGINARY COMPONENT.

C VR - TEMPORARY ARRAY CONTAINING REAL COMPONENT.

c VI - TEMPORARY ARRAY CONTAINING IMAGINARY COMPONENT.
C IFACT - TEMPORARY STORAGE ARRAY.

[ ALPHA - RATIO OF MAIN TO PEAK SIDELOBE LEVEL IN DECADES.
C BETA - WINDOW PARAMETER RELATED TO ALPHA AND THE SEQUENCE
c LENGTH.

C MAX - AMPLITUDE SCALING FACTOR.

c NUM - NUMERATOR VALUE.

C JEN - DENOMINATOR VALUE.

c ARG1-3 - INTERMEDIATE VARIABLES FOR FUNCTION ARGUMENTS.
(o Pl - THE VALUE OF PI.

[ TEMP - TEMPORARY STORAGE VARIABLE.

c

Cortttttttdttdt sttt 4444444404040 40 4644404440443 0 4444440444440 444
C

INTEGER N, K, IFACT(N), INDX, INDX1

DOUBLE PRECISION DR(N),DI(N),VR(N),VI(N), ALPHA

DOUBLE PRECISION 20, 2Z,MAX, ARG1,PI,TEMP TN

P1=DACOS (-1.0D0}

TEMP=10.0D0**ALPHA

ARG1 «DLOG (TEMP+DSQRT ( (TEMP**2) -1.0D0) )
ARG1=ARG1 /DBLE (N-1)

20=DCO3H (ARG1)

DO 10 K=1, (N/2)
2+20*DCOS ( (PI*DBLE (K-1)) /DBLE (N) }

IF (K.EQ.1) THEN
EPS=0.5D0
ELSE
EPS=1.0D0
ENDIF

1F (DABS(Z).LE.1.0D0) THEN
TEMP= (P1/2.0D0) -DATAN (Z/DSQRT (1.0D0- (Z**2)})
TEMP=DBLE (N-1) *TEMP
TN=DCOS (TEMP)
ELSE
ARG1+Z+DSQRT( (Z+*2)-1.0D0)

IF (ARG1.GT.0.0D0) THEN
TEMP=DLOG (ARG1)
TEMP=DBLE (N-1) *TEMP
TN=DCOSH (TEMP)
ELSE
TEMP=-1.0D0*DLOG (DABS (ARG1) )
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TEMP=DBLE (N-1) *TEMP
TN= (DEXP (TEMP) +DEXP(-1.0DO*TEMP) ) / (-2.0DO)
ENDIF
ENDIF

DR (K) =EPS*TN*DCOS (PI*DBLE (X-1) /DBLE(N) ) /DBLE (N/2)
DI(K) =EPS*TN*DSIN(PI*DBLE (K-1) /DBLE{(N}) /DBLE(N/2)

CONTINUE

COMPUTE THE DFT OF THE WINDOW TO OBTAIN THE WINDOW SAMPLES IN
THE TIME DOMAIN.

NORMALLIZE THE REAL PART OF THE WINDOW SAMPLES BY THE VALUE
CONTAINED IN THE FIRST ELEMENT OF THE TRANSFORMED ARRAY THIS
ELEMENT REPRESENTS THE WEIGHTING FACTOR FOR THE CENTER ELEMENT

MAX=DR (1)

DO 20 Kel,N
DR (K} =DR (K} /MAX
CORTINUE

RFORGANIZE THE ARRAY ELEMENTS AND PUT THEM IN THE PROPER
ORDER FOR THE WINDOW.

DO 30 K=1, (N/2)

IF ((2*K).LE.(N/2)) THEN
INDX= (N/2) + (2*K}
DR (INDX) =DR (K+1}
ENDIF

IF ((2*K-1).LE.(N/2)) THEN
INDX= (N/2) ¢« (2*K-1)
IF (((N/2)+1-K).EQ.{(N/2)) THEN
DR (INDX) =DR(1)
ELSE
DR (INDX)=DR{ (N/2)+2-K)
ENDIF
ENDIF

CONTINUE

DO 40 K=1, (N/2)
INDX= (N/2) K+1
INDX1=(N/2)+K
DR (INDX) =DR {INDX1)
CONTINUE

RETURN
END



Appendix C

Appended Material for Chapter 6
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/'."..'."t...." PN SR R AN R R AN R AR S P AN RN N LR R RN EE N A A IR AN A AT AR AT R T TR

fu -

/* File Name: rddatad.c .
/* Created: 19931006 .
/* ./
/* This program 18 used to collect data from the main receiver */
/* output channel. Signals on the main channel are sampled at ./
/* a rate of 200 kHz. Note connection ie made through channel ¢ */
/* on the terminal board for the A/D converter. Data collected +,
/* using this program ie written 1ir. binary format to a file ./
/* whose name has the format yymmdd.xxx, where xxx denotes the */
/* file number. The length of each file 1is 20,008 bytes. -/
/e o
/* This program wae taken from documents supplied by the Data -/
/" Translaticn company and was adapted for this application. ./
J* -/

/'#00+f’¢+¢0¢+0§*+‘ff##QQ'f####ff L R Y X R Y T

#include <stdio h>
#include <stdlib.h>
#include <conic.h>
f#include <dos.h>
finclude <math.h>
#include <alloc.h>

#define TRUE 1
#define FALSE ©

#define 1LO(x) x & OxFF
#idefine HI(x) x >> 8
#define ErrorSet (((adcsr=ainport (ADCSR)) & BIT1S) == BIT15)

#define DmaDone ( ((supcer=inport (SUPCSR)) & BIT1S) s« BIT1S)
fidefine BITO 0x0001
#define BIT1 0x0002
#define BIT2 0x0004
#define BIT3 ux0008
#define BIT4 0x0010
#define BITS 0x0020
#define BITE 0x0040
#define BIT? 0x0080
#define BITS 0x0100
#define BIT9 0x0200
#degine BIT10 0x0400
#define BIT1l1 0x0800
#define BIT12 0x1000
#define BIT13 0x2000
#define BIT14 0x4000
#define BIT1S 0x8000
$#define BASE 0x240
#define ADCSR BASE+0x0
#define CHANCSR BASE+0x2
#define SUPCSR BASE+0xC
#define TMRCIR BASE+OxE

#define PAGE_REGS Ox8B
#define OFFS_REGS 0xC4
#define COUNT_REGS 0xCé
#define MASK_REG oxD4
#define MODE_REG oxDé

$define FF_REG oxDs
#define SCALE 0.004882812
g¢define OFFSET 10.0

#define SIZE 13714



f#define
tdefine
fdefine

typedef
typedef

void GetDI'AInfo (WORD bufs:ze,int far *buffer,WORD *DMAPage,WORD *DMAbase) ;

NBUFFS 10
NFILES 10
RATE OxNCEB /* Sampling Rates 200 kHz */

uneigned char BYTE;
unsigned int WORD;

void InitDMAS (WORD page, WORD offeet,WORD count) ;

void alocbuff(int far **buffer, WORD buffsize);

voad stopall (void};

int InitBoard(veoid);

int GetData(int far *dataptr,struct date ymd,struct time hms);
WORD supcar, adesr;

int pumpts;
FILE *OutFile;

int far *dataptr_a{10};

int set_clock!);

void file_name(char *fname,struct date ymd,int value);
WORD getDMAlength(int far *buffer);

char fname[1l1]:

void main()

{

int i, fcount;

WORD DMAabase;

WORD DMAaPage:

WORD temp;

struct date ymd[10};
struct time hms!10};

T g
/* Initialaize variables.
/¥ e mm e e e e e e e m o e e e e mem e emmeeme
fcounts=0;
numpte=SIZE;
A T Ty G S P
/= Set up the internal sample clock to digitize the data at
/e a rate of 200 kHz.
/- ............................................................
if (set_clock())

exit (2);
T T U SN
/* Allocate enough memory for 10 data buffers.
g g g

for(1=0;i<1G;i+e)

alochuff (kdataptr_s i) . numpts);

Start data collection.

while (focount < NFILES)

{

i=0;

whiie(i < NBUFFS)

{

GetDMAInfo (numpts . dataptr ali) . &DMAaPage, &DMAabase) ;

In1tDMAS (DMAaPage . DMAabsse, numpts) ;

*/
*/

*/
*/
*/

> !

-/
./
*/

«/
*/
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1f (InitBoard())

{
praintf ("\n ERROR Initializang BOARD !:!' ") ;
free(dataptr_af(1)):
exit (5);

}

1f ((acdcsr & BIT1S)==BIT1S)
{
printf (*\n Error detected ADCSR:$X
SUPCSR: $X*, adcsr, supcer) ;
stopall():
exit (6) ;

}
while (!DmaDone) ;
outport (SUPCSR,BIT13 | BIT10);
outport (ADCSR,BITO) ;

getdate (&ymdli));
gettime (&hms{1)):

iee;
}

for(1=0;i<NBUFFS;1++)

{

focount+«;
file nuame(fname,ymd[i], fcount):;

1f (GetData(dataptr ali],ymd(i] hms(1i]))
{
printf("\n Error Collecting Data !1!%);
free(dataptr_alil):
exit (7);

}

printf{"\n foount= %¥d", fecount);

}

for(is0;1<10;1¢+)
free (dataptr_a{i));

./
*/

}
/tit.'-t.'t..'.-t.-.it-.'.-....tti.'tltttttttt.l.t".lt..t'ti-..i'tl,
/t
/* Function Name: stopall
/:

A Thie function halts the operation of the DT2821 board.
/"

*/
*/
«/

/'040#00000004"00###00#00##00000*0#000090#90#00#00009000'000Q00#0000./

void stopall (void)

*/
*/

{
printf("\n Error Detected !!%);
outport (SUPCSR, 0) ;

)
/ﬁt..tt.tﬁ.t.d...Oi.‘*..t‘tQt.t.t‘iI*t‘t‘.'i..".li...‘........!'C.I,
/Q
/* Function Name: alocbuff
/n

/* This function alleccates a buffer for storing the data

*/
«/



YA
,t

collected by the DT2821 »/D board. ./
./

/'0000000000‘000'0‘0000‘0‘600‘#O‘QO6000000000QQOOQQOQ#O.QQO‘#.QOO#Q./

void alochuffl{int far **huffer, WORD buffeize)

{
WORD oldsize;
int *dummyptr;
1f { (*buffers{1nt far *)malloc{(humpts)*sizeof (WORD))) == NULL)
{
prantf (*\n Error Allocating Memory !!!");
exit (3);
H
if {(oldeizesgetDMAlength(*buffer)) < buffsize)
{
free(*buffer);
/t ...................................................... ./
/* Allocate a dummy buffer to align the next block -/
/* with a DMA page. NOTE that the pointer to this -/
/* buffer is not maintained by this program thus any -/
/* wmemory allocated is lost to the program. ./
A TR T PP g P S UUp S AR -/
dummsyptremalloc(ocldsize*sizeof (WORD)) ;
if((*buffer=(int far *)malloc{(numpts)*sizeof (WORD))) =« NULL)
{
printf (*\n Error Allocating Memory !!!%):
exit (3);
}
)

}
/..t.i'.".'.-'"i..'Q.‘....'."'.....'.'.....'".........."-'..."/
/e ./
/* Function: getDMAlength ./
/* -/
/* This function calculates the usable length of the DMA buffer ¢/
/* =/

/.00000-000000QQ'QQQOQQ”’OQQQQ’OO’QO#000*000000000000?00000000*0000./

WORD gatDMAlength{int far *buffer)

long absadr;

WORD dmastart;

/- ........................................................... c/
I Calculate the absolute address of the buffer. wf
/- ........................................................... c/

/- ........................................................... t/
/* Calculate DMA offset address of buffer. -/
R L L L R L L L ./

dmastarte{WORD) (absadr>>1) & OxFFFF;

R e L L L T T ./
/= Return the number of samples before the end of buffer -/
F A R R L T T REp iy PRI PR SRR ./

return( (WORD) {0x100C0L-dmastart));
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}

/'.."...'..'.‘..Q...t.'........'.".'..‘.'."-...‘C'.."'."...I...' /!

/0
/*
/*
/t
/'
/t

.
Function Name: GetDMAInfo ./

-
This function cowputes the DMA page number and base address ¢/
of the data buffer for uee by the DMA controller. ./

u/

/'0004000#00000000090010#0000000000000000000400#0000000#00000400000./

void GetDMAInfo (WORD bufsize,int far *buffer,WORD *DMAPage, WORD

(

}

*DMAbase }

unsigned long lbsAddr, maxsize;
unsigned int OffsAddr, SegAddr;

[ emmem et de bt e b a et e e e e e m e ./
/* Compute the segwent and offset for the data buffer. ./
[ crrerrnscncnans B L L T T U ./
Seghddr«FP_SEG (buffer);

OffaAddr=FP_OFF (buffer) ;

/- .......................................................... ./
/* Calculate the absoclute address of the buffer. First ./
/* shift the segment left four and add it to the offset. */
/* Thie is the real absolute address. Now take the result ¢/

/* and shift it right 1. This is done to simplify the ./
/* address calculations for the DMA controller. ./
/t .......................................................... a/

/- .......................................................... w/
/= Calculate the DMA page. The page is the upper WORD of */
/* AbsAddr. Now, shift the page left one. Only even ./
/* numbered DMA pages are usable. ./
/n .......................................................... «/

,- .......................................................... ./
/* The 8237A DMA controller needs a base value. The lower */
/* WORD of the AbsAddr is the base. ./
T «/

AL L L L L R LT T A ./
/* Make sure that the buffer does not cross a 64K WORD */
/* DMA page. -/
/a .......................................................... n/

maxsize=0x10000L-*DMAbase ;

1f (bufsize>maxsize)
{
printf (“\n ERROR: Buffer Croasses DMA Page Boundary®);
exit {20);
}

/.t.‘t'tttt--.t.."..l-...‘...'..-ll.lllt.lll..-t.'t...t...l..t.ttt‘/

/t
/-
/*

e/
Function Nawe: InitDMAS ./
./
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/* Thia functien initializes the DMA controller. -/
/™ -/

J 7 0000400000008 08404080¢440t 400ttt bttt ttstttssrttstttttntsttsse®/

vold Ini1tDMAS (WORD page,WORD offset,WORD count)

{

outporth (MODE_REG, 0x45) ; /* Load DMA Mode Register */
outporth (FF_REG, 0x00} ; /* Clear Byte Pcinter FF %/
outporth ( PAGE_REG:,LO{(page) ) ; /* Load DMA page number */
outportb{OFFS_RFJ5,LO(offeet) ) ; /* Load offset low byte */
outporth(OFFS_FEGS,HI (offeet) ) ; /* Load offset high byte 2/
outportb {COUNT_REGS,LO0(count-1)); /* Load count low byte */
outporthb (COUNT_REGS,HI (count-1));: /* Load count high byte ¢/
ocutporth (MASK_REG, 0x01} ; /* Enable DMA Channel #5 */

}
/.'....';..-Oﬁl'.....'...'...........'.".."'..'.".'....'."'...-./
/Q '/
TA Function Name: InitBoard ./
/¢ */
/* This function is used to initialize the DT2821 board. -/
/* ./

/.000000000000000000000000000000000000000*000000¢00000¢000000000040'/

int InitBoard()

{

/t .......................................................... _t/
/" Initialize A/D buffer. Set bits: A/D Initialize, Buffer =/
/* B and clear DMA Done. ./
/t ........................................................... ./

outport (SUPCSR,BITé | BIT9 | BIT13);

1f (ErrorSet)
return{TRUE) ;

/- ........................................................... -/
/* Enable writes to the channel/gain list and then load e/
/" the number of channels to be used. ./
/o ........................................................... n/

outport (CHANCSR,BIT1S) ;

if {(ErrorsSet!
return{TRUE) ;

N P g iU R F ./
/* load the channel gain list with channel #0. =/
AR el E L L R T T Ry RSy PSSP — ./

out port {ADCSR, 0x06000) ;

if (Errorset)
return{TRUE) ;

R T T iyt i U LN U s g g O ./
/e Disable writes to the channel/gain list by ciearing -/
/*  Bat 15, w/
A R R t/

outport (CHANCSR, inport (CHANCSPR) & Ox7FFF)



}

if (ErrorSet)
return{TRUE) ;

outport (ADCSR.BIT9) ;

1f (ErrorSet)
return (TRUE) ;

outport (SUPCSR,BIT4 | BIT10):
if (ErroxSet)

return{TRUE) ;

/* Wait for multiplexer busy bit to clear indicating that
/* tae data is ready to convert to an analog value,
while( (.nport (ADCSR) & BIT8) == BITS)

if (ErrorSet)
return (TRUE) ;

/a ..........................................................
/* Issue a hardware traigger.
[¥eemccenenn cercemrmeacccamecee. e aeem e mecemacae e

outport (SUPCSR,BIT2 | BIT10);

if (ErrorSet)
return (TRUE) ;

return (FALSE) ;

./
./

./

/..."'...-.C...."...'.‘-'.."'.'....l.."....."...-....'.l.'...../

/c
/'
/.
/=
/.
/t

Function Name: GetData()

This function copies the data from the data buffer to disk.
Data is stored in banary format.

*/
*/
*/
./
./
*/

/'00000000#0000000000000#0000‘00000#0000000000000000000000000000000'/

1int GetData{int far *dataptr,struct date ymd,struct time hms)

{

int i,yr:
char mon,day;
unsigned char hr,min,sec, hsec;

yraynd.da_year;
monsymd.da_mon:;
day=ymd.da_day;

hr=hms.t1_hour;
minehms.ti_min;
sec=hms .t1_sec;
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hesec=hme.t1_hund;
OutFilesfopen{tname, "wb");

fwritef{tyr,s1zeof ‘yr) ., 1,0utFale);
twrite(&mon,s1zeof {mon),1,0utFile};
fwrite(lday,eizeof (day),?!.OutFile):
fwritel(&hr,e1zeof (hr),1,0utFale);
fwrite{tmin,sizeof (man),1,0utfale);
fwrite{&sec,s1zmof (sec) ,1,0utFile);
fwrite(uhsec,sizeof (hsec),1,0utFile);

for(1=3714;1<numpts;i1++)
fwrite (&dataptr(1!,s1zeof {(davaptrii]).1,0utFile);

fcloee (QutFirle) ;

return{FALSE) ;
}

I.ttt....t..t...'.ttt.......-'n...'t-..t-ttt.t.t.-'.'.-.'.‘.Q.t.t.t./

A ~/
/* Function Name: set clock L
/* */
/- This funct:ion initializes the pacer clock. -/
/e ./

/'0004000006400400000060000000004000000000#000000004000000400400%0#'/
int set_clock()
outport (SUPCSR,BITO) ;

1f (ErrorSet)
return{TRUE) ;

outport (TMRCTR,RATE) ;

1f (ErrorSet)
return{TRUE) ;

return(FALSE} ;

}

/itt.".ti..*..t‘illi-t-li.-.".".'--."t-'."I..'Q"ﬂ&.'.".'...../

/* -/
/* Function Name: file_name ./
/* Created By: Kerry Ellis */
/e */
/e Thie function creates the file name in which the data will e/
/e be stored. L7

M T L X L T T T T T T YUY PO O IO SPOOPRPS TS e Sreeees 71

void file_name(char *fname, struct date ywd,int value)
{
int 1,val,yr;
char chl,ch2,ch3,str,day.mon;
static char chtable[]=%0123456789";
ursigned char min, hr,sec, hsec:

I e e e e r et s r et e e e e Ar mmmAmmmem e e a e mAAAeAeS S eE . m ... - ./
/" Initialize year, month and day fields. -/
R T T Ty g ./

yr=ymd.da_year:
monsymd.da_mon:
days=ymd. dl-dly,'
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/' ............................................................. .,
/" Iratialize the Year fielde. .
/' ............................................................. -
val=yr-190C;

chl=(char) (val/10);
ch2=(char) (val-chi*10);

fname [0] =chtable{ch1}:
fname (1] =chtable[ch2]):

/t ............................................................ ./
/* Se~ up Month fielde. ./
/t ............................................................ ./
val=mon;

chls{char) (val/10);
ch2=(char) {val-chi+*10);

fname [2] =chtable{chl];
fname [3]) =chtable(ch2];

/i ............................................................ n/‘
/* Set up Day fields. ./
/. ............................................................ n/
valsday;

chl={char) {val/10);
ch2=(char) (val-chl*10);

fname [4] schtable{chl];
fname (5] =chtable(ch2];

/- ............................................................ v/
/* Set up extension indicator "." */
/t ............................................................ ./

/l ............................................................ ./
/* Set up file number fields. */
A T e T T LT T e/
valsvalue;

chl=(char) (val/100);
ch2s(char) ({val-ch1+%100)/10);
chl=(char) (val-ch1*100-ch2*10);

fname [7] schtable(chl];
fname (8] =chtable [ch2] ;
fname (9] =chtable[ch3]) ;




/I."ﬁ‘.ﬁ'-...t.'...'....’..'l..t'...".'....-'..‘.".."."'.-ﬁi."./

>/
*/
*/
*/
*/
*/
*/
*/
*/
-/
./
*/
*/
v/
*/
*/
v/
*/
*/
*/
*/
*/
./
*/
./
*/
*/
*/
*/
"/
*/
~/
*/
*/
*/
*/
*/
*/
*/
~/
./
*/
-/
*/

/t

/* File Name: pcald.c

/* Created: 19940323

/* Created By: Kerry Ellas

/t

/* Calibration program using a Dolph-Chebyshev window.

/* Thie program measures the power of the largest spectral

/* peak in the received signal and writes this power and its

/* corresponding frequency to the specified output file.

/.

/" Note: The name of the data file containing the window

/* coeffficients is "hard coded” and must be changed

/* each time a different window is used. The window

/* data file is created by the FORTRAN program DCGEN.FOR.
/i

/* Variables/Parameters:

/* data - variable into which binary data is read.

/* mth - contains month.

/* day - contains year.

/* hr - contains hour.

/* min - contains minute.

/* aec - contains second.

/* hsec - contains hundredths of seconds.

/* yr - contains year.

/* i - index variable.

/" b] - index variable.

/* fpl,fp2 - file pointers.

/" len - length of file date string.

/* rec_start- starting record number.

/* rec_stop - stopping record number.

/* nbytes - number of bytes to be allocated.

/* meml - amount of memory free before allocation.

/* mem2 - amount of memory free after allocation.

/* indx - auxiliary array ind> variable.

/* value - fleating »sint value corresponding to the binary
/e value contained in the variable data.

/™~ pwr - power level of the largest spectral peak (dBm).
/" frq - frequency of the largest spactral peak (Hz).

/* array - pointer to the array containing the signal data.
/* window - pointer to the arra, containing the window data.
/* namel - contains the input file nawme prefix.

/* fnamel - contains the complete input file name.

/* name2 - contains the name of the output file.

/.

/'000000004000*00000 ‘0-0000000-0-000000000040000004#00#4004‘000000400040'/
#include <stdio.h>

#i1nclude <stdlib.h>

ginclude <string.h>

ginclude <alloc.h>

#include <math.h>

#include "four2.c"

#include “pwrspec.c"

#include "f_name.c”

$define NPNTS 312768L

#define Data_Size 10000L

$define FS 200000.0

#define SCALE 0.004882812

#define OFFSET 10.0

void main()
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int data,yr.i.rec_start.rec_stop,len;

unsigned long 3j.nbytes,meml,mem2, indx;

char namel {30] . fnamel (30] ,nuame2 {30] . fname2 [30) ,mth,day;
unsigned char hr,min,sec, hsec;

float value,pwr,frq;

float huge *array;

float huge *window;

FILE +fpl,*fp2;

void f_name(char *fname,int value,int len):
void four2(float huge *array,long nn,int ieign);
void pwrspec(float huge *array.long n):

/* Allocate enough memory for storing the entire array in ./
/* wmerory. Be sure to check that the allocation was successful®/
/* before continuing on. It is necessary to check the amount ¥/
/* of heap space allocated instead of only checking to see if ¢/

/* the pointer returned by farmalloc is null since the ./
/* returned pointer can be ok but the memory hasn't been ./
/* allocated. ./
M everccreccrcc s cscrccosarcter sttt st s a s s st e L ¥}

memi=farcoreleft();

nbytess=( (unsigned long)eizeof (float))* (2*NPNTS);
array=(float huge *)farmalloc(nbytes);

mem2=farcorelefc();
prantf("\n %¥lu Ylu", meml,mem2);
if ((meml-mem2) >= nbytes)
printf ("\n Memory Allocation Successful !%);
elee
printf{“\n Memory Allocation Unsuccessful !%):;
exit(l);

}

for(j=0;j<{2*NPNTS) ; ++3)
array{jl=(float)j;

for (§=0;j< (2*NPNTS) ; ++3)

if (array(j)!=(({float)}3))
printf(“\n Error !*);

}
printf("\n Memory Test Successful");
F R L LT T D T e b ./
/* Allocate memory for storing the window eamples. Thie ./
/" array need only be big enough to store real values 2ie. ./
/* don't allocate space for an imaginary component. ./
A R R e e i L¥)

meml=farcoreleft();

nbytess= ( (unsigned long)sizeof (float))*bData_Size:
windows (float huge *)farmalloc(nbytes);

mem2=farcoreleft();

printf("\n %lu %lu*, meml, mem2);
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1f ((meml-mem2) »>= nbytes)
prantf ("\n Window Memory Allocation Successful !");
else

{

printf ("\n Window Memcry Allocation Unsuccessful !");
ex:t (1) ;

)

for(j=0;j<Data_Size;++3)
window(j]={(float)):;

foer(j=0;j)<Data_Size;++j)
{
1f (wandow{j)] !=((£float)j))
printf{"\n Error !");

}
printf(*\n Window Memory Test Succesaful”);
A R T AR L v/
/* 1Initialize the data and window arrays by setting the value */
/* of all array elements to zero. »/
/n ............................................................. a/

for(j=0;3< (2*NPNTS) ; ++j)}
array{j}=0.0;

for(j=0;j<Data_Size;++j)
window{j]=0.0;

A L L L L L T R e L L w/
/* Open the file containing the samples for the Dolph - ./
/* Chebyshev window and read them into the window array. ./
FAR R R Y e EE L LT LT R l‘/

fpl=fopen{~"dcao.dat", "r");
for(j=0;j<Data_Size;++j)

fecanf (fpl, "%¥f \n",&value);

window([j] =value;
}
fclose (fpl) ;
/® e aiuaisisssescmssserveresres smmssccsscccscncrarnn w/
/* Prowmt for input file prefix as well as starting and */
/* stopping record numbers and output file name. =/
/- ............................................................. t/

printf (*\n Enter Input File Prefix: "):;
scanf ("¥e", &namel) ;

praintf{“\n Enter Starting Record §: ");
scanf ("4¥d", &rec_estart);

printf("\n Enter Stopping Recocrd #: ")
scanf (“§d”, &rec_stop) ;

printf(“\n Enter Output File Name: “);
scanf ("te", tname) ;

/c ............................................................ c/
/* Open data output file. ./
/¥ e e e e e aceececaceioccacmecccesearcemmmmmammmama—nn v/

fp2efopan (name2, "w") ;



A R ./
/* Start reading in the data files and process the data as ./
/* necessary. ./
/- ............................................................. ./
for (i=rec_start ;icsrec_stop:;is+)
{
for(j=0;3< (2*NPNTS);:++3)
arrayl(3l=0.0;
len=strlen(namel);
strcpy (fnamel, namel} ;
f_name(fnamel,i, len);
printf("\n In-File: te", fnamel);
fplefopen{fnamel, "rb");
if (fpl != NULL)
{
- /- ................................................... -/
/* Read date time inforwation from the file ./
/- .................................................. ./
fread(&yr,sizeof (yr),1.£fpl);
fread(&mth,sizeof (mth),1,£fp1);
fread(iday,sizeof (day) .1, £fpl);
fread(&hr, eizeof (hr),1,£fpl};
fread{tmin,sizeof (min),1,£fpl);
fread(&sec,sizecf (sec),1,fpl);
fread (Ghsec,sizeof (hsec),1,£fpl):
AR R el L R e L T T ./
/* Read in the actual data in binary format and -/
/* convert to floating point. The data values are v/
/* then windowed and stored in arrayl(]. ./
/- ................................................... ./
for(j=0;j<Data_Size;++j)
indx=2+*j;
fread(&data,sizeof (da*ta),1,£fpl);
valuee«{float) {data*SCALE-OFFSET) ;
array [indx] svalue*window(j) :
array[indx+1)=0.0;
}
fclose(fpl);
/Q ................................................... o/
/* Fourier Transform the data and compute the power */
/* spectrum of the signal. The real part of the ./
/* data array now contains the power spectyrum and »/
/* the imaginary part has been set to zero. ./
/- .................................................. -/
four2 (array, NPNTS,1):
pwrapec (array ,NPNTS) ;
A L D e e T T PP TP o/
/* Scale tae power spectrum into dBm. ./
R L T T L L e/

for(j=0; j<NPNTS;e¢+3})
{
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}

alse

indx=2*j;

1f (array(indx] >0.0)
arraylindx]=10.0*loglO{array(indx]/1.0e-3;;
else
array[indx)=-100.0;

pwrearray[100];
frqs100.0%FS/NPNTS;

for (3j=100;3<(NPNTS/2);++3j}

{
indx=2+*7;

if (array{indx) >pwr)

{
pwr=array [indx] ;

frq=FS*3/NPNTS;

fprintf (£p2, “Power= ¥f Frequency= ¥f \n",pwr,frq);

printf("\n File Error during Open !!%);

)

farfree(array):
farfree(window) ;
fclose (fp2) ;
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/t
/n
/»
/-
/'
/t
YA
[*

-

Function Name: €_name .
Created: 19940111 ./
Created By: Kerry Ellis ./

-
Thie function createe the file name 1n which the data will ~/
be stored. Ly

- ‘/

/“0‘00000000#0000000000¢¢000000ﬁ000¢+000+00#00*#00900'#'0‘#00040’00'/

void f_name (char *fname,int value,int len)

{

int val;
static char chtable{]=*0123456789";
char chi,ch2,ch3;

FA R R e R L LR T S P ./
/* Set up extension indicator "." ./
A R L L L L R R e e e s e ./

/- ............................................................ n/
/* Set up file number fields. ./
A T g ./
valsvalue;

chl={(char) (val/100) ;
ch2s= (char) ((val-ch1*100)/10);
ch3=(char) (val-ch1*100-ch2*10):

fname[len+1] =chtable(chl]:
fname [len+2} =chtable{ch2] ;
fname(len+3] echtablechl];
fname[len+4}='\0"';
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/t
/I
/t
/*
/l
/t
/.
Il.
/t
/.
I
,'
/t
/-
/-
/t
/t
/i
/-
/a
/-
/e
/t
/.
/*
/t

File Name: iqgbain.c
Created: 19931115

Created By: Kerry Ellie

This program reads multiplexed 1,0 data from a binary file,

demultiplexes 1t and etores it in real, imaginary form an
an ASCII file.
Parameters/Variables:
fnamel - name of the binary file containing the data.
fname2 - name of the ASCII file to contain complex data.
mth - contains month.
day - contains year.
hr - contains hour.
min - contains minute.
sec - contains second.
haec - contains hundredths of seconds.
1idata - 1 channel data.
qdata - Q channel data.
yr - containes year.
i - index varisble.
1value - I channel value after scaling.
qvalue - Q channel value after scaling.
fpl,fp2 - file pointers.

-/
~/
*/
v/
*/
*/
*/
v/
*/
=/
*/
I/
',’
./
*/
*/
*/
*/
*/
*/
./
*/
*/
*/
./
*/

/'004000OQQOOOOOQOO’Q000'0000#000004000##0‘000000000004‘0#0#004'#00000'/

#include <stdio.h>

#defins SCALE 0.004882812
#defi-.e OFFSET 10.0

void main()

{

char fnamel{30], fname2(30),mth, day;
unsigned char hr.min,sec, hsec;

int idata,.qdata,yr:
unsigned int 1;

double ivalue,gvalue;
FILE +*fpl,*fpz;

printf (*\n Enter Input
scanf ("ts", &fnamel) ;

File Name: ");

printf{"\n Enter Output File Name:"):

scanf ("%, Lfname2) ;
fpl=fopen{f.iamel, "rb");
1f (fpl !« NULL)

{

fread{&yr,sizeof (

yr).1,fpl);

fread (&mth,sizeof (mth) ,1, fpl):;
fread(&day, sizeof (day) .1,£fpl);
fread(&nr sizeof (hr) ,1, fpl);
fread(&min,sizeof (min) .1, £fpl);
fread(&sec,sizeof (sec).1,£fpl);
fread(&heec,sizeof (hsec) ,1,£pl);

printf{"\n Year:
printf{“\n Month:
printf (“\n Day:
prantf{”"\n Hour:
printf(*“\n Min:
printf {*\n Sec:

$d*,yr);
$d" ,ath);
$d",day);
$d" . hr);
4" .min);
$d%,eec);

195



prantf (“\n Hsec: td", nsec) ;
fp2=fopen(fname2, “w");

for{1=0:1<2500;i++)
{
fread(&idata,sizeof (1data) 1, fpi);
fread{&kgdata, sizeof (gqdata) 1, fpl);
ivalues (double) (1data*SCALE-OFFSET) ;
gqvalues« (double) (gdata*SCALE-OFFSET) ;

fprintf (fp2, "$1f $1f \n",1ivalue, qvalue) -
}
fclose(fpl):
fclose(fp2);
}
else

pran-f(*\n File Error during Open !!*}:
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c

RECEIVER POWER MEASUREMENT PROGRAM FOR 1/Q CHANNELS

Creoddad bbbt d ittt sl ROt Rt RORRERRRCOtRRRRRRRRRRARSRERRRTRARNTRRIETRIRS

nonNnnnonannNnaonnNnaoanNnNnNnAannNAnNAanNnaAanNnnn

FILE NAME: IQPWR2.FOR
CREATED: 199131213
CREATED BY: KERRY ELLIS

THIS PROGRAM MEASURES THE POWER OF THE LARGEST SPECTRAL PEAK
IN THE RECEIVED SIGNAL. THE POWER SPECTRUM IS COMPUTED AFTER
WINDOWING THE DATA WITH A DOLP-CHEBYSHEV WINDOW {(ALPHA=2). IT
SHOULD BE NOTED THAT THE WINDOW SAMPLES ARE READ IN FROM A
FILE. THE SAMPLES THEMSELVES ARE CREATED USING THE PROGRAM
DCGEN . FOR .

VARIABLES :
N - LENGTH OF TIME-SERIES (NUMBER OF SAMPLES) .
J - INDEX VARIABLE.
INDEX - FREQUENCY INDEX OF THE LARGEST SPECTRAL PEAK.
1081 - 1/0 STATUS VARIABLE.
PAVG - POWER OF THE LARGEST SPECTRAL COMPONENT.

DR,DI - REAL AND IMAGIMARY PARTS OF THE DATA ARRAY.

VR,VI - REAL AND IMAGINARY PARTS OF THE TEMPORARY STORAGE
ARRAY USED BY THE FFT SUBROUTINE.

WIN - STORAGE ARRAY FOR THE DOLPH-CHEBYSHEV WINDOW
COEFFICIENTS.

IFACT - TEMPORARY ARRAY USED BY THE FFT SUBROUTINE.

FNAMEL - NAME OF THE FILE CONTAINING THE RAMES OF THE DATA
FILES TC BE PROCRSSED.

FNAME2 - NAME OF THE DATA FILE TO BE PROCESSED.

FNAME3 - NAME OF DATA CUTPUT FILE.

Clr0 0440004440400 4 4444344344444 4244404440444 4444033404 C 2444 E 44444

C

INTEGER N,J,INDEX,IFACT(2500), 1081, ICOUNT

DOUBLE PRECISION DR(2500),DI(2500),VR(2500),VI(2500)
DOUBLE PRECISION WIN(2500),PAVG,F,P

DOUBLE PRECISION MAG

CHARACTER*32 FNAMEl, FNAME2, FNAME3

.................................................................

Ne«2500
ICOUNT=0
PAVG=0 . 0DO

............................ e R T LT e aaeY

READ IN WINDOW DATA FROM THE FILE DC40IQ.DAT AND STORE IT IN
THE WIN ARRAY.

OPEMN{(UNIT:1,FILE='DC40I1Q.DAT')
DO 5 J=1.N

READ(1,300) WIN(J)
CONT1NUE

CLOSE(1)

-------------------------------------- P L L

PROMPT USER FOR STORAGE FILE AAMES.

LR A R R b L S R P R R R Y ettt

PRINT *, "INPUT FILE NAME 7'
READ{(6,100) FNAME1
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PRINT *, 'NAME OF OQUTPUT FILE ?°
READ(6,100) FNAME3

OPEN(UNIT=1, FILE=FNAMEl, STATUS="'0OLD" )
READ(1,100, IOSTAT=10S1) FNAME2
WHILE (I0S1.EQ.0.

ICOUNT= ICOUNT+1

....................................................................

DO 10 J=1.N
DR(J)=0.0D0O
DI(J)«0.0DO
VR(J)=0.0D0
VI(J)=0.0D0O
IFACT (J) =0

10 CONTINUE

--------------------------------------------------------------------

OPER (UNIT=2, FILE=FNAME2)

DO 20 J=1,N
READ(2,200) DR(J),DI(J)
20 CONTINUE

CLOSE(2)

....................................................................

DO 25 J=1.N
DR(J) «DR(J) *WIN(J)
D1/J) =DI(J) *WIN(J)
25 CONTINUE

TRANSFORM DATA TO OBTAIN THE AMPLITUDE SPECTRUM OF THE SIGNAL.
THEN COMPUTE ITS POWER SPECTRUM.

CALL DFOUR2 (DR,DI,N, -1,VR, VI, IFACT)

DO 30 J=1,N
DR(J) =MAG(DR{J) ,DI (J)}
DR(J)=DR(J)we2
30 CONTINUE

DR(1)=0.0D0
DR(2)=0.0D0
DR(3)=0.0D0
DR(4)=0.0D0
DR(5)=0.0D0
DR (€)=0.0D0
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DR(N)«0.0D0

DR(N-1)e0.0D0
DR(N-2)«0.0D0
DR (N-3)=0.0D0
DR(N-4)=0.0D0

CALL MAX2(DR,N, INDEX)

P«DR { INDEX)
P=10.0D0*DLOG10(P/1.0D-3)
PAVG=PAVG+ P

IF (INDEX.LE.(N/2)) THEN
Fe (INDEX-1)*50.0D3/N
ELSE
F=(INDEX-N-1)*50.0D3/N
ENDIF

PRINT *, 'POWER= *.P.'FREQ= '.F

READ(1,100, IOSTAT=10S1) FRAME2

ENDWHILE

WRITE AVERAGE VALUE TO FILE, CLOSE FILES AND TERMINATE
PROGRAM .

OPEN(UNIT=3, FILE=FNAME})

PAVG=PAVG/DBLE ( ICOUNT)

WRITE (3,200) PAVG

CLOSE (3)

CLOSE (1)

100 FORMAT(A32)
200 FORMAT(F10.6,F10.6)
300 FORMAT(F16.6)
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DOUBLE PRECISION FUNCTION MAG(RE.IM)

c....'...'.'"..""'.'.O.'."".."."'.'.-..-'..'Q"'..“..-'.'....

FILE NAME: MAG.FOR
CREATED: 19911010
CREATED BY: KERRY ELLIS

THIS FUNCTION COMPUTES THE MAGNITUDE OF A COMPLEX NUMBER
SPECIFIED BY ITS REAL AND IMAGINARY COMPONENTS.

VARIABLES :
RE - REAL PART OF THE COMPLEX NUMBER
M - IMAGINARY PART OF THE COMPLEX NUMBER

noaoonanonaonnan

Coastttetttttitttttttdttttte sttt bttt sttt tttsttetstststtstsdosaancss
C
DOUBLE PRECISION RE, IM
(o
MAG=DSQRT ( (RE*RE) + (IM*IM))
C
END
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c

RECEIVER FREQUENCY MEASUREMENT PROGRAM FOR 1/0 CHANNELS

Ceesttsd it d Rttt ot ddtddddt bttt ettt tsditatendaddlenseRssRttnaedederaee

nononTMhPNNnNoaonanNnnoaoaononNnNNanNaoanNAnNNnNn

FILE NAME: I1QFRQ.FOR
CREATED: 19931211
CREATED BY: KERRY ELLIS

THIS PROGRAM MEASURES THE FREQUENRCY OF THE LARGEST AMPLITUDE
SPECTRAL COMPONENT IN THE SIGNAL.DATA IS WINDOWED USING A
DOLPH-CHEBYSHEV WINDOW (ALPHA=2). IT SHOULD BE NOTED THAT THE
WINDOW COEFFICIENTS ARE READ IN FROM AN ASCII FILE. THESE
VALUES ARE GENERATED BY THE FORTRAN PROGRAM DCGEN.FOR.

VARIABLES :
N - LENGTH OF TIME-SERIES (NUMBER OF SAMPLES).
J - INDEX VARIABLE.
INDEX - FREQUENCY INDEX OF THE LARGEST SPECTRAL PEAK.
1081 - 1/0 STATUS VARIABLE.
FS -~ SAMPLING RATE USED TO DIGITIZE THE RECEIVER OUTPUT.
F - FREQUENCY OF THE SINUSOID(S) FOUND IN THE DIGITIZED
RECORD.

DR,DI - REAL AND IMAGINARY PARTS OF THE DATA ARRAY.

VR,V!l -~ REAL AND IMAGINARY PARTS OF THE TEMPORARY STORAGE
ARRAY USED BY THE FFT SUBROUTINE.

WIN - STORAGE ARRAY FOR THE DOLPH-CHEBYSHEV WINDOW
COEFFICIENTS .

IFACT - TEMPORARY ARRAY USED BY THE FFT SUBROUTINE.

FNAME!l - NAME OF THE FILE CONTAINING THE NAMES OF THE DATA
FILES TO BE PROCESSED.

FNAME2 - NAME OF THE DATA FILE TO BE PROCESSED.

FNAME3 - NAME OF DATA OUTPUT FILE.

Cretttd sttt sttt dtt 443044043430 043004 00848444844 404 4034000440400 444

(o

INTEGER N,J, INDEX, IFACT(2500), 1081, JICOUNT

DOUBLE PRECISION DR(2500).DI(2500),VR(2500),VI(2500)
DOUBLE PRECISION WIN(2500),.F,FS,FAVG

DOUBLE PRECISION MAG

CHARACTER*32 FNAMEl, FNAME2, FNAME3

N=2500
FS=50.0D3
FAVG=0.0D0
ICOUNT=0

OPEN(UNITe1 .FILE="'DC401Q.DAT")
DO 5 J=1.N

READ (1,300 WIN(J)
CONTINUE

CLOSE (1)

FRINT *, 'INPUT FILE NAME ?°'
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READ({6,100) FNAMEl

PRINT +, *'NAME OF OUTPUT FILE ?'
READ(6,100) FNAME3

OPEN (UNITs1, FILE=sFNAMEl, STATUS='OLD" }

OPEN (UNITe3, FILE«FNAME3)

READ (1,100, IOSTAT=I081) FNAME2
WHILE(1081.EQ.0)

ICOUNT=ICOUNT+1

................................................................

................................................................

DO 10 J=1,N
DR(J)=0.0D0
DI (J)=0.0D0
VR(J)=0.0D0
Vi(J}=0.0DO
IFACT(J) =0

CONTINUE

OPEN(UNIT«2, FILE«FNAME2)

DO 20 J=1,N
READ(2,200) DR(J),DI(J)
DI{(J)=-1.0D0*DI(J)
CONTINUE

CLOSE(2)

................................................................

DO 25 J=1,N
DR(J) =DR (J) *WIN(J)
DI(J)=DI(J)}*WIN(J)
CONTINUE

TRANSFORM DATA TO OBTAIN THE AMPLITUDE SPECTRUM OF THE SIGNAL.

THEN LOCATE THE PEAK AND UPDATE THE STATISTICS ON THE AVERAGE
FREQUENCY AND CORRESPONDING PROPAGATION TIME.

CALL DFOUR2(DR,DI,N,-1,VR,V1, IFACT)

DO 30 J=1,N
DR(J) =MAG(DR(J)} ,DI(J))
CONTINUE

DR(1)=0.0D0
DR(2)=0.0D0
DR(3)=0.0D0
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DR(4)=0.0D0
DR(5)=0.0D0
DR{(6)=0.0D0
DR (N) =0.0D0
DR(N-1)=0.0D0
DR(N-2)=0.0D0
DR(N-13)%=0.0D0
DR(N-4)=0.0D0

CALL MAX2 (DR,N, INDEX)

IF (INDEX.LE (N/2)) THEN
F= (INDEX-1) *FS/N
ELSE
F= (INDEX-N-1)*FS/N
ENDIF

PRINT +*, *'INDEX= ', INDEX
PRINT ¢, 'FREQUENCY= ',F
FAVG=FAVG+F

IF (ICOUNT.EQ.10) THEN
FAVG=FAVG/DBLE ( ICOUNT)
WRITE(3,300) FAVG
FAVG=0.0DO
ICOUNT=0

ENDIF

READ(1,100, IOSTAT=10S1) FRAME2
ENDWHILE

CLOSE (1)
CLOSE (3)

100 FORMAT(A32)
200 FORMAT(F10.6,F10.6)
300 FORMAT(F16.6)
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The Quadrature Recording System

The function of the quadrature recording system is to permit a 40 kHz segment of
the receiver output bandwidth to be recorded on two 20 kHz channels. To achieve this
result, signals fron. the receiver output, v(t), are mixed with oscillator signals having the
same frequency but differing in phase by 90 degrees as illustrated in Figure E.1. By
selecting the oscillator frequency, £, to be at the center of the desired 40 kHz segment, the
beat frequencies resulting from the mixing process range from 20 kHz, for components at
the ends of the spectral range, to 0 Hz as the frequency of v(t) approaches that of the band
center (see Figure E.2). If the signals from the I(t) and Q(t) channels are combined
according to the equation:

g =J1(t)- jo(r) (E.1)
the spectrum of the resulting complex signal, g(?), will possess spectral characteristics
identical to that of the input signal v(t). Since the signal g(?) is complex, its spectrum will
be single-sided and will indicate the presence of both negative and positive frequency
components depending on whether or not the frequency of v(t) is below or above /.. When
the frequency of v(t) is below £, , negative frequencies are produced, and conversely, when
the frequency of v(t) is above f, , positive frequencies are produced. Given the frequencies
contained in the spectrum of the complex signal g(?), the true frequency of the components
present in the input signal can be calculated according to the equation:

f=1+Tu (E.2)
where; fis the “true” frequency of the input signal, /,, is the frequency measured from the

complex signal spuctrum and £ is as previously defined.
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Figure E.1 Simplified Diagram of the Quadrature Detection Process
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Appended Material for Chapter 7
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/t
/"
/t
,t
/t
/t
,I
/.
/t
/0
/0
/n
]*
/®
/-
,.
/0
/Q
/-
/-
,t
/*
/*
/*
/-
/n
/t
/n
/.
/-
,.
/*
YA
/Q
/.
/'
/a
/n
/.
,o
I/~
VA
VA
/‘
/.
/t
/.
/t
/o
/t
/*
/t
/*

"ile Name: plftnp.c
Created: 19940323
Created By: Kerry Ellis

This program

analyses the data obtained from the chirp radar

system. The measurements made on this data are the path

gain, flight-

time, number of paths and average flight-time.

Useful sections of the path gain/flight-time profiles are
written to the output data file specified.

Variables/Parameters:

namal -
fnamel -
name2 -
namel -
naned -
mth -
day -
hr -
min -
sec -
hsec -
yr -
l -
3 -
len -
rec_start-
rec_stop -
data -
npaths -
x -
nbytes -
meml -
mem2 -
value -
pwr -
frq -
tmpl-3 -
tp -
att -
*array -
swindow -
“fpl -
.fpz -
.fp] -

input binary file prefix (yymmdd).

name of the Binary file containing the data.
name of the summary output file.

name of the delay output file.

name of the delay spread output file.
contains wonth.

contains year.

contains hour.

contains minute.

contains second.

contains hundredths of seconds.

containe year.

index variable.

index variable.

length of file date sctring {fnamel).

starting record number.

stopping record number.

data value read from the binary file.

number of resolved paths.

x-coordinate for the output profile. The value
of this variable respresents ths number of the
recording made during the burst.

number of bytes that need to be allocated for
the storage array.

number of free bytes before array memory
allocation.

number of free bytes after array mewmory
allocation.

contains the floating point equivalent of the
data read from the binary file.

measurs of the power level at a given frequency.
signal frequency.

temporary storage variables.

propagation time.

patl attenmuation

pointer to the data storage array.

pointer to the window storage array.

pointer to input binary data file.

pointer to summary output deta file.

pointer to path gain/flight time profile output
data file name.

*/
*/
v/
«/
*/
*/
*/
*/
*/
*/
*/
*/
*/
v/
./
./
*/
*/
v/
*/
*/
*/
*/
./
-/
./
~/
*/
~/
*/
-/
*/
*/
*/
*/
=/
*/
«/
*/
*/
*/
=/
*/
*/
*/
*/
*/
*/
*/
*/
*/
=/
*/
./

/.0000000004040000004004000‘0000000000000000000000000+0000004#00##00./

#include «<stdio.h>

#include
#include

#include <alloc.h>
#include <math.h>»

#include *four2.c*"

#include
#include

<stdlib.h>
<string.h>

‘pwrepec.c’
*f name.c”
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#define NPNTS 32768L
#define Data_Size 10000L

#define FS 200000.0

#define SCALE 0.004882812
#define OFFSET 10.0

void main()

{

int data,yr.i,rec_start,rec_stop,len, npaths, x:;
unsigned long 3j.nbytes, meml, mem2, indx:

char namel [30) .fnamel (30] ,name2([30],fname2[30) ,mth,day;
char nawme3[30] ,named {30} ;

unsigned char hr,min,sec, hsec;

float value,pwr,frq.tmpl,tmp2,tmpl, tp, att,t_start,t_stop;

float huge *array;

£l
F1

ocat huge *window;
LE <fpl,*fp2,+fp3;

void f_name(char *fname,int value,int len):
void four2(flocat huge *array,long nn,int ieign):
void pwrspec{float huge *array,long n):

/-
/.
/-
/n
/n
/t
/t

.........................................................

Allocate enough mamory for storing the entire array in

*/

mencory. Be sure to check that the allocation was successful*/

before continuing on. It is necessary to check the amount
of heap space allocated instead of only checking to see if

the pointer returned by farmalloc is null since the

returned pointer can be ok but the wmemory hasn't been

allocated.

..........................................................

meml=farcorelett () ;

nbytess ( (unsigned long)sizeof (float))* (2*NPNTS):;
arrays(float huge *)farmalloc(nbytes);

mem2=farcoreleft () ;

printf(*\n $lu $lu“, meml, mem2);

if

{ (meml-wem2) >= nbytes)
printf ("\n Memory Allocation Successful !%);

else

{

printf("\n Memory Allocation Unsuccessful !*);
exit (1) :

}

for(3#0;j<{2*NPNTS) ; ++3)

array(jl=(float)3;

for(j=0;3< (2*NPNTS) ; ++3)

if (arrayl(j]l i~ {((float)j))
printf (*"\n Error !%};
}

printf(*\n Memory Test Successful”);

/.
/=

-------------------------------------------------------------

Allocate mewory for storing the window samples. This
array nsed only be big enough to store real values 1ie.

./
./
./
=/
«/

*/

*/
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/* don't allocate space for an imaginary component. ./

meml=farcoreleft();

nbytes={{unsigned long)sizeof(float))*Data_Size;
windows= {float huge *)farmalloc{nbytes);

mem2s=farcoreleft();
printf ("\n $%lu $lu”, meml,mem2);

1f ((meml-mem2) >= nbytes)
prantf ("\n Window Memory Allocation Successful !");
else

{

praintf{"\n Window Memory Allocation Unsuccessful :!");
exit (1);

}

for(j=0;j<Data_Size;e++j)
window(jl=(float)j;

for(j)=0;j<Data_Size;++j)
{
if (windowl[j) 1= ((float)j))
printf("\n Error !*);

}
printf (“\n Window Memory Test Successful"):
/. ............................................................. t/
/* 1Initialize the data and window arrays by setting the value */
/* of all array elemants to zero. ./
A R R L L L E L L D T el -/

for{j=0;3< (2*NPNTS) ; ¢+3)
array(j)=0.0;

for(j=0;:j<Data_Size:++j)

window({jl1=0.0;
/t ............................................................. -/
/* Open the file containing the samples for the Dolph - "/
FA Chebyshev window and read them into the window array. */
7 gy g T 0/

fpl=fopen(“"dcd0.dat”, "r");
for(j=0;j<Data_Size;e¢+3j)

fecanf (fpl, *$f \n",&value);
window([j] =value:

}
fclose (fpl) ;
A T T w/
/* Prompt for input file prefix as well as starting and =/
/* stopping record numbers and cutput file name. */
g g g e/

printf("\n Enter Input File Prefix: *);
scanf ("$s”, &nawel) ;

printf ("\n Enter Starting Record $: *):
scanf (“$d*, &Lrec_start) ;



printf("\n Enter Stopping Record #: *):
scanf ("td", krec_stop) ;

printf(*\n Entsr Summary File Name: *):
ecanf ("¥e",kname2) ;

printf ("\n Output Profile File Name: ")
scanf ("¥s", tname3) ;

printf("\n Starting Time: "):
scanf (“¢£",&t_start);

praintf(“\n Stopping Time: ");
scanf ("$£*,&t_stup);

fp2=fopen (name2, "a");
fpi=foren(namel, "w*) ;

/* Start reading in the data files and process the data as
/* necessary.

x=0;

for(ierec_start;i<=rec_stop:is+)
{
for(3j=0;3< (2*NPNTS) : ++3)
arrayfjl=0.0;

X+el;

lenastrlen(namel);
stropy (fnamel . namel) ;
f_name(fnamel,i,len);

printf [*\n In-File: %s",fnamel);
fpl=fopen{fnamel, "xrb"):;

if (fp1l != NULL)
{

fread(cyr,sizeof (yr),1,£pl);
fread (&mth,sizeof (mth),1, £fpl1);
fread(&day,sizeof (day),1.£p1);
fread(&hr,sizeof (hr),1,£fpl);
fread{imin, sizeof (min),1,£pl1);
fread(&sec,vizsof (sec),1,£fpl);
fread (&hsec,sizecf (hmec),1,£pl};

/* Read in the actual data in binary format and
/* convert to floating point. The data values are
/* then windowed and stored in array{!.

for{j=0;)<Data_Size;++j)
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./
./
./

./
./
*/

./
*/
-/
./



fc

I
/-
VA
/-

indxe2*j;
fread{&dnata,sizeof (data) 1,£pl);
values(float) {(data*SCALE -OFFSET) ;
array [indx) svalue*window(j) ;
array(indx+1]=0.0;

)

lose(fpl);

O L L I R R i K

Fourier Transform the data and compute the power
spectrum of the eignal. The real part of the
data array now contains the power spsctrum and
the imaginary part has besen set to gzero.

...................................................

four2(array, NPNTS,1) ;

pwrepac (array, NPNTS) ;

/t
/-
/-
/-
/.
/*

Scale the power spectrum into dim and compare
the power level with the noise floor power of
-14 dBm. Spectral components greater than this
ievel have a SNFR of greater than 3.0 dB and
will be used in the calcuation of delay epread
and other quantities.

for(j=0;j<(NPNTS/2);e¢e3)

{
indxe2ey;

if (array{indx) >0.0)

{
arraylindx] «10.0*10g10 (array{indx}/1.0e-3);

if (array{indx] <-14.0)
array{indx}=-100.0;
)

else
array(indx]=-100.0;

}
T s PP PP
/* Determine the number of resolvable peaks/paths
/* from the power spectrum ard write the path
/* gains, flight-times and number of paths to the
/* output file.
g g
fpraintf (fp2, “\n Record Number: §%d*,i};
fprantf (£p2, "\n Path Gain Flight-Time*);
npaths=0;

for{j=25;j< (NPNTS/2) ; ++3)

tmplearray(2*(3-1)];
tmp2=array{2¢j) :
topl=array{2*(j+1)];

if ((twmp2>tmpl) && (tmp2>tmpl))
indx=2+5;

npathee+e;
frg=FS*j/NPNTS;

*/
*/
*/
./
./

./
w/
«/
./
*/
./
./
*/

-/
-/
-/
*/
*/
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tp=2.0711le-3+{{frq-12.0e3)/5.0e7);
tp/=1.0e-3;
pwr=array [indx) ;

atte54.047.047.0-1.0-3.6-((pwr-111.910),/0.943);

att®*=-1.0;
fpraintf (fp2, "\n V£ SE",att, tp);

}

fprintf (fp2."\n Number of Pathse td" npaths):

/* Write a portion of the path gain/flight-time
/* profile to the data file specified. Values are
/* written in x.y.z format for 3-d plotting. The
/* y-coordinate represents the recording number
/* wmade during a buret.

for (j=0;3j< (NPNTS/2) ; ++3j)
{
indxe2*y;
frqesFS*j /NPNTS;
tp=2.071le-3+({frq-12.0e3)/5.0e7);
tp/»1.0e-3;
pwr=array{indx]) ;
att=54.0+7.0+7.0-1.0-3.6-((pwr-111.910)/0.943);
att¥=-1.0;

if ((tp>=t_start) && (tpcst_stop))

{
if (att<e-200.0}
att=-200.0;

fprintf (fpl,"td §f $f \n",x,tp.att);
}

}

elise
printf(*"\n File Error during Open !!%):

/* Close tha output files and release the memory allocated
/* for array and window storage.

fclose(fp2) ;
fclose{fpl);
farfree(array) ;
farfree (window) ;

v/
*/
./
./
./
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