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CHAPTER 1. INTRODUCTION

This thesis discusses a graphical numerically controlled (NC) milling simulation.
Graphical simulations give a better feel for what happens during a complicated process, such
~as NC milling, than does numerical output from a mathematical model. NC milling
simulations can be used to verify tool paths, detect collisions, and check the material
ren}oyzﬂ rate, which can be related to force feedback on the milling tool. A graphical
siml;léﬁbn should make calculations and update displays as quickly as possible, while still
majﬁtaining a reasonable level of accuracy.

The typical alternative to using a simulation is to perform a proofing run, in which
the tool path is tested by milling a piece of wood or foam stock before producing the actual
part [1]. Collisions and some tool path errors can be detected using this method, but slight
misses _are hard to detect. Also, the correct cutting forces resulting from material removal
cannot:_;be=determined. »

ThlS thesis presents a real time NC milling simulation technique that incorporates a
cutting; force model to calculate forces generated between the milling tool and the
workpiece. This information can be used to determine if a piece of the machinery could fail
due to driving (feeding) the milling tool too rapidly, creating too large a force on the tool

shaft or flutes.

1.1 Motivation

Simulation can be used to detect several kinds of milling errors. The tool path could
contain errors that would cause the tool to mill the workpiece such that the surface is out of
tolerance. A simulation can also be used to predict collisions between the tool and workpiece
holding fixtures.

Another possible problem that can be encountered when milling is that the resultant
forces on the milling tool from material removal could be too high. This could also be a
reason to modify the tool path so that the tool is not cutting too deeply, creating forces it
cannot handle. Another method to decrease the force on the milling tool is to decrease the

feed rate of the tool. Material removal rates are the second most likely source of problems



duriﬁg milling, after path error [2].

Although potentially very useful, previous cutting force simulation methods have not

been coupled with real-time graphical simulation. Like in all numerical simulation

techniques, researchers - 1n tool force simulation are faced with the trade-off between
computational speed and simulation accuracy. Most previous research in this field has
focusedron achieving numerical accuracy (as verified by experimental cutting with machine

tools) at the expense of high computational overhead.

- " This research takes the alternative approach of incorporating a simplified cutting -

“force model with a real-time graphical milling simulation method. By providing a user with
qualitative force information (as opposed to precise quantitative results) and immediate
visual feedback of the corresponding material removal process, it is hoped that many typical
nulhng errors related to force may be detected and eliminated by an analyst, thus magnifying

the benefit of the graphical simulation. Research in the area of spatlal partitioning of solid

models, previously used for milling simulation and tool path verification, is extended for use .

in force analysis on the milling tool.

1.2 Previous Research

Voelcker and Hunt approached the problem of NC milling verification and
ﬁsimulat;ion by using direct solid modeling [3]. This approach performs a Boolean difference
operatlon between a model of the workpiece and the volume swept by a 3-dimensional
ob]ect the milling tool, during rigid-body motion. With complex tool shapes and swept

_volumes, this approach typically results in calculations that are too cumbersome for real time

simulations. This method generally does not quantify milling error in terms of gouges and

misses, but rather produces a solid model of the “as-milled” part. Further additional Boolean

operations between this model and one representing the actual desired design would be )

necessary to characterize milling errors. -

1In an effort to address the high computational expense of this approach, Wang and

Wang [4] introduced image space Boolean operations. This approach scan converts -

polygonal models of the tool swept volumes and the workpiece and computes the boolean



operations using a z-buffer in image space. Sambandan and Wang [5] generalize this method-

by introducing a polygonal representation of 5-axis milling tool swept volumes.

Oliver and Gbodman [1] and Jerard, et al. [6] developed a method for dimc;nsipnal
verification involving the intersection of swept volumes with vectors projecting from the
desired part surface. These techniques generally divide the problem into three tasks: 1)
create zi( distribution of surface points and corresponding vectors to approximate the desired

part isurface, 2) determine which points and vectors could feasibly intersect each swept

voluine, and finally, 3) intersect the vectors with the swept volume. These methods are
computationally faster than direct solid modeling, but cannot be used for NC milling

simulations because they do not produce a model of the milled surface. They are limited to

dimensional verification. Narvekar, et al. [7] generahzed this approach by incorporating
precise 5-axis milling tool swept volumes.

None of these approaches can be used for force analysis because they do not give the
“detailed information about the location of the tool at each instance in time for a small time
step. That information is required for determining forces.

Van Hook developed the dexel data structure for use in shaded real time NC mﬂhng

simulation [8]. Chapter 2 explains this data structure in detail. Van Hook mentions extending

the dexel data structure to include information about the type of object and the shape of the _

object used to create the dexel. Huang [9] uses the same model, and includes 1nformat10n
about the type of object used to create the dexel, for simulation and dimensional verlﬁcatlon
of the tool path. His method does not use swept volumes, but instead subtracts the tool from
the workplece at finite instances of motion. He also 1mplements a method to convert the
dexel d15play back into a form in which it can be viewed from any angle. Such an extension
to the dexel display was mentioned by Tim van Hook as an area that needed work. It is not
implemented in this thesis. Use of the dexel data structure is the only method mentioned that

can be extended for force analysis during real-time NC milling simulation.

A common method used to calculate nﬁlﬁng forces is to model chip geometry for .

part of one flute on the milling tool [10]. The tangential force on the milling tool is related to
the axial depth of cut, the chip thickness, and an empirical constant. (As shown in Figure 1,
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According to Smith and Tlusty, a dynamic model must take into consideration not
only the feed rate and chip thickness, but also the deflection of the cutter and the surface
generated by the previous teeth [3]. Tlusty and Ismail develop such a model, the
Regenerative Force, Dynamic Deflection Model, with a flexible cutter that has multiple
degrees of freedom in two perpendicular axes. The axes lie on the plane perpendicular to the
tool axis. Instead of computing deflections, accelerations are computed for this model by
consjdéring mass, damping, and stiffness of the cutter, and deflections are then produced by
inteérating twice. Although this model is more accurate than previous models, it is still an
approximation because only past cutter deflections are considered in force calculations, and
current deflections need to be considered as well [14].

Sutherland uses the same principals in the development of his dynamic model for
calculation of cutting forces [15]. This model incorporates feedback by examining past and
future tool deflections and chip thicknesses to determine the cutting force. This model is
again shown to be an improvement over the rigid model when compared with experimental
data, but again the spindle speed, feed rate, and radial and axial depth of cut are held
constant for the comparison.

Another method for determining the average, rigid, static deflection cutting forces
uses the metal removal rate to determine the average power requirements for cutting a chip
from the workpiece [3][16]. According to Smith and Tlusty, this method does not produce
reasonable results because it assumes that from an average force, an average tool deflection
can be.calculated, and from this, the surface generated by the cutter on the workpiece is
calculaied [3]. Tool deflection depends on the instantaneous force. The calculated surface
will ndt be correct unless instantaneous deflections are examined. Therefore, this method
cannot be extended beyond the rigid model, whereas the model that uses chip geometry can
be extended.

Yellowley uses the rigid model, along with values for the average forces and torque,
to derive a Fourier series to predict cutting forces [17]. This type of method for predicting
forces is not used in this thesis because it does not make use of the instantaneous force

information that is available when using dexel models to simulate milling.



1.3 O;'erview

The algorithm described in this thesis works as follows: The workpiece and“m’_ililing
tool are converted into a specialized geometric represéhtation according to a method
previously used by van Hook [8] and Huang [9]. At each tool location, the dexel model
gives detailed information maicaﬁng areas on the ﬂutes of the tool that are currently cutting
material. From this, forces are ’calculated from a chip load model that is the basis for more
accurate models for determining forces developed by Tlusty and McNiel [11], DeVor et al.
[12], Sutherland and DeVor [13], Tlﬁsty and Tsmail [14], and Sutherland [15].

Chapter 2 briefly describes the geometric technique used to facilitate NC simulation.
The dexel data structure is introduced and its relationship to force analysis is described. (

Chapter 3 explains how forces are modeled and how the algorithm - uses dexel

information to determine the forces. -

'(:Ihapter 4 explains an implementation and demonstrates how the results depenzl on
‘the implementation. Results from this program are compared with results from a papern
published by Tlusty and McNeil [11].

ChaI;ter 5 draws conclusions about the program and discusses future work.



CHAPTER 2. GEOMETRIC REPRESENTATION

In NC milling, a rotating cutter is moved along trajectories in the vicinify of the
workpiece to affect material removal. To simulate this behavior using geometric models one
must compute the Boolean difference (intersection volume) between the workpiece and the
volume swept by the moving tool. This is generally a difficult computation if traditional

solid modeling techniques are applied, particularly when considering the real-time

requirements of NC simulation. Previous researchers [8][9] have developed a speciaiized -

geométric form called the dexel representation which facilitates real-time Boolean -

operations for NC simulation. The same approach is adopted in this research for the same

reasons. The dexel representation is a regularized spacial decomposition of a solid model. It

is easy to compute, and it facilitates incorporation of a simple force model.

2.1 Dexel Model Creation

‘Any geometric model can be converted to a dexel representation given that a robust
metl;od ‘for computing the intersection of a ray with the solid exists. The steps for
implementation of the conversion method used in this thesis are the same as those used bS' )
Huang [9].

First, the objects to be converted are projected onto the viewing plane (Figure 2).
Next, a bounding box is created to enclose the projection (Figure 3). At evenly spaced
locations inside this bounding box, sight lines aimed in the viewing direction (the negative é—
djreétian) are intersected with the object (Figure 4). Where a sight line intersects a solid
object, it creates a dexel (Figure 5). The z-coordinate at the locations where the sight lines
enter an object and whére they exit are stored in the dexel data structure as near location
and far location values, respectively. The surface normals at these locations are used to
calculate color map inc_lices, which are stored as near color and far color values [8].
| When the objeét to dexel con\fersion is complete, the object will be represented by a
neatly stacked pile of rectangular prisms (the dexels), most of which are relatively long in

the sight line direction (negative z-direction).






The dexel location is given by the (x, y) coordinates at the center of the rectangular
prism faces that lie in the viewing plane. These square, planar faces are located at the near
and far location values in the z-direction. )

In an NC milling simulation, dexels are created only from sight lines intersecting
with specific shapes. Those shapes are: planar blocks, when sight lines hit the workpiece, or
spheres, cylinders, cones and tori, when sight lines hit the tool. Huang describes the details
behind the calculation of these intersections quite well [9].

All dexels have the same width (x-dimension) and the same height (y-dimension). In
this application, dexel height and width are equal to the length of the edge of one pixel. All
dexels are contained in ;1 bounding box (Figure 3). Each row in the bounding box contains
the same number of dexels as all other rows, and each column contains the same number of
dexels as all other columns. Therefore, each dexel x- and y-location can be determined by its
column number and row number respectively, and these are determined by one index in an
array. In this application, the row number is equal to the dexel index divided by the number
of columns of dexels in the bounding box. The column number is equal to the modulus of
the dexél index and the number of columns.

All dexel information is stored in a dexel data structure (Figure 6). The data structure
contains the near location and far location of the dexel. The dexel near location is the
location where a sight line enters the object in the negative z-direction, and the dexel far
location indicates where a sight line exits the object. The data structure contains a color map
index for the color at the near location as the near color, and one for the color at the far
location as the far color. The color map index indicates which color to use within a chosen
color map. Another variable in the data structure, the type of dexel, determines which color
map to use when coloring the dexel. The type of object the sight line intersects when
creating the dexel determines the type of dexel (for example: tool, workpiece, fixture are
possible types). If the sight line does not intersect anything, then the type of dexel is set to
“no dexel,” or the near location can be ﬂset to the farthest allowable z-location: the
background. In this case, no other values in the dexel data structure are important. The data

structure also contains a pointer to the next dexel. The next dexel is another dexel created by
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Dexel data structure: )
Near z-location

\
\/ e Far z—location -
. -
\

Near color
Far color
. - Type of dexel 3
Next dexel . ~

\
\ \ \ \
\ \ \ v
\ \ \ \
\ \ \ \
i

|~ , - N
i Figure 6 Dexel data structure [8] (

- - — T

~ the Sarpe sight line as the current dexel. If there is no other dexel created by this sight line,

- the next dexel is a null pointer. - ( -

-

2.2 Motivation for Use of Dexels ) - )

"For each dexel, the x- and y-dimensions of the face of the dexel are ftl;e_, same. Dnly =
~ the z-dimension, the depth of the dexel, varies. Therefore, they can be considered oge;

dimensional line segments, parallel to the z-axis [8]. Dexels exist only at discrete, evenly

spaced x- and y-locations.

L -

During milling simulation, the intersection between the milling tool trajectories and
the workpiece must be calculated precisely. Dexels are used to speed up intersection

calculations. When objects have been converted to dexels; intersection calculation
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algorithms do not have to deal with all the special data structures and cases resulting from
intersecting two solids of general shapes. Instead, groups of dexels are intersected.
Intersecting two dexels is the same as intersecting two parallel line segments. Only ‘if the x-
and y-values for the dexels are the same can they intersect. Therefore the algorithm only has
to compare z-values to determine the intersection. There are only 8 possible types of
situatiqns to consider (Figure 7). The method for determining tool and part intersection,

using van Hook’s dexel data structure, is as follows [81[9]: -

tool_dexel_index =0 ) start with the 1st tool dexel

while tool_dexel_index < number_of_tool_dexels search through each tool dexel
if workpiece_near_z = background case 1: no workpiece dexel

therefore, no intersection
else if tool_near_z = background case 2: no tool dexel

Eo therefore, no intersection

else if tool_near_z < workpiece_near_z

;‘if tool_near_z < workpiece_far_z case 3: tool behind wo'rk‘z;iece - »

therefore, no intersection”

else if tool_far_z < workpiece_far_z case 4: front of tool hits back of part
workpiece_far_z = tool_near_z update workpiece

else tool_far_z > workpiece_far_z case 5: tool splits workpiece »

“ workpiece_far_z = tool_near_z update workpiece -
new workpiece_near_z = tool_far_z create new workpiece dexel

new workpiece_far_z = workpiece_far_z

else tool_near_z > workpiece_near_z
if tool_faf;z > workpiece_near_z case 6: tool in front of workpiece
therefore, no inte}‘section
else if tool_far_z > workpiece_far_z case 7: back of tool hits front of part
workpiece_near_z = tool_far_z ‘ update workpiece

else tool_far_z < workpiece_far_z
workpiece_near_z = background case 8: tool deletes workpiece -

increment tool_dexel_index go to the next tool dexel location



: no workpiece dexel - -
: tool in front of workpiece -
: back of tool hits front of workpiece

: tool deletes workpiece
: tool splits workpiece

: front of tool hits back of workpiece

: tool.behind workpiece
: no tool dexel

Figure 7 Eight types of intefsections [8]

Huang does not use swept volumes to calculate these intersections. Instead
intersections aré calculated at each tool location as the tool moves through minute motion ~

instances, approximating a swept volume [9]. .

For force analysis, dexels are convenient because at each instance in time, they
provide information about where the simplified tool model and the workpiece are in contact
with each other. This is not true for swept volumes, used by Narvekar, et al. [7]- The contact
information is needed for determining how the forces are apphed to the tool flutes, as

described in the next chapter.

2.3 Additional Dexel Information Required for Force Analysis

‘In this simulation, milling can be done with a flat-end tool or a ball-end tool. The
simplified ball end tool model used for determininé intersections consists of a cyli;lder and a
half sphere. Although flutes do not need to be modeled for determining intersections or for
the milling simulation, they are requlred for deterrmmng the magnitude and direction of the
tool forces. If the area of the flute being examined is on the cyhndncal part of the tool, then
the distance from the central axis of the tool to the cutting edge of the tool flute is equal to-
the tool radius. If it is on the spherically shaped part of the tool, then this distance :/aries:‘If
there is contact between the bottom end of a flat end tool and the workpiece, this contact is
ignored for force analysis. When creating dexels to repjresvent the milling tool, the local shape
must be recorded in the dexel data structure so that the cutting edge can be located, and
forces computed. This shape information is included in the fype of dexel field of the data
structure. ‘
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where (i, j, k) refers to i’ axml element of the tool, at the j * posmon or instant in time, for

the k ™ flute. For the program implemented in this research, total forces are calculated by
summing equations (5) and (6) over i and k, for each instant in time, j. .

The axial elements are referred to as tool layers. In this application, the tool layer
size used for determ;nation of the forces is based on the tool orientation and the dexel size,
desc;ribed in section 3.2.3. The tool is converted into dexels before milling begins, and it is
0/;115; during milling that forces are calculated.

Tlusty and McNeil calculate forces by integrating equations (5) and (6) [11]. They

are able to use integration because their examples have a constant radial and axial depth of .

cut, and constant feed per tooth. Therefore, as the tool is rotating, the only variable is the

angle to the flute of interest, o. For this research, none of these is required to be constant.

3.1.2 Computing Forces by Integration
L The method presented in this section is used by Tlusty and McNeil [11]. Although

their method is used to generate a total of four sets of equations used to calculate forces on

the tool for any angle o, only one particular set jof their formulas is presented. The set of -

formulas chosen for discussion is the set that is used when the flute is completely engaged

with the workpiece, producing the maximum forces on the tool. This set was chosen because _

the maximum forces are of most interest when attempting to prevent tool failure.

If there is a range of angular orientations for the tool, about the tool axis, for which

the entlre flute embedded in the materlal is cutting over the entire axial depth of cut (Figure -

1), then the maximum force occurs at the largest angle o (Figure 9). This situation always
occurs ‘_for some value of o when the engagement angle, 8, is smaller than the difference
between the angles where flutes enter and exit the material (Figure 10). In Figure 10, this
differeﬁce is (¢ - 0), or ¢. When & is larger than the difference, this situation cannot occur.
‘The formulas used by Tlusty and McNeil [11] to determine the force components

when 8 is smaller than the difference, determined by integrating equations (5) and (6), are:

;Fx = —Fu[sm o — sin (OL—S) +0.38 +0.15sin2 (ot — ) —0.15sin20.] ‘(7)

F, = F,[03sin (5-8)-03sin & +8+0.5sin2 (0.~ 8) ~ 0.5sin20t] (8)

e
N
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where F, and F), are the force components in the x- and y-directions, and F .. 1s defined by:

F, = O.5Ktstﬁ ( 9

vx;here Lv, is the feed per tooth, r is{the tool cutter radius, B is the helix angle, and a value of
K,=0.3 has been used. Similar equations for the cases in which a ﬂuté has partially entered
or partially exited the material, or thé eggagemént ‘angle, 9, is greater than the difference
between the angle where flutes enter and éxit the material, are all described iri [11].

~ Figure 10 shows the range of angles where flutes are cutting. Measured from the
negative y-axis, the angles where areas of flutes can cut the material range from 0 to ¢. It is
easier to see what parté~ of thehﬂliﬁtes are cutting if the tool is unrolled, as in Figure 10c. In
this figure, it can be seen that the angular measuren}eﬂfs to areas on the cutting flute depend
on the axial location on the tool. These angles range from (o - 8) at the bottom of the tool, to
o at,thighest part of the tool that is cutting material, which is locatedm at a distance b from the
bottom of the tool.

3.1.3 Model Limitations

Sutherland and DeVor compared the chip load model used for this research, and a
flexible end mill model that he proposed as an improvement on the chip load model, to
experimental data [13]. Maximum forces in his improved model correlated more closelj}
with experimental data. The simple chip load model does not take torsional and lateral cutter
deflections and vibrations into account. Because of this simplification, the model is not
accurate for loilg cutters. Sutherland showed that for long cu&ers (5.250 inches long, and
0.75 inch diameter in his example), the maximum force may be overestimated in excess of
100 pe}cent when using the simple chipwload model of Tlusty and MacNiel [11] used in this

research.

3.2 Force Calculation ) -

To gét the forces on the tool, the areas on the tool where the flutes are cutting
material and the angles to these flutes must be calculated, along with the feed rate per tooth.

Othér yariables, such as K, and K, from equatiofls (1) and (2) and the total axial depth of cut, _

B, are ﬁredetermined.

3
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Figure 10 Angles used in equations (7), (8), and (9); a) top view of tool; b) side view of

tool; ¢) unrolled section of tool where flutes may be cutting the workpiece [11].

3.2.1 Determining Cutting Angles

To use equations (5) and (6), the algorithm must determine which areas on which
flutes are currently cutting. This is done by comparing the angular range where the tool
contacts the workpiece in each layer of the tool (Figure 11 angle 0; to 6,) to the angles to
the flute locations in the same layer (Figure 9 and Figure 11; angle o).

Dexel information can be used to determine approximately what parts of the flutes
are cutting at any instant in time. In this research, a new instance occurs when the screen is
‘updated with a new tool location. During the milling simulation, the tool is subtracted from
the part at each instance. The near and/or far locations (depending on which part of the tool
dexel did the cutting) are stored in Cartesian coordinates. These coordinates are used to

determine an angle 6 (Figure 11) according to:

6 = atan(i—z) (10)
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not allow for close approximation of the cutting angles because the tangent to the tool
surface at the point of cutter contact is parallel or nearly parallel to the direction of the sight ~
lines used to create the dexels. This is tile case with the dexels on the left and right edge of -
the tool in Figure 16a. In Figure 16a, the cutting angle is underestimated. The ‘requirefl -
adjustment depends on workpiece "geometry, sight line direction for dexel creation with
respect to tool orientation, and tool movement direction as well. Figure 16b shows a case
where 91 does not need adjustment because the workpiece geometry is different. Figure 16¢
shows a case where 0 does not need adJustment because the direction of the sight lines used :
to create the dexels is different. Figure 16d shows a case where 6 r}eeds more adjustment
than (a) because the direction of the sight lines is different. .

Figure 17a shows a slice of the tool in the arbitrary orientation of dexel creation. The
figure displays the linear dimensions used to determine cutting angles. The precise amount
of adjuetment required for the beginnirzg and ending cutting angles cannot be determined _
from the available information, but the maximum amount of error without adjustment can be

determined. The maximum amount of error is given by 20,, where 6, as shown in Figure

17b, is determined by:

(%d d) (sin6,,)
(r— %wd) (sin@ )

where w, is the dexel width, d, is the dexel depth, 6, is the angle from the projection of the

Ba = atan

(14)

tool axis onto the xy-plane to the x-axis, and 0,4, is the angle from the projection of the tool

axis onto the yz-plane to the z-axis. The dexel depth is determined from the Pythagorean

Theorem, using the tool radius, r, and w, as follows:

) L)

Notice that 6, shown in (a) cannot be used for the same reason 6 shown in Figure -
12b cannot be determmed in the tool orientation shown: 6, must be determined on a plane

perpendlcular to the tool axis. ThJS has been taken into account in equation (14) by usmg de

and edz. : -



b) \ 6,

B >

i -

Figure 17 Maximum amount of error in beginning and ending cutting angles

In all the cases tested in éhapter 4, adding or subtracting 6, from the beginning or

ending cutting angles made: negligible difference in the force calculations. However, this

error could become significant if the dexel to tool size ratio is large.

3.2.5 Determining the Forces and Moments

Equations (5) and (6) are used to determine the forces on the tool.' These forces can -
be used to determine the moments in regions where the tool is most likely to fail. i
One likely mode of failure is the tool shaft shearing about its axis. Checking for this
form of failure involves calculating the moment about the tool axis (thé z-axis). An
elemental form of the moment is calculated by:
dT, = rdF + rdF, ) (16)
where Z?TZ is the moment about the z-axis, and r is the tool radius.

Another possible type of failure is due to bending at the location where the tool is
_held in -the milling machine. Checking for this involves calculating the moment at this -
location, perpendicular to the tool axis (about an axis in the xy-plz;ne). The eiemental form

for this moment is: o . ) -

- ar,, = (‘l—z)de+ (l—z)fiFy? T (17
where dT,, is the moment about an axis in the xy—pla’ne, 1 is the tool length mea§uréd along
the tooi axis from the tip of the tool to an axis in the xy-plane, a{ld z is the distance along the
tool axis from the tip of the tool to the location where the elemental forces, dF, and c;Fy;~~are

being applied. - e -
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CHAPTER 4. IMPLEMENTATION AND RESULTS

4.1 Implementation

To view a milling simulation, data describing the tool and workpiece geometry, and
the tool path must first be loaded into the simulation program. This information is contained
in a setup file. The number of instances of force calculation to be calculated and plotted per
instance of tool movement displayed during the milling simulation is also specified in the
setup file. The more instances, the smoother the plot and the more likely the force
calculaiion will coincide with the maximum force values for each tool revolution. If the
" number of instances is too high, simulation speed decreases. Once a setup file is loaded, the

user can orient the workpiece prior to dexel conversion.

4.2 Results

The results of force calculations produced from dexel information are compared with
the quel developed by Tlusty and McNeil [11]. The model developed by Tlusty and
McNeii, described in Section 3.1.2, determines the force by integration over the range of
flute angles that are cutting the workpiece. Tlusty and McNeil compute plots for three
examples, varying either the radial depth of cut, a, or axial depth of cut, b (Figure 1). The
three examples have been implemented for this research. Table 1 contains the maximum
force on the tool in each example. The model implemented in this research corresponds
clbselyé with Tlusty and McNeil’s model at the peak force values. In the column entitled
“layers; embedded in the workpiece,” the different values are due to different tool orientation
and sc%a.hng, not different values (;f b. The table indicates that the percent error varies
depending on the number of slices currently cutting material. For example, when a=1.5875
mm, b=7.0 mm, and the scaling is such that there are 10 tool layers embedded in the
workpiece, and the tool 1s rotated about its axis such that more than 4 layers are cutting,
error is less than 25 percent. )

:The tool used for these calculations is a flat end tool with two flutes and a helix angle

of 30 dégrees.
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Table 1: Comparison of results of summation of tool layers to integration over range of
: flute cutting angles to determine forces for three examples

layers layc?rs max. | max. | o | max. | max.
a b embedded | cutting | force | force slices | slices
(mm) | (mm) in tt{e at max. | sum. int. a;;l::' 10% |.-25%
workpiece force ™) N error | error
1.5875 | 7.0 10 8 9.32 8.97 3.8 8 4
-1.5875 | 7.0 20 17 921 . 1897 |26 10 3 -
1.5875 | 7.0 40 33 9.09 8.97 1.3 9 3
1.5875 | 7.0 50 41 9.11 8.97 1.5 7 4
1.5875 | 14.0 10 4 10.30 | 8.97 15.9 4 4
1.5875 |.14.0 20 9 9.890 |.8.97 100 |9~ 4
1.5875 | 14.0 |40 17 9.44 8.97 5.1 9 3
-1 1.5875 | 14.0 50 21 9.14 8.97 2.0 9 4
3.175 7.0 10 10 15.93 ir6.69 4.5 9 4 )
3175 |70 20 20 16.61 | 16.69 |04 rlO 3
3.175 7.0 40 40 16.37 | 16.69 | 1.9 9 . 3"
3.175 7.0 50 50 1643 |16.69 | 1.5 7 4

4.2.1 Selecting an Orientation

:The results of force calculations are view dependent, as Figure 16 indicates. They

depend on tool size with respect to dexel size and on the orientation that the user chooses. .

Error is likely to increase when tool size decreases with respect to dexel size and when'the’ -

tool axis direction approaches the z-direction.

" For best results, a view should be selected so that the situation shown in Figure 16a is

avoided, i.e., in which the viewing direction is nearly parallel to the tool surface cutting -

material. It is possible to select such an orientation if the radial depth of cut, 4, in Figure 1,is

constant. If the radial depth of cut is not constant, 'such an orientation cannot necessarily be

selected. A similar situation exists when selecting an optimum orientation so that the dxial:

depth 6f cut, determined by the number of dexels currently cutting material, corresponds to
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the axial depth of cut determined by the number of tool layers currently cutting: it can only

be accomplished if the axial depth of cut, b, is constant.

4.2.2 Sources of Error

By comparing results from the method used in this thesis, which sums force values
for all layers of the tool that are cutting material, with equations (7) and (8) and the rest of
Tlusty and McNeil’s equations from [11], it is clear that this program can accurately
reproduce Tlusty and McNeil’s results at the peak force values. The error induced from
sumﬁation of discrete flute cutting angles as opposed to integration over the range of cutting
angles in generally around 2-5 percent (Table 1). The compaI‘ison shows that if there are
more than ten layers cutting, there is generally less than ten percent error due to summation
instead of integration. ~

Another source of error is that the axial depth of cut, b in Figure 1, tends to bé over
calculated due to the layering of the tool. Section 4.2.1 explains how error can be minimized
with= certain orientations.

éAccording to equation (13), the thickness of a tool slice is greater than or equal to the
width of a dexel. Therefore, since every dexel must be contained in a tool layer, it is likely )
that the axial depth of cut determined by summing tool slices will be larger than the axial

depth of cut determined by stacking dexels. This can be seen in the following relationships:

W, = wN, (18)
W, = w,N, , (19)
Nw,; 2 (N;—05)w, (20)

where Wl is the axial depth of cut for all tool layers cutting, N; is the number of tool layefs
cuttmg, w; is the width of a tool layer, W, is the axial depth of cut for all dexels cutting, N 1 is
the number of dexels cutting, and w, is the width of a dexel. Equation (20) is an inequality
because the number of layers is an integer, and there must be enough layers to hold all the
dexels. For the average case, equation (20) becomes:

_ (N;,-0.5)w,

+0.5 (21)
w) -
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Therefore, since wy is larger than wy, Wl in equation (18) is, on average, larger than W, in
equation (19). ‘ . . -
The third and final source of error is miscalculation of the Jbeginning and ending

cutting angles, described in Section 3.2.4. However, experiments indicate that the error

induced by this effect is minimal.

4.2.3 Examples

Results for different orientations for the example from Table 1 where a equals
1.5875:mm and b equals 7 mm are tabulated in Table 2 and shown in Figures 18 and 19. For
the simulation with a equal to 1.5875 mm;nd b eqﬁal to 14 mm, rotated -77 degrees about
the x-axis, and 9 degrees about the y-axis, milling simulation and plot output are displayed in
Figure 20. Figure 21 shows the results with a equal to 3.175 mm and b equal to 7 mm,

rotated -77 degrees about the x-axis, and 33 degrees about the y-axis.

Table 2: Maximum force on the tool in different orientations

1S.t 2nd 3rd i forf:e 7’ figure
rotation | ion | rotation | TREMWAE | Liber | T -
(degrees) ™)
-86 9 9.00 18 i
about x abouty (best result) |
-86 843 . 19a
about x
; -34 8.60 19b
j about x
-34 69 8.86 119 .
about x abouty .
-34 69 51 9.32t08.89 | 19d
about x abouty | aboutz
77 -69 9.57t08.78 | 1%
about z about x
=77 17 ) 9.07 19f
about x about y
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CHAPTER 5. CONCLUSIONS AND FUTURE RESEARCH

:A basic model for force analysis can be added to a milling simulation that performs
dimensional verification without greatly affecting the simulation time. If a more realistic
model such as the one developed by Tlusty and Ismail [14] is used, the calculations at each
step are more complicated, involving integrations, whereas the model used in this thesis only
requires multiplication.

| Despite the detailed information about tool and workpiece contact that the use of
dexels makes available, the angles where flutes enter and exit the workpiece cannot always
be accﬁrately calculated. Certain orientations give better results. The viewing angle and the
scale also affect force calculations. If the radial and axial depth of cut are constant, optimum
orientations can be found for viewing the simulation to give the best force cajculaﬁons that
this program can compute.

| Implementation of this algorithm allowsAthe user of an NC milling dimensional
verification program to get an estimation of the forces during the milling ﬁrocess while
running a material removal simulation. If unexpected peak forces appear during the
simulation, the tool path programmer knows immediately that the tool path needs adjustment.

Future work involves making both the cutting angles determined from dexel
information more accurate, and possibly using a more accurate force model discussed in the
introduction. Currently the latter cannot be done without sacrificing the speed of the

simulation.
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