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ABSTRACT

A dynamic computed-tomography (CT) scanner has been developed for
imaging objects undergoing periodic motion. The scanner has high spatial resolution
and sufficiently high temporal resolution to produce quantitative tomographic images
of objects, such as excised arterial samples perfused under physiological pressure
conditions.

The dynamic CT scanner is comprised of a modified x-ray image intensifier
(XRIl) coupled to a 1024-element linear photo-diode-array detector. The XRIl was
modified to allow continuous electro-optical magnification of the field-of-view, thereby
increasing the system’s limiting resolution. Iigh-resolution gated projection
radiographs of a single slice are acquired at the rate of 60 Hz, as the object
undergoes periorlic motion. If the moving object is rotated through 180, and
projections are obtained at many view angles, tomographic images at different
phases of the object's motion cycle can be reconstructed. Performance evaluation
of the scanner showed that tomographic images can be obtained with resolution as
high as 3.2 mm', with only a 9% decrease in the resolution limit for objects moving
at 1 cm s™'. Quantitative measurements of attenuation coefficient are obtained with
an accuracy of +0.02 cm™, and the accuracy in geometrical measurements of
perimeter is +0.3 mm.

To evaluate the application of the system for imaging of intact excised
vascular specimens under simulated physiological conditions, a computer-controllied
flow simulator was built and used in the measurement of dynamic arterial
distensibility. The flow simulator can reproduce physiological flow waveforms
(including waveforms with reverse components) with a precision of +0.1 mi st

Exis ing techniques for the measurement of the static and dynamic elastic
properties of excised vessels were adapted to take advantage of the additional data
from the CT images and were used to demonstrate the utility of the CT scanner for
applications in vascular research. Using these techniques, the local static and
dynamic circumferential modulus of elasticity can be measured in intact arterial
samples. Since the imaging technique is non-destructive, the mechanical properties
of these vessels can be correlated directly with the composition of the vascular wall.
This new system, together with the described techniques, offers a unique opportunity
for studying dynamic events in vitro.
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1. INTRODUCTION
1.1 COMPUTED TOMOGRAPHY IMAGING

Since the discovery of x rays in the late 1800’s, the projection radiograph has
been one of the most commonly used clinical diagnostic tools. Projection
radiography refers to the use of x rays to produce a radiographic *shadow” of a
patient and recording it with an x-ray sensitive detector. Although projection
radiography is an invaluable diagnostic tool, it suffers from tw.o significant limitations:
(1) limited soft-tissue contrast, and (2) superposition of overlying structures. Contrast
between tissues with small density differences is limited, since the intensities in a
projection image are proportional to the radiographic attenuation through the entire
patient, rather than within a localized region. Overlap of complex structures within
the body (including air cavities and bone) compounds the difficulties of diagnosis from
a two-dimensional projection.

These limitations were alleviated with the introduction of computed tomography
(CT) in 1973."2 CT enabled radiologists to obtain cross-sectional images of
patients, in which the signal level is proportional to the mean attenuation coefficient
of the imaged tissue. Since its inception, computed tomography has been used
extensively in the clinic as a diagnostic tool, particularly in areas where differentiation
between soft tissues is required. Although the basic principles employed in the
reconstruction of transverse images from projections have not changed over the past
decade, improved detector design and technology has led to improvements in image
resolution, and reduced scanning times. Furthermore, although the primary
application of CT scanners is in imaging stationary regions of the body, such as the
brain and abdomen, specialized scanners have been built to image moving organs,
such as the beating heart.’4® Notable examples are: the “dynamic spatial

reconstructor,">® which is based on 28 detectors and x-ray tubes used for the
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simultaneous acquisition of projection data; and the high-speed CT scanner
developed by Boyd et al.,*? which rapidly sweeps an electron beam over a ring-
shaped target to irradiate a slice in 50 ms.

1.2 IMAGE QUALITY AND CT IMAGING

Computed-tomographic images are "maps" of mean linear attenuation
coefficient within a section of the imaged object. As in all images, the ability to
visualize structures in an image depends on: (1) the contrast of the structure wiih
respect to its surroundings, (2) the noise level in the image, and (3) the resolving
capabilities of the scanner relative to the size of the structures of interest. The
contrast between two objects is dependent on the difference in attenuation coefficient.
Since soft tissues have similar attenuation coefficients (varying by less than 1 %),
relatively low contrast exists between many different structures in the body.
Therefore, the noise level in the images must be low in order to discern subtle
changes in attenuation coefficient. iImage noise sources include quantum noise (due
to the statistical nature of the detection of x-ray photons) and detector noise. In
clinical applications of CT, gquantum noise is the dominant noise source, due to dose-
related limitations in x-ray fluence. Previous investigations®® have shown the
following relationship between ionizing-radiation dose, resolution, and image noise:

D 1 5
hwac“

where D is the radiation dose, h is the slice thickness, w is the effective pixel
dimension, and o, is the image noise (represented by the standard deviation of the
attenuation coefficient within a pixel). Thus, the dose delivered to the patient is

inversely proportional to the square of the image noise and inversely proportional to

the fourth power of tie effective pixel size (assuming a fixed ratio between the slice
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thickness and the pixel dimension). For example, if the pixel dimension must be
reduced by a factor of two (i.e., the volume of the pixel is reduced by a factor of
eight), the delivered dose must increase by a factor of 16 to maintain a fixed o,,.
Conversely, if the dose is kept constant, the noise would be four times greater in the
high-resolution image. This increase in noise would reduce the contrast-to-noise ratio
(and hence detectibility) by a factor of four. This fundamenrt:l relationship explains
the unavoidable compromise between noise reduction and resolution in clinical CT
imaging.
1.3 APPLICATION OF CT IN Basic RESEARCH

Many research applications would benefit from computed tomography. Unlike
clinical imaging, most research applications have no dose constraints and no
compromise between noise reduction and high resolution is necessary. Since a
higher fluence can be used, CT scanners applied in basic research can provide
lower-noise images using high-resolution detectors (provided that detector noise is
small). Higher resolut'on is of particular importance for imaging small animals and
pathological samples. Furthermore, for many research applications image contrast
can be controlled. High contrast can be achieved by using radio-opaque dyes, such
as those commonly used in angiography, and by controlling the spectrum of the
incident x-ray beam. Since longer imaging times are possible, more filtration can be
added to a polyenergetic x-ray beam in order to select the optimum spectrum for a
specific application.

A major bene'it of the application of clinical CT techniques in basic research
is the acquisition of quantitative information about an object's composition and
geometry. However, the major limitation of clinical CT scanners is their relatively low

spatial resolution and large image slice thickness (typically 1 cm). Newer CT

scanners with improved resolution, and the capability for volume acquisition by helical
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scanning, are available, but the obtainable slice thickness (2 mm) still limits resolution
in the axial direction.'® Furthermore, clinical scanners are not commonly available
for in vitro studies, due to high patient loads. Recently, a number of groups have
developed specialized laboratory CT scanners for in vitro imaging of pathological

specimens and small-animal imaging.'!1213.14

Dedicated CT scanners, such
as these, can be designed to provide the best images in specific research
applications, and are routinely available for in vitro studies.
1.4 ATHEROSCLEROSIS RESEARCH AND QUANTITATIVE CT

Basic research focusing on vascular diseases is one area of investigation that
would benefit from the availability of dedicated high-resolution CT scanners. The
information provided by these scanners could be used in the study of the geometry,
composition and mechanical properties of atherosclerotic human vesseis.
1.4.1 Manifestations of atherosclerosis

Atherosclerosis, a disease of the vasculature, is the primary cause of heart
attacks and strokes.'® Atherosclerosis is characterized by: (1) an increase in
stiffness of the vascular wall; (2) changes in the composition of the wall (elastin
reduction, calcification, fibrosis);'® (3) enlargement of some vessels, such as the
aorta; (4) stenosis of other vessels, such as the carotid, coronary and iliac arteries,
due to fibrous plaques which develop on the intimal surface; and (5) an increase in
blood pressure, possibly due to decreased baroreceptor sensitivity.!” The patchy
nature of the distribution of atheroscierotic lesions suggests that local factors must

t.'® These local factors include

play an important role in disease developmen
haemodynamic effects (such as shear rate), and mechanical stresses due to the
distribution of forces within the arterial wall.

Since atherosclerosis is responsible for a large fraction of the mortality in the

western world'® it has been the subject of many investigations in the past. These
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investigations have focused on the understanding of mechanical and haemodynamic

19.20 55 well as the

factors involved in the initiation and progression of the disease,
involvement of different cell types and molecuies in atherogenesis.'> Although the
transition between early "fatty streaks” to more advanced atherosclerotic lesions is
well documented,'®2! the role of mechanical factors is still not completely resolved.
Since the rate of exchange of macromolecules between the lumen and the arterial
wall depends on both haemodynamic factors (such as shear rate) and mechanical
factors (such as circumferential stretch),2 analyzing the mechanical properties of
excised human or animal vessels and correlating these to disease sites is essential
in understanding the processes involved in the initiation of atherosclerosis.
Furthermore, the mechanical properties of the arterial wall play an important role in
the relationship between arterial pressure and flow. Alterations in the mechanical
properties, associated with aging and disease progression, would thus correspond
to changes in haemodynamic parameters such as pulse-wave velocity.232*
Techniques to infer the elastic properties from in vivo measurements of pulse-wave
velocity are being developed®2® for diagnostic purposes, and would benefit from
a thorough understanding of the relationship between mechanical properties and
disease state, measured in vitro.
1.4.2 Measurement of vascular-wall composition and mechanical properties
The arterial wall exhibits viscoelastic behaviour and, thus, both static and
dynamic mechanical properties of excised vessels must be studied. /n vitro studies
of the mechanical properties have been performed using intact specimens or strips
of arteries which have been stressed under controlled conditions. Studies of the
circumferential elastic properties, which have been performed using intact

specimens, 2728293031 tynically involve the measurement of the extemal

diameter, or changes in luminal volume, while monitoring the transmural pressure.
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Unfortunately, none of these investigators has had the capability to measure the
arterial wall thickness directly and consequently have inferred the wall thickness from
measurements of wall volume and specimen length (assuming that the wall is
incompressible). Although this approach is valid, one cannot account for local
variations in wall thickness using this technique. In previous studies performed on

stripss2.33.23

wall thickness was determined from measurements at only one
strain, or from the volume of the wall.

Recently, a number of in vivo techniques have also been developed to
characterise arterial compliance using ultrasound or magnetic resonance imaging.

The ultrasound techniques34353¢

use "echo-tracking” devices to monitor wall
movement of the peripheral arteries and photo plethysmographs to measure the
pressure. Although, with these techniques, changes in diameter can be measured
with high precision (2-10 um), the accuracy of the diameter measurements is only
about 0.5 mm. The measurements are also susceptible to transducer-positioning
errors, and the wall thickness cannot be measured. These techniques are important
since they are non-invasive, but are limited by the fact that they can be used only on
peripheral vessels. An in vitro ultrasound technique for measuring the elasticity of
arteries, currently being developed at the University of Toronto, uses a high-resolution
intravascular probe to image the arterial wall while the vessel is distended.3’
Techniques for measuring arterial elasticity using magnetic resonance (MR)
imaging are also being developed.3®® Behling et a/.*® obtained MR images of
rat carotid arteries in vivo and correlated the changes of lumen area to the changes
in measured pressure, but had to use ex vivo measurements of the wall thickness to

calculate the circumferential modulus of elasticity. Chu et al.%®

in our laboratory,
are developing a promising in vitro MR technique which can be used to measure the

viscoelastic properties of excised arteries. This technique provides measurements
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of the circumference and wall thickness, and since they apply “"tags" to the arterial
wall, they may also detect differences in distensibility asscciated with diseased areas
of the wall. This technique can potentially be applied in vivo in the future.

To the best of my knowledge there are no in vitro techniques, other than the
ones currently being developed by Chu®® and Ryan,3” which allow nondestruciive
measurement of the local circumferential elastic properties of excised arteries. in
addition, even these techniques would not provide adequate identification of the
location of calcified plaques within the wall (the ultrasound technique would actually
fail if calcified plaques are present). Thus, only a high-resolution x-ray technique
wotild be able to evaluate the local mechanical properties of excised arteries with
lesions at all stages of atherosclerosis. Coupling such measurements to histological
analysis of the composition at the same locations of the vessel wall could provide
new insight into the processes involved in vascular diseases.

1.5 RESEARCH GOAL

The goal of my research was to develop a laboratory dynamic CT scanner
with high spatial resolution and sufficiently high temporal resolution to be able to
produce high-quality tomographic images cf objects undergoing periodic motion.
Such a scanner must be able to provide quantitative information about the
composition and geometry of the object and must be effective for the measurement
of the mechanical properties of excised arterial specimens. Furthermore, for the
study of the dynamic elastic properties of arteries, the scanner must be able to image
intact excised arterial specimens under simulated physiological pressure conditions.
Thus, a technique to simulate highly-reproducible physiological flow and pressure
waveforms is required, along with a technique for the analysis of dynamic arterial

distensibility from the CT images.
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To fulfil the objectives outlined above, | have developed a dynamic CT
scanner based on a modified x-ray image intensifier (XRIl) coupled to a linear photo-
diode array (PDA) detector. The XRil was modified to aliow continuous zooming of
the image by electro-optical means, thereby increasing the resolution. A compiete
characterization of the scanner, including spatia! resolution, temporal response,
accuracy and precision, i8 essential before the system can be used as a research
tool. To evaluate the application of the system to imaging intact excised vascular
specimens under simulated physiological conditions, a computer-controlled fiow
simulator was built and used in the measurement of dynamic arterial distensibility.
Existing techniques for the measurement of the static and dynamic elastic properties
of vessels have also been adapted to take advantage of the additional data from the
CT images, thus demonstrating the utility of the CT scanner for applications in
vascular research.
1.6 THESIS OUTLINE
1.6.1 Modified x-ray image intensifier

The first step in developing a high-resolution CT scanner is to find an x-ray
detector with appropriate resolution. Chapter two describes the modification made
to a conventional x-ray image intensifier to enable the field-of-view (FOV) to be varied
continuously, by adjusting the potentials at the focusing alectrodes. The improvement
in system resolution, achieved by decreasing the FOV, is characterised by measuring
the modutation transfer function of the XRIi, coupled to a high-resolution PDA, at a
number of different FOV's. For comparison, the resolution is also characterized at
the same FOV’s, but using optical zooming to achieve the desired magnification. |
show that electronic zooming always yields a greater gain in resolution than optical
zooming. (Note however, that this gain may not be significant if the optical detector

coupled to the XRIl and the XRIl contribute equally to resolution degradation.)
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Chapter two is the basis of a paper entitled "A modified x-ray image intensifier
with continuously variable field of view: resolution considerations® by Drangova,
Holdsworth, Picot, Schulenburg, and Fenster, which has been accepted for
publication to Medical Physics. The modification to the XRIl was implemented by K.
Schulenburg. P.A. Picot and D.W. Holdsworth were involved in the design of the
modification and assisted with some of the characterization experiments.

1.6.2 High-resolution laboratory CT scanner for dynamic imaging

Chapter three is a description and characterization of the high-resolution
laboratory CT scanner that | developed for imaging objects undergoing periodic
motion. The scanner is comprised of the modified x-ray image intensifier, optically
coupled to a linear photo-diode array. With this scanner, gated projections of a single
slice of the moving object are acquired from different views. These data are then
reformatted and reconstructed into a series of CT images which shuw the object at
different phases of its motion cycle.

The scanner has an adjustable range of fields-of-view (FOV) and the
resolution can be as high as 3.2 mm™. In chapter three, | show theoretically and
demonstrate experimentally that the temporal response depends on the inherent
resolution of the scanner and the object’s velocity. For objects moving at 1 cm s
the resolution is reduced by 15% in the direction of motion. | also show that the
scanner's response is linear for materials with attenuation coefficients as high as
1.5 cm™, with an average accuracy of +0.02cm™. The average accuracy of
circumference measurements made from the CT images is shown to be +0.3 mm.

Chapter three constitutes the body of a paper entitied "A laboratory CT
scanner for dynamic imaging” by Drangova and Fenster, which has been submitted

for publication in Medical Physics.
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1.6.3 Measuring the static elastic properties of vascular specimens

in chapter four | describe a technique developed for non-destructive
investigation of the static elastic properties of intact vascular specimens. Although
the ultimate goal was to develop a method for measuring the dynamic elastic
properties of excised vessels, it is essential to first verify the feasibility of using a
high-resolution CT scanner for static measurements, without adding the additional
complication of motion. For the static studies described in this chapter we used a
high-resolution volume CT scanner, similar to the one described in chapter three but
optimized for static, multi-slice imaging. With this scanner the complete vascular
geometry of the vessel can be characterized, as well as the static elastic properties
of selected slices. Images were obtained through an intact abdominal aortic
aneurysm at five pressures. The incremental circumferential Young's modulus was
calculated from the internal and external circumferences, and at physiological
pressures the aneurysm was found to be 275 times stiffer than the normal aorta
proximal to it. Subsequent histological analysis of the image sections revealed a
sixfold decrease in elastin content in the aneurysm, compared to the normal aorta.

Chapter four forms the basis of a paper entitled “Elasticity and geometry
measurements of vascular specimens using a high-resolution laboratory CT scanner”
by Drangova, Holdsworth, Boyd, Dunmore, Roach, and Fenster, which has been
published in Physioclogical Measurement (14, 1993). D.W. Holdsworth was involved
in the data acquisition and reconstruction. C.J. Boyd assisted with the data
acquisition and the analysis of the errors in the elastic modulus. £.J. Dunmore and
Dr. M.R. Roach assisted with the sample preparation and histological studies.
1.6.4 Pump for physiological flow simulation

In chapter five | describe a computer-controlled flow simulator, designed to

mimic physiological flow waveforms. This device has made the measurement of
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dynamic elasticity in excised vascular specimens possible. The pump is a positive-
displacement device, which incorporates two rack-mounted pistons, driven into
opposing cylinders by a micro-stepping motor. The dual-cylinder approach allows
nearly uninterrupted steady flow, as well as various pulsatile waveforms to be
produced. Waveforms with reverse flow components are also possible. The
accuracy and precision of the pump were measured and ... e presented. Of particular
importance to the study of dynamic elasticity, with the CT scanner described in
chapter three, is the cycle-to-cycle reproducibility. The results from a study of this
reproducibility show an average variation of 0.1 mi s! over thousands of cycles.

The material presented in chapter five is a portion of a paper entitied
*Computer-controlled positive displacement pump for physiological flow simulation”
by Holdsworth, Rickey, Drangova, Miller, and Fenster, which has been published in
Medical and Biological Engineering and Computing (29, 565-570, 1991).
D.W. Holdsworth invented the pump. D.W. Rickey wrote the software which controls
the pump. Assistance in building the device was supplied by D.J.M. Miller. | was
involved in the design of the device and the characterisation of its perfformance.
1.6.5 Measuring the dynamic elastic properties of vascular samples

Chapter six desciibes a technique for measuring the dynamic elastic
properties of excised vascuiar specimens in vitro, using the dynamic CT scanner
described in chapter three and the physiological flow simulator described in chapter
five. This novel technique allows us to measure the dynamic modulus of elasticity
not only as a function of frequency, but also as a function of radial position around
the vessel. The distinction between different segments around the vessel is achieved
by inserting highly-attenuating thin copper wires within the adventitial surtace <f the
artery. CT images of a single slice through the artery are acquired at different
phases of the cardiac cycle, while the pressure in the artery is monitored. The
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dynamic modulus of elasticity is obtained as a function of frequency from the
recorded pressure waveform and the measured circumference and segment-length
waveforms. A porcine abdominal aorta was used to demonstrate the technique. This
technique can be combined with that described in chapter four to provide a complete
characterization of the three-dimensional geometry of a vessel and the static and
dynamic elastic properties of selected sections. Since both imaging techniques are
non-destructive, the mechanical properties can be correlated directly to the
histological measurements of the composition of the arterial wall.

The material presented in this chapter forms a portion of a manuscript, entitled
*Technique for measuring the local dynamic elastic properties of arteries with a high-
rasolution high-speed CT scanner." This manuscript is being prepared for
submission to the Journal of Biomechanics.

1.6.6 Summary and future applications

Chapter seven summarizes the work described in this thesis and presents
some future applications of the dynamic CT scanner. In particular, the application of
the device for measuring velocity and shear rate in excised vascular specimens is
discussed. The principles described in chapter three, for the acquisition of dynamic
images undergoing periodic motion, can also be applied to clinical imaging. This

applicauon is discussed in chapter seven as well.
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2. MODIFIED X-RAY IMAGE INTENSIFIER
2.1 INTRODUCTION

Recently, a number of techniques have been described, in which x-ray image
intensifiers (XRIl) have been utilised in vascular research,’?3* small animal
imaging,?45 and in vitro bone densitometry.® Although state-of-the-art XRIl's may
be used at a number of fixed fields-of-view, none have the capability of continuously
varying the size of the input image that is mapped onto the output phosphor. Many
research applications and applications in clinical fluoroscopy’ would benefit from the
ability to vary the magnification continuously, and to select any magnification within
a given range in order to maximize the resoiution for a given field-of-view (FOV). For
the application of XRIil's to the imaging of vascular specimens they must have
sufficiently high resolution to enable accurate measurements of the arterial size.

Varying the magnification of an XRIl may be accomplished by optical or
electro-optical means. Although the desired magnification may be achieved by either
technique, optimal improvement of the system spatial resolution may not always
result. To achieve optimal resolution improvement, consideration must be given to
the relative contribution of each magnification technique. In a recent paper, Rudin
et al.” described the performance of a fluoroscopic system incorporating an optical
zoom lens, in place of the fixed focal-length video-camera lens. The zoom lens was
implemented in order to use optimally the bandwidth of the video cameras commonly
used in clinical fluoroscopy units. They reported improvements in the system
modulation transfer function (MTF), with increasing magnification factor, but showed
negligible difference between optically and elecironically achieved magnification. We
believe, and show here, that greater improvements in resolution can be achieved by
electro-optical zooming, especially in the cases where the XRll is the component

which limits system resolution.
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The principles of continuous electro-optical zooming of XRIl have been
described previously,? and Robbins et al.'® reported on a prototype intensifier,
which allowed zooming between a 22.3-cm and a 11.4-cm field-of-view. In this
chapter, | describe an *add-on" modification to conventional multiple-field x-ray image
intensifiers to provide continuous electro-optical zooming capabilities by
simultaneously varying the voltages of the two focusing electrodes. | describe the
modification in detail arnd provide measurements of the MTF for different FOV’s. For
co.mparison, | also present MTF measurements for the same magnifications achieved
optically. | also include the results from two optical detectors - a high-resolution
linear photo-diode array (PDA), which we use in non-fluoroscopic research
applications (such as the CT scanner described in chapter three), and a video
camera, which has poorer resolution than the PDA - and compare the MTF's
achieved by optical and electronic zooming.

Chapter two is based on a paper, entitled "A modified x-ray image intensifier
with continuously variable field-of-view: resolution considerations,” which has been
accepted for publication to Medical Physics. The modification was implemented by
K. Schulenburg. P.A. Picot and D.W. Holdsworth were involved in the design of the
modification and assisted with some of the characterization experiments. | designed
and performed the experiments to characterize the improvements in resolution, and
compared the benefits of electro-optical zooming to those of optical zooming. | also
formulated the theoretical validation of the differences observed between optical and

electronic zooming for the two types of optical detectors.
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2.2 THEORY
The modulation transfer function of an XRIl imaging system is given by the
product of the MTF's of the XRIil and the optical detector coupled to it. The MTF of
the XRIl, MTFqa, (measured in the plane of the output phosphor), is due to the
cascade of the transfer functions of the XRIl components: the input phosphor,
electron optics, and the output phosphor. The relative contribution of the output
phosphor and electron-optics MTF's te MTF, . depends, in part, on the electronic
magnification factor M,, which is defined as the ratio of the size of the image at the
XRI! output phosphor to that at the input phosphor. Varying M, is achieved by
changing the electric potential on the electrostatic focusing elements within the XRIl,
which also may affect the quality of the electron optics. Previous studies'® have
shown that the electro-optical focusing improves the resolution for large values of M,;
i.e., small fields-ot-view.
The MTF of the optical-detector system coupled to the XRIl, MTF,,,
(measured at the detector plane), is the product of two components: one due to the
coupling lenses, and one due to the resolution of the optical detector itself. The
optical magnification factor M,, in analogy to M,,, is defined as the ratio of the size
of the image in the optical-detector plane to that in the plane of the XRIl output
phosphor. The value of M, may be varied by changing the relative focal lengths of
the coupling lenses, often through the use of a conventional zoom lens in front of the
detector. The amount of optical abberation caused by this coupling lens also may
depend on the value of M, typically with increased blurring associated with large
M,. In a conventional fluoroscopic imaging system, the electronic magnification
factor M, is always less than unity, since the XRIl demagnifies the image; and M,

is usually near unity, since the size of the optical detector is usually matched to the

size of the XRll-output phosphor.
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The MTF of a fluoroscopic system can be, thus, separated into components

due to the XRIl and components due to the optical detector and coupling lenses; i.e.,

M,) . (2.1)

MTF, (.M, = MTF,,,.,(.Mf.:,M,) - MTF, ( M,fM,,'
where f is the spatial frequency in the plane of the XRIl input phosphor and
M, = M,-M, is the ratio of the size of the image in the optical-detector plane to that
in the plane of the XRIl input phosphor. The dependencies of MTF,,, and MTF_, on
M, and M,, respectively, are imposed by the properties of the electron optics and
coupling lens, as described above.

In practical implementations, a wide range of XRIl's, coupling lenses, and
optical detectors are available, making it difficult to predict the relative contributions
of MTF,, and MTF,,, to the total system MTF. This, in tum, makes it difficult to
predict the relative effects of electronic and optical zooming on system MTF.
However, we can consider three simplified cases which clarify the roles of electronic
and optical zooming, with respect to their effect on the limiting resolution of the
system:

Case 1: Optical-detector dominated MTF i.e.,

sys?

MTFM(T{’.) > MTF( MfM ) at the limiting spatial frequency of the system. In this
[ ] [ hd -]

situation, improvements in MTF,, can be achieved by varying either M, or M,

provided the desired M,, is reached. There is no benefit in choosing one type of

magnification over the other.

Case 2: XRII dominated MTF, ,, i.e., MTF,,( MfM ) > MTF,,,,(%) at the

limiting spatial frequency of the system. In this case, a given value of M, should be
achieved with the largest value of M, possible, since this will lead to a direct

improvement in MTF,, and thus to a direct improvement of MTF, .
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Case 3: Equivalent XRIl and detector MTF's, i.e.,

MTF 4o ( M:Mo) = MTF,,,.,-(%) for all spatial frequencies of interest. In this case,
a given value of M,,, should also be achieved with the largest value of M, possible,
since both MTF,,, and MTF, . will be affected. However, the improvement in MTF,
for electronic zooming over optical zooming may not be as significant as in case 2.

in this chapter, the last two of the cases described above are investigated,
using both high- and low-resolution optical detectors to alter the dominance of the
XRIl and detector MTF components. In both cases, we have employed various
combinations of electronic and optical zooming, in order to determine if the resolution
advantages of electronic zooming predicted by this simplified model are realized.
2.3 MODIFICATION DESCRIPTION

We have modified a conventional Thompson-CSF 9" multiple-field x-ray image
intensifier as illustrated in Fig. 2.1. A variable high-voitage power supply (Bertan
Associates Inc., Hicksville, NY, USA, Model 602B 200P, 0-20kV) controls the voltage
Vg, at electrode G,, bypassing the direct connection (between points A and B in
Fig. 2.1) to the voltage-divider resistor chain. Varying V;, moves the electron
crossover point, thus changing the image magnification.® The focus of the electron
beam is adjusted by a motor-driven 50 MQ potentiometer, which changes the
potential V5, at electrode G,. The size of the FOV, referenced to the input phosphor,
depends on V5,, which we refer to as the "zoom voitage.” The voltage V;, must be
adjusted appropriately to ensure a sharp image at the output phosphor of the XRII,
and we refer to it as the “focus voltage.” The output voltage of the power supply and
the potentiometer's motor driver are controlled by a PC/AT computer. The potential
at electrode G, was not altered.
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Figure 2.1: Schematic diagram showing the modification of the XRIl (within the
hatched box), which allows the FOV to be adjusted continuously under computer
control.

2.4 EXPERIMENTAL METHODS
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high-resolution linear photo- Figure 2.2: Schematic diagram of the
) . experimental configuration used to measure the
diode array (PDA) and a video MTF’s of the XRIl-optical detector system. The
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CA, USA) with element width of 25 um and element height of 2.5 mm. The signal
from the PDA was digitized with a 12-bit analog-to-digital converter. The video
camera (Syracuse Scientific SS-800, Clay, New York, USA) was used in the 525-line
interlaced mode, with the amplifier set to fixed gain and 12-MHz bandwidth. The
video camera was not tuned to yield optimal resolution, in order to allow us to test
the hypotheses made in the section 2.2. The effective pixel width of the video
camera was 35 um, with a height of 30 um. Images acquired by the video camera
were digitized with an 8-bit video frame grabber. The optical image of the XRII
output phosphor was relayed to the optical detector via the built-in 90-mm f/1 XRil
output lens and a Nikon NIKKOR 80-200 mm f/4 zoom lens.

For all experiments described in this chapter, we have defined the FOV to be
the size of the image, referenced to the input of the XRI|, that is seen by the 1024
elements of the PDA detector. The size of the FOV was determined from images of
a 1-cm copper grid placed at the input of the XRiIl.
2.4.1 Calibration of V5, and Vg,

it is necessary to determine the relationship between the optimal focus voitage
Va2 and the zoom voltage Vg, for each FOV. This was accomplished by measuring
the FOV and determining the optimal V;, at 10 different zoom voltages. The optimal
value of V5, was determined by irradiating a 400 um diameter copper wire placed at
the input face of the XRIl, while observing the signal from the PDA on an
oscilloscope. The image of the wire appeared on the oscilloscope as a depression
in the trace, which changed in magnitude as Vg, was varied. The optimum V5, was
the potential at which the magnitude of the depression in the trace was maximized
and the width minimized.
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2.4.2 System resolution gquantification

The MTF'’s of the XRll-detector system were measured, for both the PDA and
video-camera detectors, under conditions of optical and electronic zooming.
Electronic zooming was achieved by setting the zoom-lens focal length to 80 mm,
and varying Vg, and Vg, to give the desired FOV. Optical zooming was achieved
by setting the electron optics of the XRIl to give the largest FOV (24 cm) and using
the zoom lens to maghnify the image. During the MTF measurements, the zoom-lens
aperture was maintained at f/4 to avoid changes in resolution due to lens aberrations
at different f ratios. The effects of veilin, glare were reduced by collimating the x-ray
beam. Collimation was accomplished by placing a 1-mm wide slit in front of the XRI|
for the PDA experiments, and by adjusting the size of the lead collimator to the
desired FOV for the video-camera experiments (see Fig. 2.2).

All MTF’s were calculated from edge response functions (ERF). in acquiring
the ERF's, we used the scanning-edge'' and the slanted-edge'?'? techniques
with the PDA detector and the video camera, respectively, to avoid aliasing due to
detector element spacing. Imaging a thin metal blade placed directly against the front
face of the XRIl ensured that no additional blurring was introduced due to the finite
size of the x-ray tube focal spot.

The scanning-edge MTF measurement technique,'’ which is typically used
with one-dimensional detectors, invoives the translation of a high-contrast edge along
the detector while acquiring an image. In the resulting image, each line represents
an ERF, shifted by a known amount with respect to the ERF from the previous line.
The shift is determined by the scanning speed and the read-out rate of the
one-dimensional detector. The ERF’s from each line are then combined into a single
ERF which has a sampling interval smalier than the detector pixel spacing. The MTF

is calculated by differentiating and Fourier transforming the oversampled ERF. This
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process enables the characterization of the system resolution beyond the frequency,
determined by the sampling rate of the optical detector, at which aliasing occurs.

The slanted-edge MTF measurement technique'?'? is analogous to the
scanning-edge technique for two-dimensional detectors. A metal blade with a straight
edge is placed in front of the detector at a small angle with respect to a line defined
by the optical-detector pixel grid. As with the scanning-edge technique, a line in an
image of this slanted edge produces an ERF, which is shifted by a known amount
with respect to the preceding line. The shift between two adjacent lines is
determined by the angle at which the edge was placad with respect to the grid. An
oversampled ERF can then be generated as described above.
2.4.2.1 XRiI-PDA resolution

Measurements of the resolution of the XRII-PDA system were performed by
translating a 0.5-mm thick tungsten edge at a constant rate of 0.13 mm s! across the
input of the XRII, while the PDA signal was digitized at a rate of 60 scan lines per
second. These images were first corrected for diode-to-diode sensitivity variation by
dividing the images by a correction field, and then were processed, as described
above, to obtain oversampled ERF curves. Since the PDA is linear in response'*
there was no need for non-linearity correction. For the XRII-PDA system, we
obtained MTF measurements for five FOV’s achieved electronically (ranging from
24 cm to 8 cm at the input of the XRIl) and five FOV’s achieved optically (ranging
from 24 cm to 10 cm). All images were obtained at diagnostic exposure rates, with
kVp settings varying from 60 to 105 kVp, and 3-mm added Al filtration.
2.4.2.2 XRll-video-camera resolution

The resolution of the XRIl-video-camera system (in the direction parallel to the
camera scan lines) was quantified from ERF’s obtained from images of a 50-um-thick
copper edge placed at a small angle with respect to the vertical. An edge producing
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a low-contrast image, was used to ensure we were operating the video camera in a
region of linear response.'> The contrast (given by AS/S, where AS is the
difference in signal level and S is the mean signal level) in the images of the copper
edge varied between 10.4 and 11.7% depending on the x -ay spectrum used. A
neutral-density filter (OD 0.5) was introduced between the XRIl and detector lens to
maintain the optical output from the XRIl within the detector range, without varying
the lens aperture and without compromising photon statistics. The radiographic
exposure parameters were 80-100 kVp, 3-mm added Al filtration, and the x-ray tube
current was set to values ranging between 3 and 10 mA. We collected 540 images
of the edge, each 512 pixels by 120 lines, and 540 images of a mask field. The
images of the edge were averaged and corrected for spatial response variation.'®
All image lines were then combined to yield one oversampled ERF. The resolution
of the XRll-video-camera system was characterized at FOV's of 24 cm and 10 cm,
achieved by both optical and electronic zooming.

In addition to the MTF measurements, images of a bar-pattern test object were
acquired at an FOV=10 cm to demonstrate visually the difference between optical
and electronic zooming. The images were acquired with the zoom-lens f ratio set
to f/5.6.
2.4.2.3 Effect of x-ray spectrum on MTF measurements

Since a variety of x-ray spectra are used in XRli-based radiography, we
investigated the effects of changing the incident x-ray spectrum on image resolution.
The MTF of the XRII-PDA system was measured with incident spectra of 60, 80 and
110 kVp. For these measurements the XRIl image was magnified electronically to
the smallest achievable FOV (8 cm), and an 85-mm Nikon iens at f/4 was used as
the detector lens. The x-ray tube current was adjusted (between 25 and 100 mA

depending on the spectrum used) 10 ensure maximum signal detected at the PDA,
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without saturation. The scanning-edge technique described above was used to
obtain the MTF’s.
2.4.3 Detector resolution quantification

The MTF's of the PDA and the video camera were measured to determine
their contribution to the degradation of system resolution. The resolution of both
optical devices was measured with the 80-200 mm zoom lens coupled to a Nikon
85-mm lens, in place of the XRIl output lens. To simulate the spectral output of the
XRIl, green light ilumination (A.=565um)‘7 was used while acquiring images of a
razor blade. The razor blade was slanted at an angle of 4° for the video-camera
measurements and was scanned at a rate of 0.11 mms' for the PDA
measurements. The ERF’s for the two detectors were measured with the zoom lens
set to the two extreme focal lengths (80 and 200 mm), in order to determine if a
significant degradation in resolution resuits when varying the focal length.
2.5 RESULTS
2.5.1 Calibration of Vg, and Vg,

Figure 2.3 shows the » v . .
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of 24 cm to 8 cm. From these interpolated voltages, electronic zooming to a desired
FOV was achieved using a 12-bit digital-to-analog converter (DAC) controlled by a
PC/AT computer. The zoom voltage was controlled directly by the DAC, while the
focus voitage was controlled by moving the stepper motor a known number of steps.
The potentiometer position required for a certain focus voltage was determined to
wi‘hin one motor step, which is equivalent to 15 V. The zoom voltage and the focus
voltage for a given FOV were stable over time, implying that a calibration procedure
need only be performed once, when the modification is implemented.

Figure 2.3 also shows that the slope of the zoom-volitage-FOV curve increases
as the FOV is reduced. At a zoom voltage of 20 kV the reduction in FOV with
increasing V5, occurs at a rate of 0.17 cmv/kV, compared to 6.0 cm/kV at the largest
FOV. Thus, increasing the zoom voltage past 20 kV would not lead to a significant
reduction in the FOV.

2.5.2 X-ray spectrum effects on resolution

Figure 2.4 shows the
MTF's of the XRII-PDA system,
obtained with maximum 1.00
electronic zooming (i.e.,
maximum M,), at 60 kVp and 0.10

110 kVp. A similar result was

modulation transfer factor

obtained at 80 kVp. Clearly, for

0‘01 (UL VNPTV WGP SISV SED

0 1 2 3 p 4 5
spatial frequency (mm )

resolution is not a function of the  gigyy. 2.4:  XRII-PDA system MTF's measured
at 60 kVp and 110 kVp. For these experiments,
the FOV was set to 8 cm by electronically
2zooming the XRIl. All frequencies are referenced
to the input of the XRIl.

this range of kVp's, system

spectrum of the incident x-ray
beam. A small difference in

resolution has been reported by
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Rowlands et al.’® when using monoenergetic x rays at energies just above and
below the K-absorption edges of cesium and iodine. For the polyenergetic beams
used here the fraction of the spectrum near the K edges is small and therefore these
K-edge effects were not observed.
2.5.3 Optical-detector resolution

Figure 2.5 presents the — . ——

video camera

MTF's of the two optical

-t
Qo

detectors as a function of spatial

frequency, referenced to the

plane of the detector. MTF's are |
video ca
200 mm

PR SR S

modulation transfer factor

plotted for each detector with the

™ 1 e
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200-mm focal length. For the Figure 2.5: Plot of the MT#'s of the POA and
. the video camera. The optical MTF's of each
video camera, the frequency at yeiacior were measured with the zoom-lens focal

. _ .. length adjusted to either 80 mm or 200 mm. All
which MTF = 0.1 (fo,) is frequencies are referenced to the plane of the

11.9 mm™ when the lens is at detector.

o
b

zoom lens set to 80 and Y

80 mm, and 11.1 mm™ when the lens is at 200 mm. For the PDA, fo.1 reduces from
27.5 mm™! to 22.9 mm™* when the lens focal length is changed from 80 to 200 mm.
Thase results demonstrate that the MTF of the PDA is greater than that of the video
camera, and both detector MTF's are degraded when the lens is zoomed.

2.5.4. System resolution

2.5.4.1 XRII-PDA resolution
Figure 2.6 compares the MTF results obtained with the XRII-PDA system at

FOV=24 cm (largest FOV) to those obtained at FOV=10 cm, by optical and electronic
zooming. The effects of optical and electronic zooming are summarized in Fig. 2.7,

where f, , is plotted as a function of FOV. Electronic zooming from 24 cm to 10 cm
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leads to an increase in f,, by a factor of 2.2, while optical zooming by the same

amount increases f, ; only by a factor of 1.3.

photo-diode array ¢ ' . electronic zoom |
g 10 ] = optical zoom
g \ ‘ -~ 3}
& <— 10 cm: electronic E
-% m: optical - 2t
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Figure 2.6: XRI-PDA system MTF's Figure 2.7: The frequency at which the
measured at FOV=10 cm obtained by MTF equals 0.1 (f,,) is plotted as a
electronic and optical zooming of the XRHl function of field of view for the XRII-PDA
image. These are compared to the system. Results are presented for both

maximum achievable FOV=24 cm.

optical and electronic zooming.

2.5.4.2 XRll-video-camera resolution

Figure 2.8 compares the
effects of optical and electronic
zooming on the system MTF
when the video camera was
coupled to the XRIl. MTF's are
plotted for FOV=24 cm and for
optically and electronically
zoomed FOV of 10cm.
Electronic zooming from 24 cm
to 10cm leads to an f,,

increase by a factor of 1.7, while

video camera

<}
810
5 | .
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£
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Figure 2.8: XRIll-video camera system MTF's
measured at FOV=10 cm obtained by electronic
and optical zooming of the XRIll image. The MTF
for FOV=24 cm is common for both optical and
electronic zooming.

optical zooming increases f, , by a factor of 1.6.
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The bar-pattern images

shown in Fig. 2.9 visually
25
compare the resolution of the

XRIl-video-camera system when

L . 224
the desired magnification is
achieved by: (a) optical zooming
and (b) electronic zooming. The 20

FOV, referenced to the input of

the intensifier for these images

. ) ) Figure 2.9: Images of a radiographic bar-pattem
acquired with the video camera, phantom obtained with the XRIl-video camera
system by: (a) optical zooming, and (b) electronic

was 10cm. The figure shows zooming to an FOV of 10 cm.

that electronic zooming yields a
small improvement in resoiution when compared to optical zooming of the XRIl-video-
camera system.
2.6 Di1SCUSSION AND CONCLUSIONS

We have modified a standard multiple-field XRll to vary electronically the
image magnification between the input of the XRIl and the output phosphor. The
modification allows the zoom voltage V, and the focus voltage V3, to be adjusted
independently under computer control in order to achieve the desired magnification,
while the image retains correct focus, without the introduction of further image
distortion.2 With this modification, which can be applied to any multiple-field XRII, the
image can be zoomed continuously over a range of FOV's greater than that
determined by the original specifications of the XRII.

An altemative, and easier to impiement, means of obtaining the same
continuous magnification would be to use an optical zoom lens. To determine the

optimal zooming method for achieving increased resolution we compared optical
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zooming to electronic zooming and found that electronic zooming provided a greater
improvement in resolution with the PDA detector (Fig. 2.6 and Fig. 2.7). However,
electronic zooming provided little benefit over optical zooming when the video camera
was the detector (Fig. 2.8). In a recent publication, Rudin et al.” showed that, for an
XRll-video-camera system, optical zooming and electronic zooming provided
comparable improvements in resolution, in agreement with the resuits presented
here. Our results suggest that this apparent "discrepancy” between the XRil-video-
camera system and the XRII-PDA system is due to the difference in relative
contribution to the MTF degradation of the XRIl and the optical detector.

To test this hypothesis, we used the measurements of the resolution of the
two optical detectors and of the two XRill-optical-detector systems to calculate
MTF,:ﬁ,(.A_{':) using Eq. 2.1. These results are plotted in Fig. 2.10 for both detectors,
when the same FOV was achieved by either optical or electronic zooming. In
Fig. 2.10 we have also plotted the MTF’s of the appropriate optical detector, with the

frequency axis scaled to reference the MTF's to the input of the XRIl. This enables

} for the two systems at the same

the comparison of MTF,,,,,-(..!._) to MTF 4, ( f
Me Me o

M,,. From Fig. 2.10(a) and (b) it can be seen that the video camera and the XRI
have equivalent MTF's, indicating that the XRIl-video-camera system falls in the
category described by case 3. In the Theory section (2.2) we postulated that for such
systems electronic zooming will lead to a slightly better improvement in resolution
than optical zooming, for the same total magnification. Our experimental results, for
MTF,, of the XRll-video-camera system (Fig. 2.8) confirm this hypothesis.

Similarly, Fig. 2.10(c) and (d) show that at the limiting frequency of the XRH-
PDA system, MTF ,, is significantly greater than MTF

i indicating that the XRII-PDA
system is an example of a system described by case 2. We predicted that for such

systems electronic zooming would yield greater improvements in resolution than
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Figure 2.10: Comparison of MTF, ; (solid curves) and MTF ,,, (dashed curves) for
a FOV=10 cm. XRll-video camera system: (a) optical and (b) electronic zooming;
XRII-PDA system: (c) optical and (d) electronic zooming.
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optical zooming. The measurements of MTF,, for the XRH-PDA system (Figs. 2.6
and 2.7) show a marked gain in resolution with electronic zooming over optical
zooming, thus supporting this hypothesis.

In designing a complete system other factors must be considered when
comparing optical and electronic zooming. As the image is zoomed by either
technique, the brightness of the image at the optical detector is decreased because
the number of photons per detector element is reduced. The image will either be
noisier, or the input photon fluence must be increased to maintain the same quantum
noise level. One also must consider the fact that the coupling lenses of a standard
fluoroscopic system are matched and are optimized for the given system. Also,
optical zoom lenses usually have smaller focal ratios than these dedicated lenses,
resulting in reduced light transmission. Finally, one must consider the increase in
image blurring which commonly occurs with increasing focal length (as seen in
Fig. 2.5).

In summary, the decision of whether to magnify XRIl{ images optically or
electronically clearly depends on the relative resolving power of the XRIl and the
optical detector. We have shown that when the optical detector and the XRII
contribute equally to the system resolution, as in the case of the XRll-video-camera
system, only minor benefits are realized when zooming electronically rather than
optically. However, if the XRIl is the dominant factor which determines the system
resolution, greater improvements in resolution can be achieved by electronic zooming
rather than by optical zooming. Thus, electronic zooming always leads to increased
resolution, while optical zooming may not have a significant effect on improving
resolution. Therefore, we used the electronically zoomed XRIl as the x-ray detector

for the high-resolution dynamic CT scanner.
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3. HIGH-RESOLUTION LABORATORY CT SCANNER FOR DYNAMIC IMAGING
3.1 INTRODUCTION

High-quality transverse images of static objects are produced by
conventional clinical CT scanners. However, conventional scanners require about
1 s to acquire an image. Thus, for imaging moving objects, such as the beating
hear, specialized scanners must be used.'?2 CT has also been used in basic
research, for imaging pathological specimens and small animals. Unfortunately,
since clinical scanners are not designed to image smal! objects, they do not have
sufficient resolution for these applications. Thus, a number of researchers have
developed specialized CT scanners to image vascular specimens, bone samples,
and small animals.*5%7 These scanners can be used to produce high-
resolution quantitative images of static samples, but none has sufficient temporal
resolution to image moving objects. Applications for a high-resolution dynamic CT
scanner include ex vivo imaging of arterial specimens subjected to physiological
pressure conditions, in order to study the dynamic elastic properties of the
vessels; imaging the flow pattems in the same excised vessels in an attempt to
link disease sites to haemodynamic effects; or imaging motion, such as that of the
heart, in experimental animals.

Chapter three describes a high-resolution dynamic CT scanner, which |
developed to image objects undergoing periodic motion. The dynamic CT
scanner is based on the modified conventional x-ray image intensifier (XRIl) and
linear photo-diode-array detector (PDA), which were described i chapter two.
The scanner obtains gated projections of a single slice, which are later
recombined and reconstructed into cross-sectional images of the object at
different phases of its motion cycle. Here | describe the scanner and the method

we use to obtain the cross-sectional images. A complete characterization of the
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system performance, in terms of spatial resolution, temporal response, precision
and accuracy is also presented, and the experimental results are compared to
theoretical predictions. The material presented in this chapter comprises the body
of a paper entitled “A laboratory CT scanner for dynamic imaging," which has

been submitted for publication in Medica! Physics.
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3.2 AcQuISITION GEOMETRY

The acquisition geometry of the dynamic CT scanner is shown in Fig. 3.1.
For consistency, we have used nomenclature similar to that introduced by
Holdsworth et al.* The linear detector, consisting of n elements spaced Ax’ apart,
is placed at a distance F from the x-ray source and is centered about x’ = 0.
The object rotates in front of the detector about the z axis, which is perpendicular
to the x-y reconstruction plane and is a distance R,, from the source. The
magnification of the object is thus givenby M = F/R,,,. The reconstructed image

contains LxL elements, spaced Ax = Ax’n/(ML) apart. The half-fan angle is
nax’
2F
reconstruction radius is given by r,,, = LAx/2, where r = (x2+y?)%. As the

determined by F and the size of the detector as 8 = tan'( ). The maximum

object is rotated in angular increments AB over O<f<n+23, Nang views are

collected to complete the set of projections required for reconstruction.

Figure 3.1: Schematic diagram of the acquisition geometry of the dynamic CT
scanner.
3.3 SYSTEM DESCRIPTION
3.3.1 The imaging system
The high-resolution dynamic CT scanner is shown schematically in Fig. 3.2.

The x-ray beam, collimated by a narrow slit, is detected at the input phosphor of
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the Csl XRIl, after passing

through the object. The optical collimator hnm glhcgo-
oae
image from the XRIi is relayed ] °"°"
image

. . : intensifier " F——————L____J
by a pair of collimating lenses t]
(the 90-mm XRIi output lens x—ray \obiocf on data ucqul:ltlon

source rotating stage computer

and an 85-mm Nikon lens) and

detected by a 1024-element Figure 3.2: Schematic diagram of the dynamic
CT scanner.

linear photo-diode array
(Reticon RL1024S, EG&G Reticon, Sunnyvale CA, USA). The use of this sensor
array with an XRH for scanned-projection digital radiography has been described
previously.® The sensor elements are 2.5-mm high and are spaced on 25-uym
centres. The output of the PDA is digitized to 12 bits with a high speed
analog-to-digital converter (MetraByte DAS-50, MetraByte Corporation, Taunton
MA, USA) and then stored in a PC-AT computer. The signal is continuously
integrated and is sampled at a rate of 60.73 image lines per second (equivalent
to an exposure time At = 16.47 ms). The read-out rate of the detector can be
increased to as much as 300 lines per second, but as the read-out rate is
increased the number of detected x-ray quanta decreases, thereby increasing the
statistical noise. Also, since we require that good photon statistics are maintained
for all experiments, we used only 512 elements of the detector array and varied
the XRIl FOV. Thus, for larger objects the best resolution was not achieved.
The x-ray source is a rotating-tungsten anode tube (Dynamax 67, Machlett
Laboratories, Connecticut, USA) with a nominal focal-spot size of 1.0 mm and
inherent filtration equivalent to 0.5-mm Al. Additional filtration of 3.0-mm Al was
introduced to reduce the image artifacts caused by beam hardening. For all the
studies presented in this paper, an x-ray beam generated at 90 kVp was used,
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with tube current varying between 25 and 200 mA. A 1-mm lead collimator placed
in front of the object determines the section of the sample to be imaged and also
reduces x-ray scatter and XRIl veiling glare.8

The XRIl, which has been modified to provide continuously variable
electronic image zo<:ming.9 was placed at a distance F = 75 cm from the x-ray
source. Varying the active field-of-view of the XRil between 4 and 12 cm allows
the optimum resolution to be chosen for a given application. For the experiments
described here the active field-of-view (FOV) is that seen by 512 PDA elements.
3.3.2 The sample holder

The object under -
examination is mounted in an mounted

sample
acrylic tube, surrounded by an

equalization bath, and mounted

on a rotating stage. In Fig. 3.3 -
equalization
we show schematically how a bath

sample, such as an excised

artery, is mounted for imaging.

The rotating stage is controlled

rotating
by the acquisition computer < == stage

with angular precision of Figure 3.3: Schematic diagram of the sample
holder, equalization bath and rotating stage.
0.225°. Depending on the

application, the acrylic tube may be filled with dilute iodinated contrast agent,
water, or air in order to optimize the contrast between the object and the
surroundings. The attenuation of the fiuid in the equalization bath also can be
selected to provide x-ray path length equalization. This reduces the dynamic

range requirements of the system, and the additional filtration reduces beam-
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hardening artefacts in the reconstructed images. The width of the equalization
bath (d,,,) can vary up to 17 cm, depending on the size of the object being
imaged. A second computer-controlled stage moves the sample vertically, thus
allowing the investigation of different slices of the sample. The object can be
placed at different distances R,,, from the source, thereby providing radiographic
magnification.

3.3.3 Data acquisition and analysis

The system can be used in two acquisition modes to obtain CT images
either of (1) static objects, or (2) objects exhibiting repetitive dynamic behaviour.
For imaging of static samples, our system behaves like a third generation clinical
CT scanner, but rather than rotating the x-ray source and detector, the sample is
rotated during image acquisition. Typical radiographic parameters are 90 kVp,
3-mm added Al filtration, and 100 mA. The scan times for acquiring images of
static objects are 4.15 s for fan-beam reconstruction over 360° and 3.35 s for
parallel-beam reconstruction (over 180°).

To image an object undergoing periodic motion, such as a pulsating arterial
specimen, a set of projection images from different viewing angles is obtained.
At each angular position a sequence of radiographic projections of a single slice
through the object is obtained over a period of time equal to at least one period
of the motion cycle. For clarity, we refer to these sequences as “time-evoived"
projections. As an example, we show schematically a set of time-evolved
projections of a "pulsating artery” in Fig. 3.4. The acquisition of each time-evolved
projection is triggered by a gating signal, marking the start of the motion cycle.
Since the PDA cannot be triggered in coincidence with the gating pulse, the gating

pulse may not coincide with the start of data read-out. Thus, a temporal delay is

introduced, which varies randomly between 0 and At.




Typically, time-evolved 'l E_._g

projections are acquired at b=

=
angular increments Ap = 1.5°. o

For small objects, where the ?7

fan angle is small (8 =~ AB),

100 views are obtained overn sinogram
radians and parallel-beam {}
reconstruction is used.'> For f \)
larger objects, where the fan =

) CT image at t=t,
angle is large, 200 time-
Figure 3.4: Diagram showing a set of time-

evolved projections are evolved projections of a pulsating artery, which

_ ) distends only on one side. These data are
obtained over 2n radians, and (etomatted into sinograms and reconstructed to
yield transverse images at difference phases of

fan-bean reconstruction is the motion cycle.

used. Typicaily, the
radiographic parameters used in this mode are 90 kVp, 3-mm added Al filtration
and tube current varying beiween 50 and 200 mA, depending on the object size.
The acquisition time for each time-evolved projection spans the extent of one
motion cycle.

in both modes of operation, fixed-pattern mottle, which is introduced by
XRil and diode-to-diode response nonunuformities, is corrected by a “bright field."
The bright field is the average of a set of projections through the equalization bath
alone, collected before and/or after acquisition of the projection data. A sufficient
number of projections is acquired to ensure that no additional photon noise is
introduced during the bright-field correction procedure. The correction is
performed by pixel-to-pixel normalization of the projections by the bright fieid.'°

Prior to the normalization, a “dark field" is subtracted from each image in order to
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remove any DC offset in the signal. A dark field is an average of 50 image lines
collected in the absence of signal. Finally, a cor~2ction for temporal fluctuations
in x-ray beam intensity is performed, using a reference signal obtained from a
uniformly exposed strips at the edges of the projections.

For stationary objects, the corrected projection data are then reconstructed.
For moving objects, the corrected time-evolved projections are reformatted as
shown in Fig. 3.4. A set of sinograms corresponding to different instances in time
is extracted from the complete set of time-evolved projections. The sinograms are
then reconstructed by a convolution-backprojection reconstruction algorithm.
The schematic representation in Fig. 3.4 shows the extraction and reconstruction
of one such sinogram, corresponding to one point in the motion cycle of the
“pulsating artery.” For fan-beam reconstructions a convolution kernel described
by Herman et al.'? is used, and for parallel-beam reconstruction a kemel
described by Shepp and Logan'? is employed.
3.4 THEORY
3.4.1 Spatial resolution

The spatial resolution of a CT scanner can be described as a cascade of
system stages.*'* For the complete system, the modulation transfer function
MTF; is a product of the MTF's due to the focal spot, the detector, and the

reconstruction algorithm

MTFcr(f) = MTFpo(f)-MTFs o (f)-MTF5(f) (3.1)

where foc, sys, and alg refer to the focal spot, detector system, and reconstruction

filter algorithm, respectively and f is the spatial frequency referenced to the image

plane. The focal-spot MTF is given by*'5
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MTF’OCU) = M

sinc (f-a,oc (M-1) )‘ . (3.2)

sin(mx)

where sinc(x) = » Mis the geometric magnification, and a,,. is the focal-

spot width. We have shown previously that for the XRII-PDA detector, MTFsy$ is
dominated by the MTF of the XRII® (see chapter two) and therefore MTFSF
cannot be predicted, but must be measured.

The MTF degradation due to the reconstruction algorithm results from the
interpolation between sampled points in the projections and the application of a
convolution filter. Holdsworth et al* have shown that assuming linear
interpolation'®'’ and convolution with the discrete Shepp-Logan filter

function'>'” MTF, is given by

MTF4(f) = | sinc®(£ Ax) | (3.3)

and provides a good approximation of the resolution degradation due to the
reconstruction algorithm for parallel-beam and small-angle fan-beam
reconstructions.
3.4.2 Temporal response

The inherent spatial resolution of any dynamic CT scanner is degraded by
object motion. The extent of the degradation depends on the velocity of the
moving object and the exposure time At. For scanners, like the one described
in this paper, where the acquisition of each projection is gated to the motion cycle,
the resolution is also degraded if the start of image acquisition is not exactly
synchronised with the arrival of the gating pulse (see section 3.3.3).

To describe the resolution degradation due to: (1) the finite exposure time

and (2) the random delay between the gating pulse and the start of data
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acquisition, we consider an idealized object 8(x-x,.y-y,), moving in the x-y
plane. Let the object move in periodic fashion in an arbitrary direction d. Also,

let the velocity magnitude over a small interval T of the period T, be given by

v(t) = v 0stsT (T< T, (3.4)

In Eq. 3.4, the duration of the interval T is much greater than the exposure
time At. Thus, if the start of the acquisition of each view is near the beginning
of the period, the velocity can be considered to be constant over the acquisition
of each view. First, consider the case where image acquisition is perfectly
synchronised to the gating signal. The total distance travelled by the object during
the exposure for one view is vAt and, since the object is moving periodically, this
distance is the same for each view. Consequently, the reconstructed image is
equivalent to that of a stationary object of width vAt. Thus, the finite exposure
time causes the system resolution to be degraded by'8

E(d) = _reot(-0) .

vAt VAt
Next, consider the further resolution degradation that occurs due to the random

delay between the gating signal and the start of data acquisition. When the start
of data acquisition follows the gating pulse by a delay, iandomly varying between
0 and At, the probability of recording the object at a given position is given by the
probability density function

P(d) = 1 rect(_9) .

VAt VAL
Thus, the blurring due to randomly-triggered exposure of width At is given by

fE(d OPE)L, = f—re (LE) Lrect( o) o

vAt vAt
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where { is the integration variable. Hence, the resolution in the direction of
motion is degraded by the effects of convolution with E(d) and P(d). In the case
described here, where both blurring functions are rects of the same width (vAt),

the modulation transfer function for objects moving with velocity v(t) is given by
MTF (f.v) = MTFc1(f) - sinc®(vAtf) . (3.5)

3.4.3 Noise

Expressions that predict the variance in the reconstructed value of the
linear attenuation coefficient oﬁ in CT have been derived by a number of
authors.'9202122 £alkner and Moores?? derived an expression for oﬁ for
a point in the center of a uniform, circular object placed in an attenuating water
bath that yields flat projection profiles. Holdsworth et al.? adapted that expression

to include signal-independent detector noise 0,

2 2 2 (3.6)

6, = - * Ogus s
" 12a8nN T

where I\-l, the number of photons detected per projected ray-sum, is given by22

®JAtn WHn & #oan) . (3.7)

N =
L

in Eq. 3.7, @ is the fluence rate per mA at the input of the XRIl, Jis the tube
current, At is the exposure time, W and H are the detector width and height,
respectively, n is the quantum detector efficiency, p is the mean attenuation
coefficient of the object and the attenuating bath, and d,, is the thickness of the
attenuating bath. For the CT scanner described here, H is determined by the

width of the collimator, while W is determined by the detector MTF. The
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equivalent detector width W, can be calculated from the detector noise-

equivalent bandpass*?23.24

W= = 1
2N, -
2 J’ MTF2 () df

(3.8)

3.5 EXPERIMENTAL METHODS
3.5.1 Spatial resolution

The measurement of MTF,  was described in detail in chapter two.
Briefly, images of a 0.5-mm thick tantalum edge were collected as the edge was
translated in front of the XRIl at a constant rate of 0.13 mm s'.° From these
images, a highly-sampled edge response function was obtained and then Fourier
transformed. Using this technique, MTF . (f) could be characterised without
aliasing for frequencies higher than the Nyquist frequency.?%26

The width of the focal spot was measured from a radiograph of a 0.03-mm
wide slit oriented perpendicular to the x-y plane. A slit was used instead of a
pinhole since only the width of the focal spot affects the resolution. The
radiographic parameters for the focal spot measurements were 90 kVp, 100 mA,
and the magnification was M=11.94.

The resolution of the CT images was characterised by imaging an acrylic
hemi-cylinder, which was machined flat along a diameter and inserted in an acrylic
tube. For the MTF calculations this phantom was scanned in air, thus providing

a high-contrast image of an edge. To characterise the MTF for frequencies above

the Nyquist frequency, we used the technique described by Judy?> and aligned

the edge at a small angle with respect to the y axis of the reconstruction plane.
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MTF's of the detector and the CT reconstructions were measured for two different
fields-of-view.
3.5.2 Temporal resolution

The temporal resolution of the system was evaluated by imaging a
phantom consisting of a 70-um diameter copper wire mounted in a 6-mm lucite
tube. The tube was positioned on a reciprocating stage, as shown in Fig. 3.5.
The stage platform was driven by an eccentric shaft on an aluminum flywheel.
The rotation rate of the flywheel was maintained by a DC servo-motor at a

constant frequency of 1.83 Hz, resulting in sinusoidal stage motion with an

Figure 3.5: lllustration of the reciprocating stage used in the temporal resolution
experiments. The thin copper wire underwent sinusoidal motion as the flywheel
rotated at a constant rate. The entire assembly was mounted on a rotating stage.
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amplitude of 0.94 cm and a maximum velocity of 10.76 cm s™'. The XRIl was
zoomed to a FOV of 40 mm. The proximity of the reciprocating stage to the XRIl
introduced undesirable distortions in the images, which also varied as the stage
was rotated to different view angles B. To overcome this problem, the
reciprocating stage was moved away from the XRIl (M = 1.3) and separate bright
fields were collected for different B's. Gated time-evolved projections were
collected from 240 view angles over 2=r radians and transverse CT images of the
wire were reconstructed. Each CT image shows the wire at a point in its motion
cycle when it is moving with velocity v (see appendix 3.1). From the images of
the wire, line-spread functions were obtained and Fourier transformed to provide
MTF's of the system for objects moving at velocities up to 10.6 cm s™'.

3.5.3 Noise measurements

The linearity and precision of the dynamic CT scanner were evaluated from
images of a phantom consisting of a variety of objects with known linear
attenuation coefficients.* The mean attenuation coefficients p varied between
3.5x10% em™! and 1.15 cm! for an incident beam at 90 kVp with 3-mm added
Al filtration. The mean attenuation coefficients were calculated based on the
material composition, x-ray spectrum and the effects of filtration.?” From the
images, the mean CT number and the standard deviation were determined for
each material. In addition, the effect of quantum noise was evaluated by imaging
a circular water-filled phantom, placed in an 8-cm thick equalization bath, with
radiographic parameters as described above, but with the x-ray tube current
varied over the range 25 to 200 mA.
3.5.4 Geometrical accuracy

The geometrical accuracy and precision of the reconstructed images were

characterised by imaging a set of coaxial Lucite cylinders with diameters varying
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between 6 and 70 mm.* The boundary between the cylinders and the air
surrounding them was determined by thresholding the CT images at a level equal
to the average of the CT numbers of Lucite and air. From the thresholded
images, the tube circumferences were calculated from the boundaries using
chain-coding techniques.?® The precision in the measurements was assessed
from the calculated circurmferences from 10 different images of the Lucite

cylinders.

3.6 RESULTS

3.6.1 Spatial resolution
Measurements of

MTFsysU) are presented in

detail in chapter two for a wide

range of FOV's, achieved by

modulation transfer factor

both optical and electro-optical

zooming. In Fig. 3.6(a) we
show MTF, .(f) for
Ax' = 80pumand M = 1.08,
along with the corresponding

MTFo{f). The full-width-at-

modulation transfer factor

half-maximum of the focal spot 10 ] p 3 4

was measured to be 1.12 mm spatial frequency (mm ')

Figure 3.6: (a) Measured MTF (f) for
d MTF,
an toclf) was calculated oo - o m is compared to the theoretically

using Eq. 3.2, with derivedcurve. (b) MTF ;for two fields of view.

a,,. = 1.12 mm, and was plotted in Fig. 3.6(a). MTFa,g(f) was calculated from
Eq. 3.3 and was used along with MTFsy,(f) and MTF,, (f) to provide a theoretical
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estimate of MTF.,{f) based on Eq. 3.1. This theoretical estimate, shown in
Fig. 3.6(a), is in good agreement with the measured MTF (/).

The spatial resolution of the CT images was measured for two FOV's.
Figure 3.6(b) shows MTF(f) for FOV=40mm (Ax' - 80um) and
FOV = 80 mm (Ax’ = 160um), with radiographic magnification M = 1.08. The
frequency at which MTFo{f) = 0.1 (f, ;) is 3.2 mm™ for the smallest field-of-view
and 1.76 mm’! for the larger one.

3.6.2 Temporal resolution
The images of the moving Cu wire and acrylic tube, are shown in

Fig. 3.7(a) for v=1cms' and in Fig. 3.7(b) for v=106cms’'. The

gt
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Figure 3.7: Images of the motion phantom at 1 cm s™* (a) and 10.6 cm s™' (b).
The Cu wire and lucite tube are seen. Point-spread functions are shown in (c)
and (d) for 1 and 10.6 cm s ', respectively.
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corresponding two-dimensional point-spread functions are shown in Figs. 3.7(c)

and (d), respectively. Since in our experiment v(t) was not a constant, but varied

sinusoidally, the velocities are calculated as the means over the exposure time At.

The derivations for the expressions used to calculate the mean velocities and the

standard deviations in the velocities are presented in appendix 3.1.

Figure 3.8(a) chows MTF (f,v) for a range of mean velocities. These

MTF's were calculated from images such as those shown in Fig. 3.7. These plots

are summarized in Fig. 3.8(b), where f,, is plotted as a function of v. The

values derived using Eq. 3.5
are plotted as a solid line. The
limiting resolution,
characterized by fq,4, is
reduced by 9% for objects
movingat v =1 cm s, and by
40% when v = 3 cms™. For
a velocity of 8cm s™, £, is
about 0.6 mm™'.
3.6.3 Linearity and precision
Figure 3.9 shows the
linear relationship between CT
number and mean attenuation
coefficient, for u ranging
between 0 and 1.5 cm™. The
average accuracy in the
measured attenuation

coefficients (calculated as the

@ |

—-d
(=

modulation transfer factor

spatial frequency (mm”)

Ty T T T Y

0 2 4 6 8 10 12
velocity (cm s")

Figure 3.8: (a) MTF ,(f,v) derived from the
images in Fig. 3.7 for different velocities.
(b) Limiting resolution versus velocity. The solid
line is calculated using Eq. 3.5.




rms difference between the
measured and true attenuation
coefficients) was 0.02 cm™,
which is equivalent to an
average percentage error
of §%.

Figure 3.10(a) is a plot
of the precision in attenuation
measurement as a function of
x-ray tube current. The solid
line through the data is
calculated from the theoretical
expression in Eq. 3;6. For
these experiments g = 1290,
Ax=0.015 cm, and n,,= 196.
In using Eq. 3.6, the equivalent
detector aperture was
calculated from Eq. 3.8. For
the radiographic parameters
used in these experiments and
assuming typical values for the
components of the XRIIl,42°
the quantum detector efficiency
N was calculated to be 0.41.
Equation 3.6 was fitted to the
data in Fig. 3.10(a) and the

CT number
g

1000 | ¢ HU = 3211u -902 .

'l 1. A

oo 0.2 04 os os 1.0 1.2
u(em)

Figure 3.9: Measured CT number versus
calculated u. The line is a linear regression.
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Figure 3.10: (a) Standard deviation in u versus
tube current. The solid line was calculated
using Eq. 3.6. (b) Fractional precision in p
versus attenuation coefficient.




55

best fit to the theoretical expression was obtained with ¢, = 0.007cm'. The

fractional precision in the measured attenuation coefficients is plotted in

Fig. 3.10(b) as a function of mean attenuation coefficient.

3.6.4 Geometrical accuracy
Figure 3.11(a) shows the
relationship between the
measured and true
circumferences of the cylinders
in the phantom that was used
to characterise the geometrical
accuracy and precision. The
residual error, calculated by
subtracting the line of best fit
from the data in Fig. 3.11(a), is
plotted in Fig. 3.11(b). The
mean accuracy in the
circumference measurements
was 1+0.3 mm and the average
precision, based on ten
separate measurements, was

0.2 mm.

g

o . ———— :

100 | -

measured circumference (mm)
3

residual error (mm)
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o
-
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— |
[ o ]

S
o

true circumference (mm)

Figure 3.11: The scanner's geometrical
accuracy and precision are illustrated.
(a) Measured versus true circumference.
(b) Residual error calculated from the measured
circumferences and the linear regression in (a).

3.7 DiscussiONn AND CONCLUSIONS

The method of operation and the performance characteristics of a
laboratory dynamic CT scanner have been presoated. Our results show that the

spatial resolution is limited by the XRIl and there is good agreement between the

measured MTF_(f) and that predicted theoretically from the measurement of
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MTF . (f). Since the resolution of the scanner is limited by the XRIl, further
improvements can be achieved by implementing the variable electro-optical
zooming modification on a newer XRIl, which has higher resolution at its largest
field-of-view. Furthermore, greater radiographic magnification would be possible
if a tube with a smaller focal spot were used, thereby further improving the
resolution in the CT images.

The scanner's temporal response has also been characterized,
demonstrating that spatial resolution degradation is observed in the direction of
motion (see Figs. 3.7 and 3.8). To minimize the resolution degradation due to
object motion, the PDA could be read out at a higher rate, provided that sufficient
photon flux is available to produce low-noise projection radiographs. The read-out
rate can be increased to 300 scan lines per second, leading to an exposure time
At = 3.3ms. One concern may be that the blurring of moving objects due to the
persistence of the XRIl input and output phosphors may degrade the MTF further.
However, the dominant component of this lag, which is primarily due to the output

phosphor, can be described by

exponential decay with a time T '

constant that is much less than ~—___300 s’

1ms3 Thus, the additional ]

degradation due to XRIl | -

temporal lag is insignificant : T~ _60 81

even at the high read-out rates. 0 T
o 2 4 6 8 10 12

A plot of the theoretically- velocity (cm s )
predicted limiting resolution gigure 3.12: The limiting resolution at the
smallest FOV is plotted for two read-out rates of
the PDA. The curves were caiculated from

velocity is show in Fig. 3.12 for EQ. 3.5 and the measured MTF (/).

(fo.1 ) as a function of object
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two PDA read-out rates. Figure 3.12 shows that the decrease in f,, , for objects
meiingatv = 3 cm s'! would be diminished only by a 6% when the read-out rate
is set to 300 s™!, compared to the 40% decrease for a read-out rate of 60 s,
However, for applications where the maximum velocity does not exceed 1 cm s,
such as pulsating arterial samples, the 9% degradation in f,,, observed at
v=1cms" for the 60-Hz read-out rate, is acceptable.

With this CT scanner, mean attenuation coefficient can be measured
accurately (to £5%) in biological materials, including bone. The precision of the
measurements is limited by system-dependent noise to 0.007 cm (23 HU). As
well as being able to obtain accurate measurements of attenuation coefficient, the
scanner can also provide accurate geometfrical measurements. Accurate
geometrical measurements are important for the characterization of the dynamic
properties of the object that is being imaged (e.g. the elasticity of an arterial
sample, as discussed in chapters four and six).

Since the total scan time is directly proportional to the number of views
acquired, the minimum number shou'd be collected. Currently, the total scan time
is limited by the period T of the motion cycle, the heat-loading characteristics of
the x-ray tube and by the time required to transfer and save the data. In the ideal
case, where the x-ray source has infinite heat capacity and the transfer and
storage times are equal to zero, the scan time will be limited only by the cycle
period, resulting in a total scan time of: 2 Tna,,g (if, at the end of each cycle, time
is allotted for the rotation of the stage to the next B); or Tna,,g, (if data is not
collected over a small portion at the end of the cycle and the stage is rotated
during that time). For arterial-specimen imaging this scan time can be reduced
by as much as a factor of five, if an x-ray tube with higher heat capacity were

available. For example, in an experiment where the cardiac cycle is 1-s long and
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data is transferred directly to random-access memory, a time-evolved projection
can be acquired every second cycle, leading to a total scan time of 3.3 min for
Nang = 100. Forinst - ce, in an experiment where a sample is imaged in a 2.5-cm
water bath, with radiographic parameters of 80 kVp and 100 mA over a 1-s period
per time-evolved projection, an x-ray tube with an anode capacity of 10° heat
units would be required, if the x-rays are on only during the data acquisition
(1.65 s). This demand on the tube’s heat capacity can be reduced by a factor of
two if the sample is imaged in air and the tube current is decreased to 50 mA.

In this chapter, | have demonstrated that a dynamic CT scanner based on
the gated acquisition of time-evolved projections can be built for the in vitro

imaging of objects undergoing periodic motion. The performance characteristics

of the scanner in "static" mode are comparable to those reported by Hoidsworth
et al?® for the XRIl-based volume CT scanner, which uses a time-delay
integration charge-coupled detector. The temporal response of the dynamic
scanner reported here is superior to that of clinically available scanners® and is
adequate for imaging excised arterial specimens, undergoing physiologically-

relevant periodic motion.
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APPENDIX 3.1
Here we derive the expressions for the mean velocity v(t) and standard
deviation a,(t) of the velocity measured in our system in which the object moves

in sinusoidal fashion. Consider an object moving with velocity
v(t) = Asin(ot), (A3.1)

where A is the amplitude and o is the frequency of oscillation.

The probability density function for a sinusoid with random initial phase

i531

fV) = 1 _— (A3.2)
TA[1 - (VIA?JZ

The mean velocity over the exposure time ;- %‘ <t<iy +%t is given by the first

moment of (V)

Vig At
f V (V) aV
Wty) = (V) = —° . (A3.3)

Vigear

ff(V) av

Yy

Substituting the expression for f(V) and evaluating the integrals we obtain

v(ty) = -_(i:_t[cos(wt—wAt)—cos(mt)}. (A3.4)
The standard deviation is given by
o,(f) = (V) +(n2)*", (A3.5)

where
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Vig+ At
fvzf(V) av
(V) = % (A3.6)
Vig-at
ff(V) av
Vio
_ A2 A% AR i
- 4mM[sm(2(o(t At)) -sin(2wt)] .

The standard deviation in v can thus be determined by substituting Eq. A3.4 and

Eq. A3.6 into Eq. A3.5.
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4. MEASURING THE STATIC ELASTIC PROPERTIES OF VASCULAR SAMPLES
4.1 INTRODUCTION

Due to their degenerative nature, vascular diseases, including atherosclerosis,
are frequently associated with changes in the mechanical properties of the arterial
wall. These are usually due to local changes in the composition of the arterial wall,
such as the deposition of calcified material, reduction in elastin content or fibrous
plaque formation. Thus, quantitative evaluation and comparison of the mechanical
properties and composition of healthy and diseased vessels will contribute to an
improved understanding of the initiation and progression of atherosclerosis.'
Nurnerous studies of the elastic properties of vessels have been performed,? yet
most involve the sectioning of the sample into strips'® or have provided only
average measurements over the entire specimen volume.*%€ To the best of our
knowledge, no previous in vitro investigation of the mechanical properties of arteries
has provided cross-sectional information in an intact arterial sample. In this chapter
| report on the first non-destructive measurements of the local static mechanical
properties of an intact aortic specimen using a new computed tomography (CT)
technique. The technique has allowed us to compare the modulus of elasticity of the
healthy and diseased regions within a single intact vessel and, subsequently, to
perform complete quantitative histological analysis of the same regions.

In this chapter | describe the application of a high-resolution volume CT”*®
scanner to in vitzc meaasurements of the mechanical properties and geometry of intact
human arteries. These measurements, coupled with histological analysis, can be
used to improve our knowledge of the mechanisms of vascular disease. We have
used this technique to measure the: elastic properties of an intact abdominal aortic
aneurysm. Recent investigations into the formation of abdominal aortic aneurysms

suggest an increased elastase activity, leading to a reduction of the am~unt of elastin
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in the media of the aneurysm wall 8910111213 o 4ecrease in elastin content
would lead to a stiffening of the vessel wall.'* By using the CT scanner to measure
the local elastic properties of the normal and diseased sections of this single
specimen and subsequently performing quantitative histological analysis of the same
areas, a direct correlation of changes in mechanical properties and variations in wall
composition is possible.

Chapter four constitutes the body of a paper entitied “Elasticity and geometry
measurements of vascular specimens using a high-resolution laboratory CT scanner,”
which has been published in Physiological Measurement (14, 1993).
D.W. Holdsworth was involved in the data acquisition and reconstruction. C.J. Boyd
assisted in the data acquisition and the analysis of the errors in the elastic modulus.
P.J. Dunmore and Dr. M.R. Roach helped with the sample preparation and

histological studies.
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4.2 THEORY
4.2.1 Incremental circumterential modulus of elasticity
The elastic properties of arterial specimens are frequently quantified by
evaluating the slope of the stress-strain curve - the modulus of elasticity. The non-
linear elastic behaviour of arterial walls'* requires the use of an incremental, or
tangential, modulus of elasticity. In the past, researchers have frequently used an

expression of the following form for the incremental circumferential Young's modulus

of elasticity:'® 2
C;C
E,.=2(1-0%) %L e, 4.1)
dco Co Ci

where p is the transmural pressure, ¢ is Poisson’s ratio, and ¢, and ¢ are the inner
and outer circumferences respectively. Most previous techniques®'® have been
limited to measurements of only a single diameter for elasticity calculations, whereas
the cross-sectional CT images obtained in this investigation provide circumferential
measurements directly. These measurements of inner and outer arterial
circumference result in higher acctiracy in the determination of circumferential strain,
in part because the exact center of the vessel need not be known. Circumference
measurements from cross-sectional images also allow the determination of strain at
very low pressures, including zero pressure, when the vessel shape may not be
circular and the diameter is not well defined. Although very low pressures are not
normally observed in vivo, stress-strain measurements at low pressures provide
information about the non-linear elasticity of arteries in the regime where compliance
is determined lurgely by elastin content.'® Equation 4.1 has been derived for a
cylindrical specimen with the assumptions that the vessel wall is: (1) circular;
(2) relatively thin, i.e., the midwall-radius to thickness is greater than about five;
(3) homogeneous and isotropic; and (4) incompressible, in the simplifying case where

0=0.5. These assumptions have been made in most calculations of the elastic
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moduli of biological tissues and their validity, when applied to arterial specimens, is
discussed in detail elsewhere.'” In this study, the cross-sectional CT images
obtained through the specimen provide an unique ability to estimate the validity of
these assumptions for this specimen.
4.2.7 Circumference-pressure fits

When the slope of the circumference-pressure curve approaches zero, i.e., for
very stiff samples, discrete evaluation of —:E‘-’- in Eq. 4.1, becomes susceptible to
small fluctuations in the data. Fitting the datao to a smooth function overcomes this
problem and also allows the continuous evaluation of ;. over the pressure range
studied. Exponential functions have been used previously to describe the elastic
behaviour of arterial specimens.''® We have chosen to fit the internal and external

circumference data to an exponential function of the form:

c=A[1-el" %)} . B , (4.2)

where A, B and K are the fitting parameters. By using the functional form of the
circumferences, obtained by fitting the data to Eq. 4.2, E,,. can be evaluated over a
continuous range of pressures, not confined to the discrete pressures at which
measurements are obtained. Circumference measurements at low transmural
pressures aiso have a significant effect on the fitting parameters, indicating the
importance of measurements at low-pressure. The uncertainty in the circumference
due to the uncertainty in the fitting parameters is calculated using standard error
analysis techniques.'®
4.3 METHODS
4.3.1 CT scanner description

The CT scanner used to quantify the mechanical properties of the specimen

is illustrated in Fig. 4.1. This volume CT scanner is described in detail in reference ?.
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Although this volume scanner
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l ] computer _h ”
its ability to produce three- | ) B U

imensional i . which . ’
dimensional images, which are Figure 4.1: Schematic diagram of the high-

useful in quantifying the resolution volume CT scanner used for the
elasticity and geometry studies.

geometry of the specimen.

Briefly, the volume CT scanner can be operated in two modes: first, it can be
used to produce fast, cross-sectional images of a single slice; and secondly, it can
produce three-dimensional (volume) images. In both single-slice and volume modes
the resolution of the scanner is higher than that achieved with clinical systems and
is comparable to that achieved with the dynamic CT scanner described in
chapter three.®

in fast, single-slice mode, CT images are obtained by rotating the specimen
in front of the x-ray image intensifier (XRIl) while coliecting 400 radiographic
projections of a thin slice in 4 s. The convolution-backprojection technique is then
used to reconstruct the single transverse image from these projections.?® The
CT slice thickness is determined by the widti, »f the lead collimator that is placed at
the front of the XRIl, and was chosen to be 0.5 mm for this experiment. Different

positions along the artery can be imaged by moving the elevation stage on which the
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sample holder is mounted. Since image acquisition requires only 4 s, images of fresh
specimens can be obtained at several positions and at a number of pressures.

In volume mode, three-dimensional (3-D) images are obtained by acquiring
120 digital projection radiographs as the specimen is rotated through 180°, These
data provide a minimum data set for the reconstruction of up to 512 cross sectional
CT images. The acquisition time for a volume image is limited by the x-ray tube heat
loading characteristics and currently is 90 minutes for a 512-slice volume image. The
system is also equipped with a high-definition video camera attached to the output
of the XRII, providing real-time fluoroscopy during the positioning of the specimen.
High-resolution, low-noise digital projection radiographs of the specimen can also be
acquired at any time and are valuable for the precise localization of the sections
under investigation.
4.3.2 Aortic specimen preparation

The abdominal aortic sample, which we studied, was obtained at autopsy from
a 60 year-old female who died of a myocardial infarction. The 37-mm diameter
aneurysm, which was an incidental finding at autopsy, was located just beiow the
renal arnteries and extended to the iliac bifurcation. The enlargement appeared to be
primarily on the anterior side. The average diameter of the aorta proximal to the
aneurysm was 17 mm, consistent with the data reported by Horejs ef al2' for
normal aortas of females in this age group. Thus, we refer to the region of the aorta
proximal to the aneurysm as normal. A thrombus, present in the aneurysm at the
time of autopsy, washed away when the thin neointimal layer covering it ruptured
during sample preparation. The presence of such thrombi is not uncommon and is
frequently observed during clinical CT examinations.??
Following autopsy, the arterial specimen was refrigerated for 60 hours, in 0.9%

saline solution at 5 'C. The delay was sufficient to ensure the inactivation of cellular
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components in the arterial wall, allowing the measurement of passive mechanical
properties while avoiding the effects of muscle contraction. The sample was allowed
to come to equilibrium at room temperature and was subsequently mounted, at in situ
length, on a rotating stage. The transmural pressure was provided by regulated
humid air and was measured using a Cobe (Lakewood, Colorado, USA) transducer
with an accuracy of £1%. The humidity of the air was maintained at a minimum of
95% during the experiment. To reduce the effect of hysteresis, the sample was
conditioned prior to the distensibility measurements by cycling the transmural
pressure between 0 and 12 kPa several times over the period of 10 minutes.

4.3.3 Distensibility measurements

Transverse images of the specimen were obtained using the high-resolution
CT scanner shown in Fig. 4.1. The radiographic parameters were 80 kVp with
7.7-mm aluminum filtration and 40 mA. A series of cross-sectional images were
obtained at five transmural pressures ranging from 0 to 12 kPa, at the four positions
shown in Fig. 4.2(a) (two of the normal aorta, N1 and N2; and two of the aneurysm,
A1 and A2). To verify that stress relaxation did not alter the distensibility of the artery
during the measurement period (70 minutes), the circumfercnces at N2 were
measured at the beginning and end of the experiment.

Antero-posterior and lateral projection radiographs of the mounted, pressurized
specimen were acquired prior to the distensibility measurements. These radiographs
provided the locations of the CT sections relative to the subsequently acquired
volume image and to anatomical iandmarks such as the aorto-iliac bifurcation.
4.3.4 Circumference measurements

A computerised technique, based on data clustering methods,?® was used
to extract the arterial wall from the cross-sectional CT images automatically.

Boundary tracking and chain coding techniques®® were then used to calculate the
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inner and outer circumferences. The accuracy and precision with which arterial wall
circumferences can he measured, using this technique, were determined from CT
images of lucite tubes, as described in chapter three, to be 0.2 mm and £0.1 mm,
respectively.
4.3.5 Verificaticn of assumptions made in E;,. calculations

To establish that the vessel has a circular cross-section the inner
circumferznces of the sections N1 and A2 at 2 kPa were superimposed on best-fit
circles through the circumference data. The standard deviation, of the fluctuations
of true arterial radius from the mean radius. for all points on the circumference was
also calculated, to ‘ind the mean departures from circularity. The assumption that the
vessel is thin walled vas verified by calcL'ting the midwall radius-to-thickness ratio
for the four sections studied. To quantify the inhomogeneity of the wall, a cluster
growing technique®® was used to calcuiate the total volume of calcified tissue
present in the sections studied. To verify tre assumption of incompressibility, the
total wall volume of the sections studied was calculated from the cross-sectional area
of the arterial wall (derived from the circumference measurements) and the known
image slice thickness. Finally, to verify that the mechanical properties of the
specimen remained stable during the course of the experiment, the elastic modulus
at N2 was ralculated from circumference measurements obtained at the beginning
and end of the exneriment.
4.3.6 E,,. determination

The inner and outer circumferences of the wall at each of the four positions
were measured at each pressure. The circumference measurements were fitted to

the exponentiai function in Eq. 4.2, and the incremental circurnfereritial modulus of

elasticity wae calculated based on these fits and Eq. 4.1, with 6=0.5. The error bars
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of the circumference-pressure plots and of the E__-pressure plots are due to the

inc
uncenrtainty in the fitting parameters.

When calculating the circumferences of the aneurysm sections, the neointimal
layer (see Fig. 4.2(d)) was ignored. This was justified since the pressure on both
sides of this layer was the same, due to the fact that this layer was not intact.
Furthermore, CT images also showed that it was not taut, and therefore, provided no
retractive tension. Thus, it did not affect the elasticity measurements. The effect of
thrombi on the elasticity of aneurysms has previously been discussed by Dobrin,'°
who indicates that the thrombus does not exert retractive tension.

4.3.7 Three-dimensional imaging

Upon completion of the distensibility experiment, the sample was pressure-
fixed in 10% formaldehyde at 13.3 kPa while still mounted at in situ length. A volume
image consisting of 512 cross-sectional images, each 0.225-mm thick, was acquired
with the CT scanner. From this volume image, the complete geometry of the sample
was guantified and “landmarks” on the specimen were defined. These landmarks
were used to identify the positions of the four sections for which distensibility
measurements were performed. Histological sections corresponding to the CT cross-
sectioris in normal (N1) and aneurysmal (A2) regions were then obtained.

To provide a 3-D representation of the specim« 4, as it would be seen if it were

2425 \was used to

cut open while under pressure, a volume rendering algorithm
obtain a computer-generated image of the aneurysm, using the volume CT data.
4.3.8 Histological analysis

Following decalcification in 10% formic acid, the pressure-fixed specimen was

sectioned at positions N1 and A2, which were identified with the aid of the 3-D image

as described above. The 7-pim sections were subsequently stained with Movat's

pentachrome to differentiate between elastin, collagen, ground substance and
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muscle.?® Stereological point counting®” of 47 micrographs from the normal aorta
and 47 from the aneurysm, was used to quantify the percent-by-volume composition
of the specimen.
4.4 RESULTS
4.4.1 Elasticity measurements

The lateral and antero-posterior digital projection radiographs of the mounted,
pressurized specimen are shown in Fig. 4.2(a) and (b), where the examination sites
are also indicated. Figure 4.2 also shows the cross-sectional CT images obtained

at the five pressures at position N1, through the normal aorta (Fig. 4.2(c)), and
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Figure 4.2: Lateral (a) and antero-posterior (k) projection
radiographs of the specimen. Cross-sectional images obtained
through the normal aorta at N1 (c), and the aneurysm at A2 (d).
The arrow points to the neointimal thrombus covering.
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position A2, through the
aneurysm (Fig. 4.2(d)). The
circumferences obtained from
these images are plotted in
Fig. 43 as a function of
transmural pressure. The
measured data are plotted along
with the resulits from the curves
fitted to Eq. 4.2. The error bars
plotted are due to the
uncertainty in the fitting
parameters, and are as much as
ten times greater than the
measurement error in the
circumference data.

Figure 44 is a semi-
logarithmic plot of the
incremental circumferential
elastic modulus as a function of
transmural pressure, for the four
sections shown in Fig. 4.2(a).

The error bars were calculated
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Figure 4.3: The inner and outer circumferences of
the wall of the normal aorta and the aneurysm are
plotted as a function of transmural pressure. The
symbols represent the measured data and the
lines are exponentia! fits.
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Figure 4.4: The incremental circumferential
Young's modulus of elasticity (E, ) is piotted
against pressure on a semi-logarithmic scale for
the four sections studied.

from the uncertainty due to the fitting parameters of the circumferences. At 12 kPa,

E,. of the aneurysm is approximately 275 times greater than that of the normal aorta

proximal to the aneurysm. Confirmation that this large difference in E__ reflects a

real difference in the mechanical properties of the two tissues (rather than an
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artifactual difference induced 120
during the protracted data i
acquisition interval) was
provided by measurements of

E,.c at location N2, obtained at

wali volume (mms)
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Figure 4.5(a) shows the

. — raw data L
wall volume, of the sections it 10 mm

through the normal aorta (N1) Figure 4.5: (a) The wall volume of sections N1

and A2 is plotted as a function of pressure. (b)
Best-fit circles are superimposed on outlines of
the inner circumferences for sections N1 and A2
at 2 kPa.

and the aneurysm (A2), as a
function of transmural pressure.
For all slices studied, the wall
volume remained constant to within +9%, which is within our experimental error, and
is thus consistent with the assumption of an incompressible wall. Figure 4.5(b)
shows a comparison between the inner circumferences of the sections N1 and A2 at
2 kPa and best-fit circles through the circumference data. The mean departures from
circularity were 1.7% for the normal aorta and 5.7% for the aneurysm. For the
specimen studied, the midwall radius-to-thickness ratio was approximately 5 for the
normal section and 19 for the aneurysm at 12 kPa, indicating the validity of the thin-
wall assumption implicit in Eq. 4.1. The assumption that the wall was homogeneous
is not strictly true, but the small calcified inclusions observed in the aneurysm wall

(Fig. 4.7(a)) made up only 3.5% of the wall volume.
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4.4.2 Three-dimensional geometry
Figure 4.6 shows a volume rendered image, illustrating the internal 3-D
structure of the aneurysm. This view is equivalent to the view that would be obtained
if the specimen were physically sectioned into two parts, while held at physiological
pressure. In this image, the location of the cavity left behind by the t:rombus
isclearly seen. The image confirmed our assumptions that the neointimal layer
covering the thrombus was not intact and that there was no pressure difference

across the layer during the elasticity measurements.

Figure 4.6: A volume rendered image of the intact sample, showing the
three-dimensional nature of the aneurysm and the location of the cavity
left behind by the thrombus (see arrow). Calcified plaques, located
within the wall are coded in white.




4.4.3 Histology

Figure 4.7 shows a comparison between two CT sections (a) and the

corresponding histological slides (b), along with magnified views of the normal aoitic

-~

and aneurysm walls (Fig. 4.7(c)
and (d)). Circumference mea-
surements from the CT images
and histological sections agree
to within 5%. However, note
that the circular shape of the
vessel that was observed in the
CT images is not preserved in
the histological sections, due to
mechanical distortions inherent
in sectioning and mounting the
specimen. Stereological point-
counting of the stained sections
yielded the average percentage
composition by volume for the
normal aortic media and the
aneurysmatl media. The results
of the composition analysis are
presented in table 4.1. In the
aneurysm sections, the bulk of
the elastin was present in the
undistended (posterior) parnt of

the wali.

-~

Figure 4.7: CT images (a) and the corresponding
histological sections (b) through the normal (top)
and aneurysm (bottom). Micrographs of wall
segments from the histological sections at
(¢) 25 and (d) 400 times magnification.
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Table 4.1: Elastin and collagen
content (percent by volums) of Normal Aneurysm "

the normal aorta and the

aneurysm, as derived by Elastm 36114 % 6+ 5 %
stereological point counting ot
histological sections through N1 Collagen| 23+ 99 45+ 9 %%

and A2 which were stained with
Movat's pentachrome.

4.5 DiscuSSION AND CONCLUSIONS

Previous techniques for measuring the elastic properties of vascular
specimens involve approximations of either the pressure or wall thickness, or involve
measurements on sectioned strips. We have developed a new technique, based on
CT imaging, which provides cross-sectional images of intact vascular specimens at
known static transmural pressures. Thus, we are able to calculate the true
incremental circumferential modulus of elasticity of selected sections of an intact
specimen. When the vessel is subsequently fixed, a 3-D (volume) image can be
obtained to quantify the 3-D geometry of the specimen. The sample can then be
sectioned for histological analysis and the results can be correlated with the
distensibility measurements.

We have demonstrated the use of the high resolution CT scanner, built in our
laboratory, for quantification of the geometry and static elastic properties of excised
arteries. Due to the nigh resolution in the plane of the image (transverse cross-
section) and ihe small slice thickness (0.2 mm), this scanner can be used to measure
wali circumference of intact vessels with an accuracy better than £0.2 mm. This high
accuracy is due, in part, to our ability to control the contrast between the vessel wall
and its surroundings. In clinical applications, radiographic contrast is provided by

iodinated liquid contrast agents. However, these contrast agents were found to

diffuse into the arterial wall over the course of an experiment. Humidified air can also
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be used as a contrast medium for in vitro applications, providing high radiographic
contrast without drying the sample during the course of the experiment. Using air as
the contrast medium also results in reduced x-ray beam attenuation compared to
iodinated contrast agents. Thus, higher quality images can be produced with
equivalent heat loading of the x-ray tube. Comparisons of elastic modulus
measurements made over an interval of 70 minutes show no significant change due
to mounting tissue samples in humidified air.

We have used this system to analyze the static elasticity and geometry of an
intact abdominal aorta with an aneurysm. For the elasticity studies, we used
transmural pressures ranging between 0 and 12 kPa. Although this range may be
considered low compared to average physiological pressures, Fig. 4.3 clearly shows
that it is this range of pressures that determines the shape of the circumference-
pressure curves. This range would have to be extended to higher transmural
pressures when younger, more elastic arteries are being examined. Fitting the
circumference-pressure data to the form of Eq. 4.2 reduces the errors in E;. due to
noise in the circumference measurements of stiff specimens, and reduces the number
of measurement points required for the determination of the elastic modulus.
Although we have chosen Eq. 4.1 to calculate E, . of the specimen in this study, our
imaging technique provides us with sufficient information, such as inner and outer
radius, wall thickness, and composition, to analyze the el:~tic properties using other
analytical techniques, if required. In addition, finite-element analysis techniques can
also be applied for specimens which severely violate the assumptions made in
applying Eq. 4.1.

The results of the elasticity studies (Fig. 4.4) show that the incremental
circumferential Young's modulus of the aneurysm is as high as 3x10° kPa at 12 kPa,

compared to 10° kPa for the normal aorta. Previous measurements of E,,c for pure
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collagen? range between 0.3x10° and 2.5x10° kPa. compared with 3x10° kPa for
elastin,?® suggesting that the aneurysm wall is composed primarily of collagen. The
results of the histological analysis of the same regions (Fig. 4.7 and tabie 4.1) show
that the increase in elastic modulus is indeed coupled to a decrease in elastin content
in this specimen. This relationship between increased stiffness and decrease in
elastin is in agreement with previous studies of distensibility variation due to reduction
in elastin content.5'4 A significant decrease in elastin content in aortic aneurysms

112 and evidence exists'® that the change is

has also been reported previously
caused by an increase in elastase activity.

Studies on this arterial specimen provided a unique opportunity to compare
normal and diseased tissues, without the necessity of accounting for inter-specimen
variability, and to demonstrate the utility of our technique. Detailed analysis of a
single vessel does not replace the need for the examination of a large ensemble of
specimens, but allows us to draw conclusions regarding the processes that may have
led to a particular disease state within an individual. Further investigations using this
technique, involving arterial samples from individuals of both sexes and a range of
ages, will lead to a better understanding of the developinent of arterial disease.
Since the technique allows a paired comparison to be made between the local
composition and elastic properties, fewer specimens need to be used in a study of
arterial mechanical properties.

Knowledge of the 3-D geometry of an aortic specimen also provides an
opportunity for modelling the flow through the specimen in vitro, by building
anthropomorphic replicas of the vessel.?® The measurement of the mechanical
properties of the vessel being modeled could also be used in determining whether

a flexible or rigid model is appropriate. For instance, the high modulus of elasticity

of the aneurysm in this specimen warrants the use of a rigid, anthropomorphic flow
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phantom, which couid then be compared to previous studies of flow in simpler rigid
flow models.*

The non-destructive technique presented here, for studying the static elasticity
and geometry of arterial specimens in vitro, allows the elasticity results to be
correlated with subsequent histological analysis of the same vessel. In demonstrating
the use of this technique on an abdominal aortic aneurysm, we have shown that the
stiffening of the wall of this aneury: m was coupled to a local decrease in the elastin
content. The technique described here is limited to measurements of static
properties because the imaging time (4 seconds) and the interval between images
(30 seconds) are too long to provide dynamic measurements on physiologically-
relevant time scales. However, the high-resolution dynamic CT scanner described
in chapter three will allow the technique for measuring static elasticity presented here

to be extended to in vitro, dynamic elasticity measurements in intact samples.
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5 PUMP FOR PHYSIOLOGICAL FLOW SIMULATION
5.1 INTRODUCTION

Our ability to study the dynamic elastic properties of intact excised vascular
specimens depends on our ability to reproduce physiological flow waveiorms
accurately and reliably. Previously, simulated pulsatile flow has been used
extensively in haemodynamic investigations in arterial models with bifurcations and
stenoses. Many different techniques have been used to measure flow in these
models, including laser Doppler anemometry,! Doppler ultrasound,?® magnetic
resonance® and digital radiography.® Physiological pulsatile flow waveforms are
also required to investigate the role of pulsatility in tissue perfusion.®

In all these cases the requirements of the flow source are quite demandirig.
The desired volume flow waveform must be generated both accurately and
repraducibly. Most techniques for the investigation of time-varying flow, as weli as
our technique for acquiring dynamic computed-tomography images, require gated
acquisition of many cardiac cycles, so cycle-to-cycle variability in the flow waveform
must be small. Long-term stability is equally important. The pump must be capable
of producing a wide range of flow rates in order to simulate flow in the peripheral
vasculature, where peak flow rates of 30 mi s’ are repcarted.7 It must be easily
programmed to produce a variety of pulsatile wavefrrins, including waveforms with
flow reversal. For haemodynamic investigations, the pump must also be capable of
producing continuous steady flow. [t is essential that the pumping mechanism not
produce gas bubbles or cavitation, since bubbles will change the hydrodynamic
properties of the fluid and their presence will produce measurement artifacts. Finally,
a device to simulate physiological flow should operate as an ideal flow source,
capable of generating sufficient pressure to be unaffected by changes in the

downstream resistance.
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Many different pumps have been proposed to rieet these requirements and
Law et al. provide a thorough review of previous work.®  Briefly, previous
devices can be categorised according to their basic pump type; gear, peristaltic or
piston. Gear pumps have been used®'%'"'2 to generate pulsatile waveforms,
however. a major drawback of this approach is the sensitivity to cavitation due to the
action of the gears. Modified peristaltic pumps have been used®'3 to simulate
physiologica! flow waveforms by manipulation of the backplate or computer-control
of the rolier. This approach allows the production of only a limited subset of
waveforms and is not well suited to the production of steady flow. It is also difficult
to program new waveforms, or produce reverse flow with this technique. Cam-driven
piston pumps'4'%'® share the general disadvantage of difficulty in programming
new waveforms and difficulty in producing steady flow. All the flow simulators
described here have one other significant disadvantage, nameiy that flow monitoring
must be performed to provide feedback and determine the output waveform.

A promising variation of flow simulator reported by Werneck et al.'” makes
use of a servo-motor-driven piston pump which acts as an ideal flow source. This
approach overcomes many of the limitations of previous designs, but is not well
suited to the production of uninterrupted constant flow. We have developed a
variation of this design, which allows the production of physiological flow waveforms,
including reverse flow, as well as steady flow for indefinite periods of time.

The material presented in chapter five is a portion of a paper entitled
"Computer-controlled positive displacement pump for physiological flow simulation,”
which has been published in Medical and Biological Engineering and Computing
(29, 565-570, 1991). D.W. Holdsworth invented the pump and D.W. Rickey wrote the
control software. Assistance in building the device was supplied by D.J.M. Miller.

I was involved in the design of the device and the characterisation of its performance.
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5.2 SYSTEM DESCRIPTION

A schematic diagram of our pump is shown in Fig. 5.1. Two rack-mounted
pistons are driven in horizontally-opposed lucite cylinders (internal diameter 2.5 cm)
by a computer-controlled micro-stepping motor (Compumotor Corporation, Cupertino
CA). The motor produces 0.5 N-m torque at rotational speeds of up to 8 rev s™'.
The motor controller divides each shaft rotation into 25000 discrete microsteps.
Gearing between the motor and rack is chosen so that one motor microstep results
in the displacement of 0.198 ul from the pump cy'inder. In the original design, each
cylinder has a usable stroke volume of 180 ml. although larger or smaller volumes
are possible with a minimal design change. A 4-way spool valve (Mark 7, Numatics,

Highland, M) is used to interchange the outlet and inlet paths when the piston
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Figure 5.1: Schematic diagram of the pulsatile flow simulator.
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reaches the end of its travel. This valve logic allows the pump to refill one cylinder
while forcing fiuid from the other, providing nearly 100% duty cycle. An active-control
valve is used, rather than passive check valves, to enable reverse flow production.

The pump is controlled by a PC/AT-based motor controlier (Model PC-23,
Compumotor Corporation, Cupertino CA) with an on-board 68008 microprocessor.
Control of the pump flow rate is achieved through the known relationship between the
angular displacement of the motor shaft and the volume displaced from the pump;
i.e., 0.198 ul per microstep. To program a new flow waveform, the flow rate as a
function of time must first be digitised and interpolated to a known temporal interval.
The motor controller produces the shaft rotation which ejects the appropriate volume
of fluid in each time interval. The controller architecture allows us to choose this
interval to be between 2 and 60 ms. For the present study we have chosen a 10 ms
time interval. Once loaded with the waveform data, the motor controller can repeat
the complete waveform a preset number of times without further instructions from the
host computer. Valid waveforms are limited by the available torque of the stepper
motor and the usable cylinder volume. The controller also produces the required
control signals for the spool valve and generates a TTL logic puise once each cardiac
cycle, allowing gated data acquisition.
5.3 SYSTEM EVALUATICN
5.3.1 Methods

To evaluate the performance of our pump we have used a simple test system,
consisting of a 20-cm length of 6.7-mm diameter polyester tubing connected between
outlet and reservoir, with an in-line electromagnetic flowmeter probe (Model 322,
Carolina Medical Electronics Inc., King NC) providing flow measurement. This short
length of tubing was used in most experiments since it was observed that the final

shape of the output waveform depends strongly on the compliance, and hence the
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length, of the test system. To investigate the effect of tube type and compliance on
the output waveform, some measurements were obtained with 2 m lengths of braided
polyester, latex or copper tubes in line with the EM flowmeter. The manufacturer's
specifications for the flowmeter staie that its response drops to -6 dB at 50 Hz. To
avoid aliasing we have digitised the output signal from the flowmeter at 410 Hz, using
a 12-bit analogue-to-digital converter.

To verify the flowmeter calibration and to measure the steady flow output of
the pump, we used timed collection in a volumetric flask with flow rates ranging from
0.1t0 60 mi s™'. For all measurements we have used a mixture of glycerol and water
as the working fluid. In appropriate proportions (4 parts glycerol to 5 parts water) the
viscosity of this mixture approximates that of blood.® The salinity of the fluid was
adjusted to normal physiological levels (0.9% by weight) to ensure proper functioning
of the electromagnetic flowmeter.

5.3.2 Resuits

We first evaluated the performance of our pump in producing steady flow.
Figure 5.2 shows the results of our measurements using timed collection in a
volumetric flask, comparing the observed flow rate with the programmea fiow rate.
Figure 5.2(a) shows the high degree of correspondence between thes - . .anties,
with linear regression of the data yielding a slope of 1.003 and ar. iercept of
0.022 mls™. Figure 5.2(b) shows the residual errors obtained by subtracting the
linear regression flow rates from the programmed flow rate. It is apparent that at low
flow rates the error is negligible and at a flow rate of 60 ml s the error 1s maximum
and is less than 250 ul s™'. The pump is unable to produce flow rates greater than
60 ml s”! because the drive motor has insufficient torque at high rotation rates, and
at flow rates less than 0.1 ml s'! mechanical resonances add unwanted perturbations

to the output waveform.



Although Fig. 5.2

indicates that the average
volume flow from the pump is
accurate, it is also necessary to
characterise the steady flow
output for short-term, cyclic
variations. Therefore, to perform
this analysis we have digitised
10 seconds of flowmeter data,
collected while the pump was
producing 10 mi s ' steady flow.
These data were then Fourier
transformed, and the resulting
power spectrum is shown in
Fig. 5.3. This plot shows that
the output power is contained
nearly entirely in the zero

frequency component, with
negligible contributions at higher
frequencies.

One other concern about
the production of steady flow is
the disruption of flow which
occurs each time the piston
reaches the end of a cylinder.

This is a result of the abrupt
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reversal of piston direction
coupled with a valve switch. We
have observed that the spool
valve controlling the inlet and
outlet paths changes state within
40 ms, so it might be expected
that the flow disruption would be
of similar fength. However,
distensibility in the test system
resuits in ringing which lasts
considerably longer. Figure 5.4
shows flowmeter data collected
during a piston reversal using 2
m lengths of polyester
(Fig. 5.4(a)), latex (Fig. 5.4(b))
and copper (Fig. 5.4(c)) tubes.
The minimum ringing time of

about 400 ms was obtained with
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Figure 5.4: Flowmeter measurements of the flow
disruption which occurs after valve switching and
piston reversal. Measurements were made while
pumping through 2 m of (a) polyester, (b) latex,
and (c) copper tubing.

polyester tubing. Clearly, the duration and shape of the flow disruption depend

strongly on the materials used in the driven hydraulic system, with a minimum interval

of about 400 ms required to return to steady flow after a piston reversal.

While the production of steady flow is an essential feature of flow simulation,

steady flow alone is not sufficient for in vitro studies of vascular haemodynamics.

Therefore, we have evaluated the capabilities of our pump to produce time-varying

flow waveforms, such as sinusoids and physiological waveforms. Figure 5.5(a) is a

plot of data obtained with a flowmeter when the pump was programmed to produce



a 5-Hz sine wave with an
amplitude of 10 mi s, using a
20-cm length of polyester tubing
on the pump outlet. These data
were Fourier transformed to
obtain the power spectrum
plotted in Fig. 5.5(b), where we
observe that the power is mainly
at the programmed frequency,
with less than 0.3% of the total
power contained in harmonics at
10 and 15 Hz. To investigate
the frequency response of the
pump we have collected fiow
waveforms during the production
of sine waves ranging in
frequency from 1 to 30 Hz, with
an amplitude of 20 ml s'. For

these tests the impedance of the
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outlet hose and flowmeter probe (diameter 3.2 mm) provided a suitable load, such

that steady flow of 10 ml s™ resulted in a gauge pressure of 22.5 kPa at the pump

outlet. The Fourier transform of these sinusoidal waveforms provided frequency

domain spectra similar to that shown in Fig. 5.5(b), and from these plots it was

possible to determine the observed flow amplitude within a 1.2-Hz bandwidth about

the fundamental frequency. The amplitude ratio was calculated as the ratio of the

observed flow amplitude to the requested flow amplitude, and in Fig. 5.5(c) we have
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plotted this amplitude ratio as a function of frequency. Figure 5.5(c) indicates a
nearly flat frequency response to about 10 Hz, dropping to -6 dB at about 19 Hz.
Previous in vivo flow studies'”'® have shown that frequency components above 12
Hz are insignificant in the peripheral vasculature. Thus, our system can provide

physiological flow waveforms without a correction'' for diminished high frequency

response.

To test the ability of the 5 ‘ ] ' -
pump to reproduce physiologicai 20 , - ﬂgg;%’%’gedj
flow waveforms we have ?z 15+

E 10

programmed our device with a ‘g 5 i
waveform typical of the common § 0 h
femoral artery during rest.’ -5
Figure 5.6(a) shows the results '100.0‘ Aoiz‘ Loi4 AoisA B Loia 1.0

time (s)

f our flovymeter m rement
ot ou eter measurements Figure 5.6: Flowmeter measurements of a

using this waveform, with the simulated fgmoral flow waveform (solid line),
compared with the programmed waveform (dotted

programmed flow rate line).
superimposed for comparison. The small discrepancy between programmed and
measured flow rates is probably due to tube compliance.

Cycle-to-cycle reproducibility was investigated by programming the pump to
produce continuous cycles (60 per minute) of the common carotid flow waveform
while recorc.ng the observed flow with the electromagnetic flow meter. Data
acquisition was gated to start collection 0.2 seconds before peak systole and
continue for a period of 0.98 seconds, over which time 512 flow-rate values were
recorded. Two thousand cycles were digitally recorded over a period of 66 minutes,
producing a data set consisting of 2000 flow waveforms with 1.9 ms temporal

resolution. Figure 5.7 shows a superposition of these 2000 waveforms. The width
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of the curve, plotted in Fig. 5.7, R , ——r .

shows the maximum spread of 20
flow rates observed during the g
66-minute experiment, thus 5

810
indicating the largest possible 3
deviation in the flow rate 4

0 i i " n i i " i " 4 A i i . 1 A " i e

waveforms. Since the figure 0.0 0.2 0.4 0.6 0.8

fime (s)

shows only the maximum spread Figure 5.7: Two thousand repetitions of a

common carotid waveform were acquired and
superimposed. The width of the curve represents
a histogram of flow rates at each the maximum excursion of the distributions.

Flow-rate histograms are displayed in Fig. 5.8 for
temporal point in the cycle by the marked points.

of flow rates, we have caiculated

placing the 2000 measured values into bins of width 87 pnl s'. For example, in
Fig. 5.8(a) we show a plot of one such histogram, obtained from measurements
made 0.04 seconds after initiation of data collection (position a in Fig. 5.7). The
distribution of flow rates is centred at 5.28 ml s”', with a standard deviation of
0.07 ml s'. Figure 5.8(b) shows another distribution, obtained near peak systole
(position b in Fig. 5.7). This histogram has a mean value of 22 mi s! and a standard
deviation of 0.13mls”. The average standard deviation of the 512 observed
distributions is 0.1 ml s™.

At points when the carotid waveform of Fig. 5.7 exhibits a large negative slope
(position ¢), the flow rate histograms are split into bimodal distributions, as shown in
Fig. 5.8(c). These two distributions represent a difference in output from the two
independent cylinders of the pump. This small discrepancy in output from the left
and right cylinders is probably due to slight differences in compliance in the cylinder

walls and associated tubing.



5.4 DISCUSSION AND
CONCLUSIONS

We have shown that it is
to both

possible produce

pulsatile and steady flow
waveforms with a computer-
controlled, positive-displacement
This

pump. pump has

advantages over previous
designs, such as a nearly 100%
duty cycle for steady flow by
vitue of the dual cylinders.
When the pump is programmed
to reproduce a steady volume
flow rate typical of the peripheral
vasculature, the time between
valve switches is 12 seconds,

which is long in comparison to

the observed duration of the flow
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waveform of Fig. 7. Histograms for (a) t = 0.04 s,
(b)t =0.21 s and (c) t = 0.28 s have been plotted
with the same time axis scale, for comparison.

disruption. The 0.4 second flow disturbance is iess disruptive in pulsatile wave forms,

because valve switching and associated piston reversal can occur at a point of littie

or Zero flow. Also, the controller provides a TTL signal so that this flow disruption

can be excluded from data collection.

There is no requirement for continuous feedback with this pump, as the open-

loop performance is observed to be extremely stable for long periods of time. The

basic design of our pump is also easily modified to accommodate larger or smaller
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flow rates, since maximum flow rate depends only on piston diameter and available
motor torque.

Although it is possible to produce an accurate, reproducible flow waveform at
the outlet ot this pump, we have found that the compliance of the driven system is
extremely important in determining the waveform at the actual measurement point.
This fact is of particular importance when the pump is located far from the
measurement point. In this case, it is important that the transfer function of the
driven system be taken into account when programming the waveform to be
produced at the pump outlet. We have aiso found that the accurate transmission of
pulsatile waveforms is dependent on the proper choice of both tube compliance and
downstream resistance.

Of particular importance, to the application ¢f this pump for dynamic CT
studies, is the cycle-to-cycle reproducibility. We have shown that the flow waveform
is stable to within about 1% over thousands of cycles. Although this pump was not
designed to maintain a physiologica! pressure waveform, if can be used to generate
physiological pressure waveforms in excised vessels, provided the pressure is
monitored and that the flow rate can be adjusted to provide the desired pressure
waveform. Since the pressure depends on the flow rate and the system impedance,
the pressure waveform should also be reproducible provided that the impedance

does not change over time.
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6. MEASURING THE DYNAMIC ELASTIC PROPERTIES OF VASCULAR SAMPLES
6.1 INTRODUCTION

The technique described in chapter 4 for the measurement of the static elastic
properties of arterial specimens using a high resolution CT scanner cannot be applied
to the measurement of the dynamic elastic properties of excised arteries due to the
4-s image acquisition. Since the arterial wall is not a purely elastic material, but
exhibits visco-elastic effects, its mechanical properties must also be studied
dynamically.

The visco-elastic properties of the arterial wall have been studied in vitro since
the mid 1950’s. Measurements were performed on isolated canine aortic strips' and
later on intact aortas®® where the oscillations of the arterial wall were measured
upon the application of sinusoidally varying pressure waveforms. Later
measurements include those of Gow et al.,*> who measured the external diameter
of coronary arteries using an electronic calliper attached to the vessel. In all
measurements of the visco-elastic properties of the arterial wall, including those
perfu.med more recently®’ and those performed in vivo,2%'%1" only the
external dimensions of the vessel were measured. Thus, for the in vitro studies, the
elastic modulus was calculated using an average wall thickness, which typically was
determined from volumetric measurement of the arterial specimen. For the in vivo
studies, where the wall thickness could not be determined, only the pressure-strain
modulus was calculated. Furthermore, in many of these studies,®’ heavily diseased
arteries were excluded, since for those specimens the arterial mechanical properties
vary around the circumference of the vessel.

In this chapter | describe a technique for measuring the dynamic elastic
properties of excised vessels, which uses the dynamic CT scanner described in

chapter three, in conjunction with the physiological flow simulator described in
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chapter five. From the CT images we can quantify not only the external arterial
dimensions, but also the wall thickness at all positions around the sample. By
tagging the arterial wall with small copper wires, we also are able to quantify the
dynamic elasticity of distinct healthy and diseased regions around the vessel
circumference. Furthermore, we have applied Fourier analysis in order to obtain the
dynamic modulus of elasticity at different frequencies from a single experiment in
which the vessel is distended by a pressure waveform with physiologically-relevant

shape. A porcine abdominal aorta was used to demonstrate the technique.
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6.2 THEORY
6.2.1 Coordinate system
For the purposes of the y
experiments described in this
chapter, we defined a standard 0

h, do,
coordinate system. The o X1 ’y /
coordinate system is shown in _— q

Fig. 6.1, where a quadrant of an 1,0

image of an artery is displayed X0 Yo
schematically. The coordinate 8, ho

system is defined with respect to Y9 X

the centroid of the arterial lumen / /

boundary. All tagging wires are Figure 6.1: Standard coordinate system defining

numbered, starting at 0 for the the locations of the tagging wires (see text).

wire at the smallest angle 8, and increasing in the counterclockwise direction. The
angle 6 is measured with respect to the x axis. The position of a wire n (on the outer
surface of the arterial wall) is given by its cartesian coordinates (x_,y,), or its polar
coordinates (r, ,.0,). The wall thickness at wire nis given by h,. The radial distance
r, , is between the origin and the intersection of the inner wall boundary with the line
normal to the outside boundary at (x,.y,). The distance along the outer boundary
between two adjacent wires (n and n+1) is a, , and, similarly, the distance along the
inner boundary is g, .
6.2.2 Dynamic modulus of elasticity

The dynamic elastic properties of arterial specimens are commonly

characterised by the dynamic modulus Eqyn given by?
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2

- 2(1-g2) 2P _Ci % 6.1
Egnlf = 2(1 Gz)Achosm' (6.1)

where fis the frequency. ¢; and ¢, are the inner and outer circumferences, p refers
to the transmural pressure, o is Poisson’'s ratio and ¢ is the phase lag of
circumference behind pressure. As in Eq. 4.1, which is equivalent to Eq. 6.1 for
static incremental modulus of elasticity, we have substituted circumference for the
commonly used radius or diameter measurement. Standard measurement
techniques involve the application of low-amplitude sinusoidal pressure waveforms
at known frequencies and measuring the corresponding sinusoidal changes in radius
or diameter.3#® The inherent assumption in these measurements is that the vessel
wall behaves linearly over the range of the pressure waveform, ie. the radius
waveform is also a sinusoid at the same frequency. In this case, the amplitudes of
the pressure and radius (or circumference) variations are used as Ap and Ac, in
Eq. 6.1, for the calculation of £, , at a single frequency. Thus, £, , at one mean
pressure is obtained, for a range of frequencies, from a series of experiments.
Fourier decomposition allows Edy,, (at one mean pr:ssure) to be derived as
a function of frequency from a single experiment. in which the pressure waveform
mimics the waveforms found in vivo, provided that the vessel expands linearly with
pressure. By evaluating the Fourier transforms (FT) of the pressure and
circumference waveforms we can quantify Ap, Ac and ¢ at all harmonics of the
heart rate, from a single experiment. Similar Fourier analysis of pressure-diameter
data was performed by Imura et al.® but since they were measuring the elasticity in
vivo they could not control the amplitude of the pressure waveform to ensure a linear

relationship between pressure and arterial diameter.
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6.2.3 Variation of E, ,, with angular position
Since our imaging technique also allows the measurement of strain and wall
thickness of distinct segments around the circumference of the vessel, we have
modified Eq. 6.1 in order t{o calculate E4yn Of the distinct segments. The modification
involves the separation of E3. 6.1 into a "strain term" and a "stress term". The strain
is evaluated from the segment length and the stress from the transmural pressure,
the average wall thickness, and the average radius of curvature for the segment.

Thus, Eq. 6.1 becomes

1 As.n(0)
' cos(o(f) .
(1+ 21m,,(o)]2“1 Aon(f) (6.2)

Ai.n(o)

Egyn.n(f) = 2(1 -62)P(f)

where n is the segment index, A, (0) and A, (0) are the mean inner and outer
segment lengths respectively, and are determined from the magnitudes of the FT's
of a; () and a, ,(t) at zero frequency. The magnitude of the FT of a, (1) at f is
A, .(f), and similarly P(f) is the magnitude of FT(p(t)) at £ The phase lag ¢(f) is
determined by subtracting the phase of FT(c(t)) from FT(p(t)) Since the phase lag
is typically very small and independent of frequency, many researchers disregard its
effect on the dynamic modulus. We have chosen to use the phase lag between C,(t)
and p(t), obtained from the first harmonic, for all calculations.
6.3 METHODS
6.3.1 Arterial specimen preparation

The arterial specimen ( a porcine abdominal aorta ) was stored as described
in chapter three. Prior to the imaging experiment, all loose connective tissue

surrounding the sample was separated from the vessel, leaving only a clean
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adventitial surface. Ali branching arteries were tied off, ensuring that the vessel was
pressure tight.

In order ‘o distinguish between different segments of the arterial wall,
appropriate markers needed to be attached to the wall. These markers had to
provide sufficient radiographic contrast in order to be tracked easily in the images,
yet be small and light enough not to affect the vessel's mechanical properties. Thin

copper wire (70-um diameter) was chosen as the tagging material which met these

Figure 6.2: Photograph of an artery illustrating the tagging wires which were
inserted into the adventitia. (The external diameter of the mounting tube was
2 mm.)

requirements. The tagging wires were inserted just within the adventitia tissue at a
spacing of approximately 6 mm around the circumference in the area to be imaged,
as shown in Fig. 6.2. In order to facilitate the accurate positioning of the tagging

wires just within the outer layers of the adventitia, wire insertion was performed while
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keeping the vessel distended by saline solution under pressure. The wires were 1.5-

2 cm in length and were not tethered in the longitudinal direction. The total weight

of the wires was less than to elevated
reservoir
10 mg, which was less than 1% =
. to pressure —
of the weight of the vessel ameducer
segment.  This small mass > T~
R
{ i
should have a negligible effect L :
i i || tagged
on the mechanical properties of ) arterial
. P . sample
the vessel wall, and is much o |
' b
L P
less than the mass of ~ T
measurement devices attached | from
| pump

to the wall in previous studies

_ . Figure 6.3: Schematic diagram of the mounted
(for comparison, the calliper gpecimen. lodinated saline is pumped through
the vessel by the physiological flow sirulator.
Images are acquired through the tagged portion of
the sample, while the pressure is monitored.

used by Gow etal’ weighed
250 mg).

Once the wires were inserted, the artery was mounted in the specimen holder
as illustrated it Fig. 6.3. The artery may be surrounded by saline solution, moist air,
or iodinated saline solution. For the experiment described here, the artery was
surrounded by humidified air.

6.3.2 Pressure waveform generation

Pressure waveforms were generated using a commercial version of the flow
simulator described in chapter five (University Hospital Development Corporation,
London, Ont. Canada). lodinated isotonic saline solution (30 mg mi') was used in
order to provide radiographic contrast between the vessel and its lumen. A reservoir
elevated to 1.5 m above the vessel and placed downstream of the vesse! provided

a pressure offset, approximately equivalent to the diastolic pressure (see Fig. 6.3).
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The pressure in the artery was measured using a 4.5 F end-hole catheter connected
to a Cobe pressure transducer. The pressure measurements were digitized during
the acquisition of each time-evolved projection (see below) to confirm that the
pressure waveform remained constant. Prior to image acquisition the shape of the
pressure waveform was monitored on an oscilloscope and the flow wavetorm was
scaled until a low-amplitude physiologically-relevant pressure waveform was obtained.
6.3.3 Distensibility measurements

To measure arterial distensibility, transverse CT images of the vessel at
different points in the cardiac cycle were acquired using the scanner described in
chapter three. CT images were reconstructed from one hundred gated time-evolved
projections. Each time-evolved projection was acquired over one cardiac cycle,
which in this case was 0.84-s long. Gating puises were provided by the flow
simulator. Since there is a short disturbance in the flow waveform when the pump
piston reverses direction, the timing of this direction change needed to be monitored
as well as the ECG trigger. Following the detection of a piston reversal, four of the
succeeding waveform cycles were umitted. The radiographic parameters were
90 kVp with 3 mm Al added filtration and 50 mA, and the total scan time for 100
projections was 41 minutes. The XRIl was zoomed to the smallest field-of-view.

In this experiment we applied a low amplitude physiological pressure
waveform with a mean pressure of 13.3 kPa. The experiment was repeated four
times to characterise the precision of the measurements, for imaging biological
specimens, and to investigate the diffusion of contrast medium into the arterial wall.

A set of time-evolved projections was also obtained for a 1.19-Hz ;inusoidal
distending pressure waveform, with a mean pressure of 14.5 kPa and amplitude of
1.25 kPa. The amplitude of this sinusoidal waveform was similar to the magnitude

of the component of the physiological pressure waveform at the same frequency.
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Finally, the wires were removed without disturbing the vessel and a set of time-

evolved projections was obtained in order to ensure that the tagging wires did not

affect the mechanical properties of the vessel. The time-evolved projections were

reformatted and reconstructed as described in chapter three.

6.3.4 Image analysis

The boundary between
two materials, such as the
lumen and the arterial wall, was
determined from the CT images
by setting a threshold at = value
equal to the mean of the two
materials. To ensure that only
contiguous points in the image
were considered, cluster growing
techniques'? were used in the
extraction of the Ilumen
boundary, outer wall boundary
and the wires. The center of
gravity of the arterial section
was calculated as the centroid'?
of the lumen region. Streak
artefacts from the highly-

attenuating Cu wires may
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Figure 6.4: (a) Radial posiiion versus angular
pcsition with a o' order polynomial fit through the
data. The verticai lines correspond to tn. (b) The
same data shown in cartesian coordinates.

perturb the lumen boundary and thus increase its apparent perimeter. To avoid this

problem we converted the points which define this boundary to polar coordinates,

replicate the data for n/4 beyond ix, and fit a ninth-order polynomial to the data.
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This procedure, which smooths the boundary is illustrated in Fig 6.4. The positions
of the tagging wires were also converted to polar coordinates, as described above.
Spline curves were fit to the positions (in polar coordinates) of the wires to define the
boundary. The inner boundary segments were determined from the intersections of
the normals to the outer boundary, which pass through the wire centroids, with the
inner boundary. The segment lengths a, , and a, ,, were determined from the spline
and the polynomial fit, respectively, by numerical line integration.
6.3.5 Elastic modulus calculation

The inner and outer circumferences, ail segment lengths and the pressure
waveform were Fourier transformed. The wall thickness was also calculated at each
tacging position, and the mean for each segment was determined by averaging the
thicknesses at the two tagging positions which define the segment. From these, and
using Eq 6.2, the dynamic modulus of elasticity was calculated as a function of
freauency for the different segments. A mean E, . over the arterial circumference,
was also calculated from the total circumferential strain.
6.4 RESULTS
6.4.1 CT images and analysis

Figure 6.5(a) shows a cross-sectional image through the vessel at peak
systole. The image in Fig. 6.5(b) shows the locations of the tagging wires and the
inner and outer wall boundaries, which were obtained from the image in (a) using the
technique: described above. Segment 4 was the posterior wall of the artery.
Figure 6.6 shows the wire positions, outer boundary and inner boundary for the

vessel section at peak systole and diastole.
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(b)

Figure 6.5: (a) CT image of the porcine aorta at peak systole. (b) The inner and
outer wall boundaries, along with the positions of the tagging wires have been
extracted from the image in (a).

10

)
T

y position (mm)
o

-15 10 -5 0 5 10 15
X position (mm)

Figure 6.6: The inner and outer wall boundaries are plotted for peak systole (dashed
line) and diastole (solid line). The wire positions for both are also shown,
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6.4.2 Verification of linear response

As a verification that the
arterial wall responds linearly
with pressure we have plotted
the p(t) and c,(t), along with the
corresponding Fourier
transforms in Fig. 6.7, for the
sinusoidally varying pressure
waveform. Figure 6.7(a) shows
that, ailthough the pressure
waveform was not a pure
sinusoid, less than 1% of the
power was distributed at
frequencies higher than the first
harmonic. The waveform
produced by the pump was
probably altered slightly by the

compliance of the tubing, which
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Figure 6.7: (a) Sinusoidally applied pressure
waveform (inset) and the magnitude of its Fourier
transform. (b) The resultant outer circumference
(inset) and the magnitude of its Fourier transform.

connected the pump to the artery. If the pressure were purely sinusoidal, any power

at higher frequencies would indicate a non-linear system. The FT of the outer

circumference (Fig. 6.7(b)) does not show excess power distributed to the higher

frequencies, compared to that of the pressure waveform. This indicates that the

assumption of linear response is reasonable for pressure waveforms with a mean

near 14 kPa and amplitude smaller than 1.3 kPa.

The applied physiologically-shaped pressure waveform is shown in Fig. 6.8(a).

The pressure waveforms recorded during the acquisition of the four sets of 100 time-
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evolved projections were

16 k ) T T T T I
a
reproducible to within 1%.
— 15 i /\v §
A representative error bar is O / \
£
= 14} ;
shown in Fig. 6.8(a). The FTof £ \
@
the physiclogical pressure £ 1371 \\
waveform is shown in 12+ d
Fig. 6.8(b). The amplitude of 00 02 04 06 08
i
the first harmonic is comparable . jme (s)
to the amplitude of the (b) !
10 + 1
sinusoidal pressure waveform I
used to test that the wall < 7 | Tl
responds linearly to changes in o1t ﬁ
. ! i
pressure. Thus, we can apply l l
0.01 de b Lot
Fourier theory in order to 0 2 4 6 8 10

frequency (Hz)
characterise the dynamic elastic ) ,
Figure 6.8: The physiological pressure waveform

properties of this vessel at which was applied (a) and the magnitude of its
Fourier transform (b).

different frequencies.
6.4.3 Measurement precision and contrast-agent diffusion

Figure 6.9(a) shows the apparent decrease in mean wall thickness with time,
caused by the diffusion of iodinated contrast material from the intimal side of the
vessel wall. The wall thickness shown is the mean over the cardiac cycle and the
dashed lines show the full range of variation over the cardiac cycle. These were
calculated from the cross-sectional images for the four different studies performed
with the same pressure waveform, and using the same threshold level when

segmenting the lumen boundary. When these data are extrapolated to the start of

the experiment (by a second order polynomial fit) the mean wall thickness was found
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to be 0.98 mm, compared to 12 . T ,
0.96 mm for the mean wall - 11 h(a) i
= 1
thickness obtained from the first E 10t el ]
series of images. Since the % 09} o \-\\\ T
decrease in apparent wall S 08t TTeell T |
] : Ttea L
thickness will have a significant = 07 L T
effect on the calculated elastic 0 50 100 150
time (min)
modulus, we only caiculated the 72 .
modulus from the first set of 68 ® outer circ. |
} R T segment 3
images. However, the outer = 64 b oo s e ]
5 £ GOJ’ z
boundary (and »uter segment =
& et 4
lengths) could be compared, & f
gths) P 1 Jﬁ—/&\\\k N
since the outer boundary of the
vessels is defined by the tagging % o0 02 oA 0.6 08

wires, which are unaffected by time:s)

P Figure 6.9: (a) Decrease in wall thickness
the diffusion of contrast agent ,pgerved due to diffusion cf contrast agent into
the wall. (b) Outer circumference and the length
of segment 3 versus time. The error bars
represent one standard deviation over the four
series of images.

into the wall. Thus, we plotted
the average c(t) and a, () in
Fig. 6.9(b), where the error bars
represent the standard deviation over the four experiments. The precision in the
outer circumference measurements was +0.2 mm, which is similar to that reported
for static objects in chapter thren. The precision in the segment-length
measurements was =0.05 mm.

Figure 6.10 is a plot of the uncertainty in the magnitude of the FT as a
function of frequency. The data were obtained for the outer circumference and the

segments from the four series of images, by calculating the standard deviation and



113

the mean of the magnitudes of
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dramatic increase in this £ 30
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]
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the uncertainty is greater for the

frequency (Hz)

individual segments. . ) o
Figure 6.10: Plot of the ratio of standard deviation

6.4.4 Effect of tagging wires over the mean amplitude as a function of
frequency for the outside circumference (solid

By the end of the line)and the segments (dashed line).
experiment, when the tagging wires were removed, the iodinated contrast agent had
diffused through the arterial wall and no wall was “visible" in the images. Thus, only
the outer circumference could be measured from these images. This was done by
segmenting the artery from the surrounding air and fitting a ninth order polynomial to
the boundary coordinates. The outer circumference was the same as that when the
wires were still in place to within 1.5%, and the magnitude of the excursion between
systole and diastole was the same to within 1%, thus indicating that the tagging wires
did not alter the mechanical properties of the vascular wall significantly.
6.4.5 Dynamic modulus of elasticity

Figure 6.11 shows that the wall thickness varied with angular position and that
the change in wall thickness over the cardiac cycle also varied with angular position.
For instance, the change in wall thickness between systole and diastole for
segment 7 (6=-1.3 radians) was 8% (of the mean), while it was only 1% for
segment 3 (0=2.7 radians).

Figure 6.12(a) shows Ep qyn(f) for three of the segments as a function of

frequency. The phase lag of circumference behind pressure was 0.2 radians. The
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Figure 6.12: (a) E_ . (f) for three segments.
determined not only for a (b) Mean E, (f) calculated from E_ , .(f) (dashed

line) and from the circumference-pressure
transverse section of the vessel, measurements (solid line).

but for separate segments around the circumference of the vessel. By using the
dynamic CT scanner described in chapter three we can monitor the movement of
both the inner and outer boundaries of the vessel wall, and since the copper wires

provide reliable tagging of the wall, we can measure the wall thickness of each



115

segment directly. From the

1000 T T T T T T
individual wall thicknesses and —— 1.19Hz
goor 2.38 Hz ]
the individual strains, we can ---- 3.57Hz
a 600 + :
quant’y the dynamic mechanical "%
. - o 400 r
properties of the different - Nt s
200 .
segments. This ability would be
0 e b i '\ i 4
of particular importance when 3 2 o 1 2 3

angular position (rad)

the technique is applied 10 g0re 6.13: E,  is plotted as a function of

o, dyn . ,
diseased vessels, which typically angular position ¥or the first three harmonics.

have plaques distributed in a patchy fashion.

We have used a porcine abdominal aorta to demonstrate the technique. By
using a low amplitude transmural pressure waveform and Fourier analysis, we were
able to characterise the dynamic modulus of elasticity at different frequencies (for a
mean pressure of 13.3 kPa) from only one experimert. Since Fourier analysis is only
valid for a linear system, we verified that the arterial wall distends linearly with
pressure, over the small pressure range studied, by applying a sinusoidally varying
pressure waveform and showing that the resuitant variation in circumference is also
sinusoidal.

The technique described in this chapter allows the circumference and the
segment lengths to be measured with a precision of +0.2 mm and +0.05 mm
respectively. When c(t)and a,, (t) are Fourier transformed, however, the uncertainty
in C(f) increases with increasing frequency and is greater than 20% for frequencies
above 8 Hz (see Fig. 6.10). The uncertainty in A, (f) increases at a higher rate than
that in C(f), and thus the uncertainty in E, , , would be higher than that of the

average Edyn (around the circumference), especially for frequencies above 4 Hz.
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The dynamic elastic modulus resuits presented here show that for this aitery,
there was no significant change in Edyn with increasing frequency above the first
harmonic. Figure 6.12 shows Edyn for frequencies up to 10 Hz, although Fig. 6.10
demonstrated that the uricertainty in E, , above 8 Hz is large. However, multiple
experiments on the same vessel or on an ensemble of vessels would reduce this
uncertainty. Previous studies on porcine thoracic aortas'® reported comparable
values for Edy,, for the frequencies investigated here. Goedhard and Knoop's’3
results show that the dynamic elastic modulus increases for frequencies below 2 Hz
to a value near 700 kPa. Our results show an average E, , of about 320 kPa.
Goedhard and Knoop's'? study was performed on freshly excised rings of aortic
tissue, with the smooth muscle in a relaxed or contracted state, and showed a small
increase in dynamic modulus when the muscle was contracted. Since our
experiments were performed three days after the swine was slaughtered, we expect
that smooth muscle did not have an effect on the mechanical properties. Our
technique could, however, be used to study the effects of smooth muscle, provided
that the vessel is kept in physiological solution which simulates the natural
environment of the tissue and that the experiment is performed soon after death.%'3

For the static elasticity experiments described in chapter four we used
humidified air to provide contrast between the arterial wall and its surroundings.
Unfortunately, for the dynamic studies radiographic contrast agent must be pumped
through the vessel. As is shown in Fig. 6.9 the iodinated compound diffuses into the
wall, at a rate of 1 um min"!, even at the low concentration used in our experiments.
Holdsworth et al.'4 reported a higher diffusion rate (20 um min"), during their
tissue-thickness measuring experiments, but in those experiments the iodine
concentration was ten times greater, and the solution was not isotonic. To reduce

the effects of diffusion, care must be taken to minimise the time over which the
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vessel is exposed to the iodinated solution, by beginning image acquisition as soon
after the vessel is mounted as possible. As discussed in chapter three, it is possible
to reduce the total acquisition time to less than five minutes if a higher-heat-capacity
tube were available. In this case the diffusion of contrast agent would not pose a
significant problen., and would allow the experiment to be repeated at a number of
mean pressures.

The technique presented here, in combination with that presented in
chapter four for the measurement of the static elastic properties of intact arterial
specimens, represents a powerful tool for the investigation of the differences in
mechanical properties between healthy and diseased arterial specimens. Since both
techniques are non-destructive, direct correlative comparisons can be performed
between the static and dynamic mechanical properties and composition of the same

vessel.
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7. SUMMARY AND FUTURE APPLICATIONS

This chapter briefly summarizes the results of my research and outlines a few
possible avenues for extending the applications of the high-resolution dynamic
computed-tomography (CT) scanner in the future.
7.1 SUMMARY OF RESULTS
7.1.1 Modified XRH

The requirement for a high-resolution detector, which could be used as the
x-ray detector for the dynamic CT scanner, resulted in the modification of a
conventional x-ray image intensifier (XRIl) to extend its limiting resolution for small
fields-of-view. This was achieved by varying the voltages applied to the electrodes
which define the size of the field-of-view and focus the image at the output phosphor
of the intensifier. We found that reducing the field-of-view from 24 cm to 8 cm, by
electro-optical means, increased the limiting resolution f,, by a factor of 2.2.
Achieving the same reduction in size using an optical zoom lens increased f, , only
by a factor of 1.3. With this modification we were able to increase the limiting
resolution of a conventional XRIl to a level that was sufficient for imaging arterial
specimens.
7.1.2 Laboratory CT scanner for dynamic imaging

Using the modified XRI! and a linear photo-diode array detector, a high-
resolution dynamic CT scanner was built for measuring the dynamic mechanical
properties of excised arterial samples. It can be used to provide dynamic images of
a single-slice of an object undergoing periodic motion. The CT images are
reconstructed from gated time-evolved projection radiographs, which are acquired
around the object. Currently, the images are obtained at a rate of 60 Hz, although
this rate could be increased to as high as 300 Hz with the existing equipment.

Aithough additional image blurring occurs for moving objects, the limiting resolution
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is decreased only by 9% for objects moving at 1 cm s (in comparison with that
obtained for static objects). The highest limiting resolution achievable with the
scanner is 3.2 mm’'. The scanner's response is linear with changes in attenuation

coefficient varying between 0 and 1.5 cm ™’

. Of particular importance to the use of
the scanner, to the investigation of the mechanical properties of arterial specimens,
is the geometrical accuracy and precision. The accuracy and precision in geometric
measurements were +0.3 mm and +0.2 mm, respectively. This innovative CT
scanner, with its high spatial and temporal resclution, provides a unique opportunity
to analyze the dynamic mechanical properties of intact human vessels under
simulated physiological conditions.
7.1.3 Technique for measuring the static elastic properties of vessels in vitro
Prior to developing a technique for measuring the dynamic elastic properties
of excised arteries, we developed a technique for measuring the geometry and static
mechanical properties of intact arterial specimens. There are two major advantages
of this technique over existing techniques for measuring static mechanical properties:
(1) the ability to measure the inner and outer circumferences, wall thickness and
transmural pressure simultaneously; and (2) the capability to measure the three-
dimensional geometry of the arterial specimen. Furthermore, the nondestructive
nature of the imaging techniques provides a unique opportunity for directly correlating
the local mechanical properties with the histologically-obtained composition of the
wall. The technique was demonstrated using an intact human abdominal aorta with
an aneurysm. The results showed that, for this sample, the increase .n
circumferential modulus of elasticity measured in the aneurysm was correlated with
a substantial decrease of elastin content. To the best of my knowledge, this is the
first direct correlation between iocal mechanical properties and arterial wall

composition in intact arterial specimens.
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7.1.4 Pump for physiological flow simulation

Our ability to measure the dynamic elastic properties of arterial specimens in
vitro depended on a device which could reproduce physiological flow and pressure
waveforms reliably. A dual-piston positive-displacement pump was, thus, designed
to produce highly-reproducible physiologically-relevant flow waveforms, as well as
nearly uninterrupted steady flow. This pump was essential for distending excised
arterial samples under physiological pressures. Steady flc'w produced by the pump
has an accuracy and precision better than +1%. The reproducibility of physiological
flow waveforms over thousands of cycles (measured as the standard deviation in flow
rate at a point of the cycle) is +0.1 mi s'. Since the pump is computer-controlled and
programmable, various waveform shapes can be produced, including waveforms with
reverse-flow components. The computer-controlled pump has been commercialized
and is currently being used in similar vascular studies, using magnetic resonance and
ultrasound, in laboratories around the world.
7.1.5 Technique for measuring the dynamic elastic properties of arteries in vitro

The dynamic CT scanner and the physiological flow simulator allowed me to
extend the static technique into a technique for measuring the dynamic elastic
properties of excised arteries in vitro. The technique was further expanded by the
attachment of fine tagging wires to the adventitial surface of the vessel, thus enabling
the measurement of the dynamic elastic modulus of different segments around the
circumference of the specimen. Application of a low-amplitude pressure waveform
allowed the use of Fourier analysis to decompose the pressure waveform and the
corresponding circumferential measurements into sinusoids at frequencies
corresponding to the harmonics of the heart rate. Thus, the dynamic elastic modulus
could be calculated, at several circumferential positions, and at different frequencies,

from a single experiment.
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7.1.6 Discussion

The dynamic CT scanner described in this thesis is a 1...que device, which
can be used to provide high-resolution tomographic images of objects undergoing
periodic motion. This device, along with the physiological flow simulator, and the
techniques described in chapters four and six provide an opportunity to study the
mechanical properties of excised vessels under conditions mimicking those found in
vivo. These techniques provide the first opportunity to characterize the differences
in distensibility around the circumference of an intact vessel and to correlate
variations in distensibility directly with variations in composition. In addition to the
investigations presented in the body of this thesis, there are many other research and
clinical applications for this technology. | will outline some of these possible avenues
for future research in the concluding section of this chapter.
7.2 FUTURE APPLICATIONS

In this section | suggest improvements to and extensions of the work
presented in the thesis, and introduce suggestions for future applications of the
dynamic CT scanner. One promising application is the use of the scanner and
physiological flow simulator for measuring velocity and shear rate in excised vessels.
An application of the technique for the acquisition of gated time-evolved projections
to clinical imaging is also discussed.
7.2.1 CT scanner modification

In its current configuration, the dynamic CT scanner can acquire only one
tomographic section at a time. However, as discussed in chapter three, we only use
512 of the 1024 diode elements available. Thus, the remaining 512 elements are
available to acquire another section of the specimen. If a pair of narrow transverse
collimators are placed at the input of the XRII, as shown in Fig. 7.1(a), instead of the

single one currently used, the projection radiographs of two sections of the object
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Figure 7.1: (a) The XRIl input face with the two collimators. (b) Top view of the
system showing the orientation of the mirrors and the PDA.

would be seen wi: | a two-dimensional detector coupled to the XRIl. Since the PDA
is only a linear detector, we need to shift the projection of one section to be in
horizontal alignment with the projection of the other section. One possible way to
achieve this would be to place a pair of front-surface mirrors in the optical path
between the two relay lenses. Figure 7.1(b) illustrates this possible combination.
The mirrors can be adjur‘ed on three-point mounts to shift the image of one
collimator so that it is lined up horizontally with the image of the other collimator.
Thus, the first 512 diode-array elements can be used to image one slice, while the
next 512 elements image a slice above or below it. Using this scheme, the

projections of two slices can be recorded simultaneously, at rates as high as 300 Hz.
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The system could also be expanded to acquire full three-dimensional images
rapidly. This can be achieved if a charge-coupled device (CCD) camera is used as
the optical detector. The analog signal from the video camera can be recorded at a
rate o. 30 frames per second, which may be adequate for some applications. Also,
some commercial CCD video cameras are available with electronic shutters, which
can limit exposure times to as little as 0.1 ms. Such devices could be implemented
for applications where blurring due to motion has to be minimized. An important
parameter that must be considered in the use of a CCD video camera is the lower
dynamic range of these cameras. Thus, a conventional CCD video camera may not
be appropriate for applications where extremely iow-noise images are required, but
may require specialized electronics and/or cooling.

7.2.2 Measuring the static and dynamic properties of arterial specimens

Chapters four and six describe two separate techniques, using two separate
laboratory CT scanners, for the measurement of the static and dynamic elastic
properties of excised arterial specimens. These two technigues can be combined in
order to characterize both the static and dynamic mechanical properties of a
specimen, as well as its three-dimensional geometry and composition. This can be
achieved by either combining the two scanners into one (by attaching the photo-diode
array based camera to an auxiliary port of the XR) or by using the dynamic scanner
to obtain both the static and dynamic images of single sections. The volume CT
scanner can be used only for the acquisition of the 3-D image. Since the
measurements of static elasticity are performed on a single slice of the vessel, rather
than the complete volume, tagging wires can also be used while performing the static
experiments. This will provide a measure of the static incrementai modulus of

elasticity for different segments around the circumference of the selected slice.
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in order to study the static and dynamic mechanical properties of a single
vessel, as well as to assess the complete 3-D geometry, | propose that the sample,
with the inserterd tagging wires, be mounted in the humidified-air chamber in order
that static measurements of the mechanical properties can be performed. The
sample must then be pre-conditioned to avoid the effects of creep and hysteresis
before cross-sectional images are obtained at different transmural pressures and at
ditferent positions along the sample. Once the static measurements are completed,
the physiological flow simulator can be attached and dynamic images of the same
sections can be obtained. If an x-ray tube with sufficient heat-loading capabilities is
used, and the duration of the acquisition of each series is reduced to less than five
minutes, the dynamic experiments can be repeated at a number of different mean
pressures. As discussed in chapter six, the major problem with a prolonged
acquisition period is the diffusion of contrast agent into the arterial wall. This problem
can be minimized if the osmolality of the fluid being pumped is matched to that of
blood so that diffusion of contrast agent into the wall does not occur or occurs at a
very slow rate. One other possibility is to use Freon 113 (CCiF,-CCIF) as the
working fluid, since it has an attenuation coefficient which is nearly the same as that
of 40 mg ml” iodinated solution (CT number = 1600 HU, at 90 kVp, with 3-mm added
Al filtration). Chu, in our laboratory, has used this fluid while performing mechanical
testing of arterial specimens using magnetic resonance imaging' and has observed
no diffusion of the Freon into the arterial wall. By comparing the mechanical
properties of fresh strips of porcine aortas to those of aortas soaked in Freon 113,
he has shown that the fluid does not affect the elasticity, though it dissolved some
of the fat component of the wall. Although this work is preliminary, and further
validation of these results is necessary, the use of Freon 113 offers a unique

opportunity to solve the problem of diffusion of contrast agent into the vessel wall.
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Following the dynamic measurements, the vessel should be fixed in
formaldehyde at physiological pressure, while mounted in the same configuration as
for the elasticity experiments. The pressure-fixed vessel can then be imaged using
the volume CT scanner to characterize the 3-D geometry. Histological analysis, as
described in chapter four, should then be performed on the slices for which the
mechanical properties were measured.

The present techniques have been developed to study straight arterial
segments. Since atherosclerotic lesions are frequently found in the vicinity of
bifurcations, the techniques must be medified to study these locations. One
possibility is to use finite-element modelling to estimate the circumferential stresses
in the area of the bifurcation, given the 3-D geometry of the vessel, at a few static
pressures, and the transmural pressure. These stresses can then be used along with
the measured strains to characterize the mechanical properties at bi;urcations.
7.2.3 Velocity and shear rate measurements

In chapter six | described a technique for imaging pulsating arterial specimens
using the laboratory dynamic CT scanner. Another application of the scanner is the
visualization and measurement of velocity in excised vessels, using gated injections
of iodinated contrast agent. The method | propose for quantifying the flow profile in
a vascular phantom or an excised vessel involves the principles of both digital
angiography and computed tomography. The vessel is to be mounted on the rotating
stage, as described in chapter three. Fluid, of the appropriate viscosity, can be
pumped through the vessel using the flow simulator described in chapter five. The
flow can be steady or pulsatile, provided that when puisatile flow is used, the image
acquisition is gated to the flow cycle. A short bolus of iodinated contrast agent is
injected, at least one inlet length above the observation site, using a power injector.

An injection manifold, like the one shown in Fig. 7.2 should be used to distribute the
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radio-opaque dye uniformly

flow =) arterial
around the circumference of the / phantom
vessel. The manifold allows the
—

dye to enter the phantom
through a series of 1-mm holes
driled through the wall of the 1 i 5 from
connecting tubing, thus ensuring injector
uniform tagging of the fluid. To
be able to reconstruct the bolus
in three dimensions (two spatial injection

. . manifold
and one temporal dimension)

=

time-evolved projections mustbe  figyre 7.2: Schematic diagram of the injection
manifo!ld. Contrast agent from the injector is
distributed around the inlet tube and enters the
tube through 1-mm holes.

obtained at view angles around
180-. Since a separate bolus
injection must be made for each view, the bolus injections must be highly
reproducible. Also, the iniector should be able to deliver a sharp bolus, to optimize
the tagging of the fluid.2 Preliminary studies of the flow profiles produced using a
commercial injector indicate that a very short bolus cannot be injected. Figure 7.3
shows flowmeter results obtained using a commercial power injector set at the
minimum injection time (0.2 s). We have developed a pulsed injector in our
laboratory3 which produces highly reproducible, sharp bolus injections. A sample
flow waveform from this injector is also shown in Fig. 7.3. These sharp bolus
injections would be ideal for flow tagging in this application.

A preliminary experiment was performed, using a straight-tube phantom, to
demonstrate the feasibility of this technique.® The transition of the radio-opaque

bolus (injected using a commercial power injector) was recorded as it passed the



observation site. Time-evolved
projection radiographs, like the
one presented in Fig. 7.4, show
a transmission profile through
the bolus in the plane of interest
as a function of time. The
vertical axis corresponds to time,
increasing in the downward
direction, and the horizontal axis
is parallel to the cross-section of
the phantom. For this
preliminary study, only 24 time-
evolved projections were
collected as the phantom was
rotated through 180. These
were processed, as described in
chapter three, to produce
‘temporal cross-sections’ through
the bolus. The term temporal
cross-section refers to the
cross-section through the bolus
which was in the plane of
interest at a given time. A set of
temporal cross-sections s

shown in Fig. 7.5.
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Figure 7.3: Sample flow waveforms produced by
a commercial power injector and the pulsed
injector developed in our laboratory.
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Figure 7.4: Time-evolved projection of a radio-
opaque bolus flowing past the observation plane.
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Figure 7.5: Temporal cross-sections obtained through a radio-
opaque bolus which tagged water flowing at an average velocity of
30cm s in a 6 mm diameter tube. The temporal separation
between images is 68 ms.
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In order to obtain a quantitative measurement of the velocity, the bolus must
be imaged at no fewer than two positions, so that the velocity can be calculated from
the measured time of flight and the known distance between the two tomographic
sections. This can be achieved by using the two mirrors described in section 7.2.1.
Since this technique is based on the assumption that fiuid flows in streamlines
paraliel to the long axis of the vessel, and that the velocity remains constant between
the two observation sites, there is a tradeoff between the accuracy in the velocity
measurement and the positional accuracy of the measurement. For high velocities,

the collimators need to be far apart, so that the motion can be detected by the
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scanner. If the velocity is slow, the collimators can be close to each oth&r and, thus,
the error due to the assumption that the flow is in the direction parallel to the vessel
axis can be minimized. It is, thus, impractical to use this system in an attempt to
measure the full velocity profile through a given section. However, the scanner can
be optimized for measuring low velocities, such as those found near the wall.

The ability to measure the velocity near the vessel wall is important for the
measurement of the shear stresses at the wall, since the shear stress depends on
the rate of change of velocity with respect to radial distance at the inner boundary of
the wall. The effects of shear stress on the initiation or progression of atherosclerosis
are not fully understood, though it is generally believed that haemodynamic factors
affect the endothelium, and may be linked to plaque formation. Many studies have
been performed in the past in an attempt to link shear rate to arterial disease.
Milnor® and Lou et al® provide brief summaries of some of the work done in this
area. The general problem with measuring the shear rate 1s that the velocity must
be measured at the wall, and thus very high resolution is required. The dynamic CT
scanner described here could be used to measure velocity near the wall with a
resolution of 3.2 mm™'. The technique could, therefore, supply in vitro measurements
of the shear rate in diseased and disease-free vessels, adding further insight into the
effects of shear stress on plaque formation.

7.2.4 Application of principles to dynamic clinical imaging

Although the dynamic CT scanner described in this thesis was designed for
laboratory use, the principles introduced in chapter three could also be applied
clinically for dynamic applications, such as cardiac imaging. Third or fourth
generation scanners could be adapted to pause at each view angle and acquire a

gated time-evolved projection of the slice of interest. However, this would be
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cumbersome, since modifications to the scanner gantry would be necessary, and the
time required to obtain a sufficient number of views could be prohibitively long.

An alternative option is to use a "helical CT scanner" to acquire the data.
Helical scanning systems were introduced in the late 1980’s for the rapid acquisition
of 3-D CT images in vivo.” They use a continuously rotating gantry and slide the
patient table past the x-ray fan beam as projection data are continuously acquired.
Interpolation algorithms are then used to “rebin” the projection data into a set of
sinograms corresponding to contiguous slices. From these, a volume image is
reconstructed. The high quality images obtained with these new scanners have
demonstrated that interpolation, even between slices, can be used to provide
clinically useful images.?

| propose that a helical CT scanner could also be used to acquire dynamic
images. Since the gantries of these scanners rotate continuously, they can be used
to acquire projection data of a single slice over many cardiac cycles. If the ECG
trace of the patient is monitored during the projection data acquisition, the data can
be post-processed to yield a set of sinograms corresponding to different phases of
the cardiac cycle. The post-processing would involve reformatting of the data so that
at each view angle, a time-evolved projection is obtained. This technique wouid not
provide a projection at each view angle for each phase of the cycle and, thus,
interpolation between time-points would be necessary. This interpolation procedure
would lead to a temporal blurring in the images, similar to that observed in
retrospectively-gated magnetic resonance images of moving objects.9

This technique would not require any mechanical modification to a helical CT
scanner. Provision must only be made to monitor the ECG and not move the patient
couch during projection data acquisition. Finally, optimization of this technique, as

well as assessing its the feasibility to patient imaging, can easily be performed using
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the laboratory CT scanner described in this thesis. Phantoms iike copper wire
mounted on a reciprocating stage (section 3.5.2) can be used to optimize the
technique, while a preliminary feasibility assessment could be performed using the
pulsatile-flow simulator along with anthropomorphic phantoms of the human

vasculature. 91!
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