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ABSTRACT

Secondary ion mass spectrometry (SIMS) with specimen
isolation conditions (an extreme form of energy filtering)
is useful in geochemical studies. The presence of molecular
ion interferences in SIMS spectra is greatly reduced when
analyzing high energy secondary ions (i.e. specimen
isolation conditions), thus simplifying the interpretation
of mass spectra.

High energy secondary ions were found to be less
susceptible to the dramatic changes in ionization yield
reulting from the effect of the matrix in secondary ion
production. Correlation of ion intensities for glass and
crystalline materials of identical composition is possible
for most elements when using some form of energy filtering,
and thus the use of glass standards for SIMS analysis of
minerals is possible. Some matrix effects are still present
in the high energy ion population. However, in a given
concentration range with a reliable set of standards,
quantitative analysis down to the ppm level is available
with specimen isolation or conventional energy filtering
methods. This has been demonstrated for the rare-earth
elements at both trace and major element concentration

levels in various mineral grains.

iii
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The ionization probability of high energy ions was
studied as a function of kinetic energy, first ionization
potential, and oxide bond strength. A simple mechanism for
the production of high energy secondary ions could not be
obtained from these results.

Besides the elimination of molecular ion

interferences, the method of specimen isolation is an

excellent technique for the analysis of non-conducting
samples. Leached, or altered zones up to several hundreds
of angstroms in thickness have been observed in SIMS depth
profiles of naturally and laboratory dissolved plagioclase.
Dissolution of plagioclase in relatively simple laboratory
experiments (pH 3.5 and 5.7) forms altered zones depleted of
sodium, calcium and aluminum, and enriched (residually) in
silicon. For specimens undergoing a more complex set of
reactions (dissolution in nature), layers enriched in
aluminum were observed in the SIMS profiles. Each of these
layers are believed to form during the dissolution process.
Qualitatively similar results were obtained using X-ray
photoelectron spectroscopy, while SEM analysis has shown the
sample surfaces to be "clean" and free of secondary

precipitates.
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CHAPTER 1
INTRODUCTION TO SECONDARY ION MASS SPECTROMETRY

1.1 Introduction

Secondary ion mass spectrometry (SIMS) is an
analytical technigque based upon the collection and mass
analysis of charged atomic and/or molecular species
resulting from the sputtering process. Sputtering of
surface material is one of the many processes occurring
during bombardment of a target material by an energetic (on
the order of a few keV) particle (ion or neutral) beam.1

The incoming primary particles (in this study ions)
impart energy and momentum to the sample surface, leading to
changes in the lattice structure and loss of surface
material. The emitted surface material is composed of
charged, and uncharged (and possibly some in excited states)
surface particles, both atomic and molecular in nature, as
well as photons and electrons. Secondary ions are defined
as all those ionized surface particles in both the ground
and excited states.l The SIMS technique is based upon the
separation and analysis of these secondary ions (see Figure

1.1-1). The secondary ions observed carry information

regarding both the elemental and isotopic nature of the

surface from which they originate.

——




Figure 1.1-1

Principles of the SIMS technique.
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One of the major advantages of the SIMS technique is
that almost all of the secondary ion population originates
from the upper few atomic layers of the analyzed surface,
making SIMS a technique with excellent surface sensitivity.
It is important to note however, that a vast majority of the
sputtered surface particles are uncharged, while only a few
percent are ionized. This leads to problems in the
interpretation of spectra since changes in the ionization
yields of up to a few orders of magnitude often result from
changes in the chemical environment of the target

material.z'3

1.2 Historical Background

In 1910 Sir Joseph John Thomson became the first to
observe and identify secondary ions. 1In his experiments
with "Canalstrahlen”, Thomson reported that: "I had
occasion in the course of the work to investigate the
secondary Canalstrahlen produced when primary Canalstrahlen
strike against a metal plate. I found that the secondary
rays which were emitted in all directions were for the most
part uncharged, but that a small fraction carried a positive
charge."4

The first known negative secondary ion spectra were
recorded by Woodcock5 and Thompson5 in 1931. These spectra
were obtained by bombarding NaF and CaF, targets with 500 eV

8 primary ions. 1In 1936 and 1937, Arnot and Milligan7'8



reported the formation of negative secondary ions from
positive primary ions.

The next major advance towards a SIMS instrument as
we know it today was not until 1949 when Herzog and Viahéck9
published a paper regarding the use of electric fields to
accelerate the primary and secondary ions. It was
approximately 10 years later that the next generation of
secondary ion mass spectrometers was constructed. Honiglo
(1958) was the first to build a complete secondary ion mass
spectrometer. Shortly after the construction of Honig’s
instrument there were a number of reports of other

instruments, 11712

and the field of secondary ion mass
spectrometry began to grow rapidly.

The first commercially avajilable SIMS instruments
were built by Liebl and Herzog16 in 1963. The purpose of
this instrument was to be able to analyze for isotopic
variations and spatial distributions for the complete
periodic table of the elements. This instrument evolved
into three basic types of instruments, Firstly there are
the mass analyzers with moderate (<10 um) lateral

resolution.?’10,15-18

These systems are generally used for
trace element analysis and depth profiling. The primary ion
current densities used for these types of analysis are
usually on the order of >10™° A cm™2. This mode of
operation is referred to as "Dynamic SIMS." *Static SIMS",
which uses much lower primary current densities is a

powerful tool for surface analysis. Development of static




1l

SIMS by Benninghoven 9 and the application of static SIMS to

organic materials has lead to the development of "Organic
SIMS" by Benninghoven and co-workers.zo
The other two forms of SIMS instruments deal with
higher lateral resolution (0.02 to 10 um). These two forms
are the ion microscope and the ion microprobe. The ion

21-23 uses a defocussed primary ion beam in

microscope
conjunction with secondary optics and mass analysis to form
a high spatial resolution (~1 um) magnified image of the

24 a finely

specimen. In the case of the ion microprobe,
focussed primary ion beam (formed from a duoplasmatron) and
a mass analyzer are used to obtain spatial resolution on the
order of 1 um. Better resolution has been obtained by
improvements in primary ion sources. The development of

25,26 has lead to ion beams with a

liquid metal ion sources,
lateral resolution in the range of 20 nm to 0.1 um.

A detailed account of the history and development of
secondary ion mass spectrometry may be found in articles by

28

Lieb1,27 Robinson®“” and Honig.29

1.3 Agglications of SIMS to Geochenistrx and

Cosmochemistrz

1.3.1 General Applications

The application of SIMS to geochemistry and
cosmochemistry has been discussed by many authors. For
example, see references 30 to 39 and the references within.

Analysis of trace elements in both lunar and terrestrial



materials has been the more publicized use of the ion
microprobe. Other applications, such as isotopic analysis
of both terrestrial and extraterrestrial materials, and the
analysis of light elements (hydrogen to fluorine) in
minerals have also been widely publicized. Some accounts of
diffusion studies in minerals have also been documented.

The attractive features of SIMS for the geochemist
are: 1) a complete mass range analysis from hydrogen to
uranium; 2) micron scale resolution; and 3) detection limits
down to the sub-ppm level with six or seven orders of

magnitude range for most elements.31'35

The practical
application of secondary ion mass spectrometry to the earth
sciences has met with some difficulties due to the complex
nature of the samples analyzed and the sputtering process.
Serious problems such as a plethora of complex molecular and

31

multiply charged species™~ that obscure the observation of

singly charged elemental ions, and the strong influence of
the target matrix on the production of secondary ionsz'3
have made the interpretation of SIMS spectra of mineral

specimens somewhat difficult.

1.3.2 Molecular Ion Suppression

The suppression of molecular ions is typically done

by either high mass resolution?®

or kinetic energy filtering
(see references 32, 35, 41 and 59). High mass resolution is

based upon the mass defect between elemental and molecular

ions. When tuning SIMS instruments for high mass resolution




conditions, a drop in secondary ion intensity is always
observed. Kinetic energy filtering uses the differences in
the kinetic energy distributions between the molecular and
elemental ions in order to eliminate molecular ions from the
mass spectra. Even though the signal from the elemental
ions is reduced when using energy filtering techniques, the
reduction of the molecular ion intensity is far greater (see
section 1.6 and the figures within). The result is an
increased elemental to molecular ion ratio. Both methods of
molecular ion suppression have been used with a large degree
of success.

In general, high mass resolution is most beneficial
for the analyses of light elements, whereas kinetic energy
filtering methods are preferred for the analyses of heavier
elements {(and hence a complete mass range analysis). The
mass resolution necessary to resolve some of the
interferences at high mass numbers would in turn be
accompanied by a severe loss of secondary ion intensity.

For a more complete description of kinetic energy filtering
techniques the reader is referred to section 1.6 and

references 32, 35, 41 and 59.

1.3.3 Surface Contamination

Specimens for SIMS analysis are generally required to
have smooth flat surfaces such that the yield of sputtered
material will be a maximum. Geologic specimens for the ion

probe are usually in the form of highly polished thin



sections or thick slabs. For surface analysis, clean sample
surfaces are required. Sources of suiface contamination
are: 1) the polishing process; 2) the condensation of
material onto the surface from the laboratory atmosphere
and/or the vacuum system of the instrument. These types of
problems are usually avoided by precleaning the area of
analysis (or a slightly larger area) using the primary ion
beam to erode away several hundred angstroms of the sample
surface. This precleaning step is not applicable in cases

where surface analysis studies are a priority.

1.3.4 2Analysis of Insulating Materials

Another potential problem with the analysis of
geologic materials arises from to the insulating nature of
most mineral specimens. Specimens for analysis are usually
given a conductive metal coating (~20 to 30 nm thickness) to
prevent the buildup of electrical charge. However, once the
metal layer has been sputtered away, the potential at the
uncovered surface (i.e. the point of analysis) is somewhat
different from that of the conductive coating. This can
lead to variations in the extraction efficiency of secondary
ions from point to point in the analysis. The buildup of
electric charge at the point of analysis can also cause
instability such that the extraction of secondary ions is
again altered, and in some instances the analysis site may
be lost. While some instruments flood the analysis area

with low energy electrons to help stabilize charge buildup
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on insulating samples, the use of negatively charged primary
ion beams is generally favoured for geochemical analysis.
Andersen et al.42 propose that the incoming negative charge
from the primary beam is stabilized by the outgoing
secondary electrons. Others prefer to use positive primary
beams when extracting positive secondary ions and negative
primary beams for negative secondary ions so that sample
charging may be controlled by adjustment of the primary beam
current such that the incoming charge is balanced by the
outgoing charge.38
When exposing the specimen to the primary beam for
analysis there is also a rise in temperature at the sample
surface. The rise in temperature at the point of analysis
will be dependent on such factors as the thermal
conductivity of the specimen and the primary ion current
density. If the temperature at the point of analysis
becomes high enough some of the volatile elements will be
lost. This has been reported for glasses with high Na o

0

concentrations by Lovering.3 This effect is presumably

similar to that observed in electron probe analyses of

sodium rich specimens.43

1.3.5 Analytical Considerations

In any type of SIMS analysis it is generally
favorable to work with a stable high level of sputtered ion

intensity. Reactive species such as oxygen and cesium have

41



been favoured for use as primary ion beams over inert gases
such as argon. Use of these reactive species leads to
stable, high secondary ion intensities through the formation

44,45 When using

of surface compounds (for example, oxides).
electronegative gases such as oxygen, the production of
positive secondary ions is increased. The effect of the
electronegative species is to increase the electronic work

function necessary for the electrons to escape the surface.

This in turn leads to greater emission of positive ions.
The converse of this also holds true for the enhancement of
negative secondary ions when using electropositive species
(i.e. cesium) to bombard the surface. Since elements that
readily form positive ions are generally of interest to
geochemists, primary ion beams of oxygen are most widely
used.31’44'45

Due to the complex chemistry of many mineral
specimens the resulting secondary ion spectra are often
quite complex. The secondary ion mass spectra commonly
contain peaks at each and every mass position through the

1 The use of reactive primary ion

mass range 0 to 250.3
beams will generally reduce the number of molecular ions,
however not all molecular species are extinguished.
Instruments with low mass resolving powers (M/AM) experience
more problems with molecular ion contaminants. Selected

vacuum pumping to reduce the hydrogen contamination in the

sample chamber and mass filtering of the privary ion source




also aid in the reduction of molecular ion interferences.31

Methods of molecular ion suppression have been discussed

earlier.

1.4 gggntification of SIMS Data

1.4.1 Factors Affecting Quantification

The attractive features of the SIMS technique make it
an excellent choice for acquiring qualitative or
semiquantitative analyses of surfaces. However, the
inability to correlate secondary ion intensities with the
chemical composition of the surface in the form of a
quantitative analysis is the major drawback of the SIMS
technique. Many factors contribute to the difficulty of
obtaining quantitative SIMS analyses. The general approach
to a quantitative analysis is first, the interpretation of
the spectrum, and second, the quantification of that

1 Spectral interpretation involves the assignment

spectrunm.
of peaks and/or portions of peak intensities to elemental
and molecular ions. Quantification of the spectrum is the
calculation of elemental concentrations from the elemental
(isotopic) and sometimes molecular ion intensities.

Matrix effects have been found to have the greatest

2,3 The ionization

effect on secondary ion intensities.
probability of certain elements may change by as much as a
few orders of magnitude depending on the chemical nature of
the host matrix. For a binary alloy A-B, the increasing

presence of the species (for instance A) that forms the

13



stronger oxide bond will enhance the ionization of B, while
the ionization of A is depressed by the increasing presence
of B_46-48

Crystallographic orientation of the specimens and the

1 have been found to

impact angle of the primary ion beam
have an effect on the yield of sputtered material. This
makes the comparison of absolute secondary ion intensities
from standards to unknown specimens somewhat difficult.
Referencing the ion intensities to an "internal reference"
(i.e. one of the more intense elemental ion signals in the
spectrum) will reduce problems when comparing ion
intensities from the sample with the standards.

Coverage of the specimen surface by reactive species
will also affect the yield of secondary ionsl. Similar to
using an oxygen primary ion beam for improved secondary ion
production, flooding of the sample surface with oxygen gas
to enhance and stabilize the yield of positive secondary
ions is common.

There is also a mass dependence on the transmission
of the mass spectrometer that must be taken into
consideration for quantitative analysisl. This results in
isotopic fractionation (i.e. the isotope effect) of the
elements within the SIMS instrument. Thus, certain
corrections for the fractionation of isotopes must be made

when calculating elemental compositions from isotopic

intensities in the secondary ion spectra. This is also an

14




important consideration in studies of the isotopic
composition of various materials.

Other factors such as the angle of emission of the
detected secondary ions,1 the energy bandpass of the

1 and the residual gas pressure around the

spectrometer
primary beam/specimen interaction areal must also be
considered if one desires a quantitative analysis. As a
final commment on the quantification of SIMS data, the
properties of the detection system such as the detector
background and the detector dead-time must also be

understood.31

1.4.2 Approaches to Quantification

For geologic analysis, one of the more common methods
for obtaining quantitative information is through the use of
calibration curves. When using standards of matching
chemical composition (major element chemistry) and an exact
set of standardized operating conditions it becomes possible
to extract quantitative information from the secondary ion
mass spectra. In these analyses it may also be necessary to

49,50

account for the isotope effect. If the calibration

curves are linear, as is the case for small ranges in
concentration, the use of calibration curves may be extended

n50,51 Knowing the

to "relative sensitivity factors.
ionization yield of a certain element (A) with respect to a
reference element (R) in the same matrix simplifies the

determination of elemental concentrations. 1In this case,

18



the ratio of the two ion intensities (both at and R+) is
measured and the concentration of the reference element must
be known from previous (other methods) determinations.
Another method of avoiding the influence of matrix
effects in deriving quantitative information is the use of

implanted standards.>373

In this instance, an isotope of
the element of interest (assume that two or more isotopes
are present) is implanted into the specimen at a known dose.
By measuring the signals of the implanted (known) and
unknown isotope(s) and making corrections for the isotopic
fractionation due to the instrument, quantification of the
element of interest is possible. For example, the
determination of potassium in plagioclase minerals using
“k* as the implant and ¥k* as the unknown has been

reported by Striet et al.>> Using *’Ag as the implanted
isotope, Chryssoulis et al.%? have made determinations of
silver in sulphide minerals down to the ppb level. For
monoisotopic elements this exact procedure is not
applicable. However, measuring the signal from the implant
(same mass as the element) against the background level of
the element (unknown) will lead to quantitative measurements
of these elements. The determination of gold in sulphide
ores in the sub-ppm range has been performed by Chryssoulis
et al.55

Another to quantitative analysis is the use of

ionization models. One such example is the "Local Thermal

Equilibrium Theory" (LTE) presented in 1970 by Andersen and

16¢




45,56,57 qpe LTE theory assumes that the

Hinthorne.
sputtering source is a dense plasma containing positive and
negative ions, neutral atoms and oxide molecules (an 160~
primary ion beam is used) all in thermodynamic equilibrium.
Using the intensities of the singly charged positive
secondary ions, it is possible to calculate the surface
composition (i.e. that of the sputtering source) if the
temperature (T), electron density (N;) and the free oxygen

31,45,56,57 The

concentration in the plasma are known.
application of the LTE theory to mineral analysis is

discussed in reference 31 and the references within.

1.5 The CAMECA IMS 3f Secondary Ion Microscope

All of the SIMS data obtained during the course of
this work (parts I and II) were obtained using a CAMECA IMS
3f Secondary Ion Microscope. The CAMECA instrument was
housed and maintained at the Surface Science Western
Laboratory located on the campus of the University of
Western Ontario. Besides operation as an ion microscope,
the IMS 3f may also be operated as an ion microprobe as was
the case for this study. The IMS 3f is an electrostatic
sector/magnetic sector instrument with a double focussing
geometry, thus making it capable of both high mass
resolution (M/AM ~10,000) and kinetic energy filtering of
secondary ions. The CAMECA IMS 3f instrument (see
Figure 1.5-1) was introduced in 1980 by Rouberol et a1.23

17



Other descriptions of the IMS 3f are found in references 1
and 58.

Two primary ion sources are available on the IMS 3f.
A hollow cathode duoplasmatron source is used to produce
primary beams of O , 0:, Ar't and Xe' for the study of
electropositive elements (other gases have been tried by
other research groups). For the study of electronegative
elements, a cst ion source (liquid metal ion source) is also
available. After acceleration (typically to 5 to 20 kV),
the primary beam is mass filtered by the primary magnet and
directed into the primary ion column (see Figure 1.5-1).

The primary beam mass filter is a magnet set up with two
entrance ports (one for each source) and a common exit port
at the entrance to the primary column. In the primary
column there are three electrostatic lenses used to focus
the beam to a spot a few to a few hundred microns in
diameter on the sample surface. As an option to the
analyst, raster plates permit the rastering of the primary
beam over the sample surface.

The secondary ions (either positive of negative) are
extracted from the specimen using a potential difference
(i.e. the secondary accelerating voltage) of :4.5 kV between
the specimen holder and the "immersion lens."” The secondary
ions are then focussed to the entrance of the spectrometer
by the "transfer optics." Secondary ion kinetic energies
are analyzed by a 90°, 86 mm radius electrostatic analyzer

(ESA 1) tuned to 4500 eV. The electrostatic analyzer is

18
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Figure 1.5-1

The CAMECA IMS 3f secondary ion microscope.
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coupled to a variable energy window referred to as the
"energy slit." For the passage of secondary ions through

the electrostatic analyzer the following equation must be

satisfied:
1/2 mv°
a 1/2 R:c
mv>
where R = the force required for a particle of mass

£ (m) and velocity (v) to move in the

circular path of radius Rs'

qe = force on a particle of charge (q).

€ = v R where V = voltage drop between
Rtln g § the two cylinders.
R, R_= the radius of the

path for the ions to
pass through the
analyzer.

R = radius of the outer
cylinder.

R_= radius of the inner
cylinder.

A "spectrometer lens" is then used to focus the secondary

beam into the 90°, 127 mm radius magnetic sector. Mass



analysis of the secondary ions is achieved according to the
following equation:

nv
~a = R.B

where q(vB) = the force on an ion of charge (q).
where B = the applied magnetic field.

R = the force required for a particle of mass

(m) and velocity (v) to move in the

circular path of radius R .

where R = the radius of the path for the
ions to pass through the
magnetic analyzer.

In the IMS 3f, ¢ is fixed (4500 eV) while the magnetic field
(B) is scanned, leading to the measurement of m/q
(mass/charge) for the secondary ions.

When operating the IMS 3f as an ion microprobe, the
secondary beam is then deflected by a second electrostatic
analyzer (ESA 2) (tunned for maximum secondary ion signal)
for detection by either an electron multiplier or a Faraday
cup. If the ion microscope mode of operation is desired,
the electrostatic analyzer (ESA 2) ie turned off and the
secondary beam is focussed onto a channnel plate/phosphorus
screen arrangement where a secondary ion image of the

sputtered sample surface is formed.




1.6 Kinetic Energy Filtering and the Method of Specimen

Isolation

1.6.1 Kinetic Energy Filtering

Two methods of molecular ion suppression, high mass
resolution and kinetic energy filtering were introduced in
section 1.3.2. For the work in this study, a variation of
kinetic energy filtering, the so called "“Specimen Isolation
Method" was chosen.

Kinetic energy filtering exploits the differences in
the kinetic energy distributions of atomic and molecular
secondary ions. Molecular ions are almost exclusively
confined to the low energy region (see Figure 1.6-1).
Although the majority of the elemental secondary ions are
also at lower energies, a tail extending to relatively
higher energies is found (see Figure 1.6-1). Using these
differences in energy distributions, it is possible to
suppress the molecular ion interferences, and hence
discriminate in favour of the atomic species through the
analysis of high energy secondary ions. Complete
descriptions of kinetic energy filtering methods are found
in references 32, 35, 41 and 59.

In the IMS 3f, energy selection is acheived through
the use of the energy slit and a "voltage offset" to the
secondary ion extraction voltage (see Figure 1.6-2). With
the electrostatic analyzer set to accept ions of energy
equal to 4500 eV, the accelerating voltage at the sample

holder is reduced by some voltage z (generally 50 to 100 V)



Y

Figure 1.6-1
Typical secondary ion energy distributions of atomic
(solid line) and molecular (dashed line) ions. The shaded
areas represent the energy regions used for both

conventional kinetic energy filtering (left) and the

method of specimen isolation (right).
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Figure 1.6-2
Conditions for energy filtering. A voltage offset is
applied to the secondary accelerating voltage and the

energy slit accepts a certain energy bandpass (dependent

upon setting). Taken from reference 59.
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such that the low energy (~0 eV) ions will be accelerated
with energy equal to 4500 - « eV and therefore will not pass
through the electrostatic analyzer and on into the magnetic
sector. However, higher energy ions (those of « eV) that
are also accelerated with 4500 - « eV of energy will pass
through the electrostatic sector /4500 eV) since they posses
4500 eV of energy.

In order to assess the necessary voltage offset

required, the ratio of two isotopes is examined with respect

to the voltage offset applied35'59

(see Figure 1.6-3). By
applying a voltage offset, the molecular ion interferences
are reduced. This results in an isotope ratio similar to
the natural abundance of the isotopes. In general, offset
voltages required for sufficient suppression of molecular
ion interferences are typically on the order of 50 to 100 V.

8 and the oxides of the rare-earth

However, most hydrides3
elements41 (REE) are not completely removed from the mass
spectra when voltage offsets of 50 to 100 V are used. For
this reason, either more extreme energy filtering (see
Figure 1.6-1) is required, or the use of high mass

resolution and/or some method of peak stripping to remove

molecular ion interferences is necessary.

1.6.2 The Method of Specimen Isolation

The technique of specimen isolation is essentially an

exitreme form of kinetic energy filtering where secondary

ions of energies in the range of 500 eV are used for
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Figure 1.6-3
Suppression of molecular ions by kinetic energy filtering.
The isotope ratio (A/B) (ordinate) is plotted against the
applied voltage offset. The effect of increasing the
voltage offset is seen as a reduction in the intensity of
the interference (int.) at A until the true value for the

isotope ratio (A/B) is obtained. Taken from reference 59.
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Figure 1.6-4

(a) Secondary ion mass spectrum (m/e from 1 to 100) of a
crystalline titanite from Bear Lake Road obtained without
any degree of energy filtering. The energy slit has been
closed to reduce the secondary ion signal (primary beam:
15 to 16 kV and ~5 nA).

(b) Secondary ion mass spectrum (m/e from 1 to 100) of a
crystalline titanite from Bear Lake Road obtained using
specimen isolated conditions (primary beam: 15 to 16 kV

and ~100 na).



| ll\mlluunillmuluulmmi

0 40 60 80 100

il

11111

kvt H

: -

2 10£34

s

_C. 4

® 108 TI‘ |l|
0 2

” mm I THI _ mﬁm‘ 50




analysis (see Figure 1.6-1). This results in the almost
complete removal of all molecular ion interferences from the
mass spectra (see Figure 1.6-4). The specimen isolated
method was developed at the Surface Science Western
Laboratory by J.B. Metson and co-workers.39'6°-65

Sample preparation in order to achieve specimen
isolated conditions is minimal. In most cases (including
mineral specimens) a flat (polished) specimen surface is all
that is necessary. No conductive metal coating on the
specimen surface is needed. In the sample holder, the
specimen surface is covered by a charged (4500 eV) metallic
plate (actually a thin tantalum sheet) with various areas
(3 mm in diameter) of the specimen exposed for analysis (see
Figure 1.6-5). In the case of conducting specimens, Teflon®
spacers are used to electrically insulate the sample from
the specimen holder (see Figure 1.6-5). With either type of
specimen, conductor or insulator, the specimen is
electrically isolated (insulated) from the sample holder and
hence the name "Specimen Isolation."” The sample
holder/aperture arrangement is kept at 4.5 kV relative to
the immersion lens (kept at ground) such that an extraction
voltage of 4.5 kV is applied to the secondary ions.

The specimen isolation technique requires the use of
O primary ions and the detection of positive secondary ions
(i.e. a +4.5 kV extraction voltage). During bombardment of
the target by the primary beam, the O  ions (at a net energy
of 15 to 16 kV) continue to deposit negative charge at the



e

Figure 1.6-5
The specimen holder arrangement for specimen isolated

conditions with the CAMECA IMS 3f. Taken from reference

63.
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sample surface until this charge is stabilized by the flow
of secondary electrons to the more positively charged

(4500 eV) cover plate.65

Thus, the area of analysis on the
insulating specimen, previously at a potential of 4.5 kV is
now charged in the negative direction due to bombardment by
the 0  primary beam. Typically, charges in the range of
-500 eV are produced by the primary beam. The net result is
an extraction voltage of ~4000 V, while the electrostatic
analyzer is still set to accept ions having 4500 eV of
energy. Thus, a voltage offset of ~500 eV is produced. 1It
is this large voltage offset that is responsible for the
extreme form of energy filtering as displayed by mass
spectra that are essentially free of molecular ion
interferences (see Figure 1.6-4).

As well as an efficient form of molecular ion
discrimination, the method of specimen isolation is well
suited to the analysis of non-conducting materials. This is
especially useful when surface analysis is of interest,
since no surface coatings are required.

Figure 1.6-1 indicates a considerable reduction of
intensity with increasing secondary ion energy. To
compensate for the low intensity of high energy ions such
that detection limits down to sub-ppm levels are possible,
all of the slits and apertures in the secondary column (i.e.
the spectrometer) are fully opened. This leads to minimum

mass resolution (M/AM ~250) and maximum transmission of the

secondary ions. Also, high primary ion currents are used to




obtain as much secondary ion intensity as possible. The
high current density and some dafocussing of the beam due to
the charge on the insulating surface lead to large primary
beam diameters (270 um). These large primary beam diameters
impose severe limitations on the sizes of specimens for
analysis.

The method of specimen isolation has been
successfully applied to the analysis of trace elements in

6669 Chapters 2 and 3 discuss the

various mineral phases.
advantages and disadvantages of high energy secondary ions
(i.e. the specimen isolation method) for use in quantitative
SIMS analyses. Chapter 4 presents analyses for rare-earth
elements in various mineral grains using the method of
specimen isolation, whereas part II of this thesis deals
with the application of the depth profiling capability of
SIMS instruments to the study of altered plagioclase

surfaces.
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CHAPTER 2
INVESTIGATION OF MATRIX EFFECTS ON HIGH ENERGY

SECONDARY IONS

2.1 COmpgrison of Glass Standards with Crystalline

Minerals

2.1.1 Introduction

Micron scale resolution, ppm sensitivity and a
complete mass range analysis are the features of SIMS that
make it a powerful tool for the in situ analysis of geologic

materials.31'35

However, quantitative analysis of mineral
(and other) specimens has been hampered by serious problems.
First, molecular ions often obscure elemental ions. Second,
the production of secondary ions is heavily influenced by

the nature of the host matrix.2'3

These problems make the
correlation between secondary ion intensities and chemical
compostions very difficult. And finally, since the majority
of minerals are non-conducting, further problems arise due
to the uncontrolled charging of the sample surface.
In certain cases, high mass resolution has been

successfully used (for example, see reference 40). The use
of kinetic energy filtering has been more widespread (for

example, see references 32, 35, 41, 60, and 67), especially

for removing molecular ion interferences at high mass




numbers where large mass resolving powers (M/AM) are
commonly needed. Since molecular ions have a much narrower

32,35 analysis of

energy distribution than elemental ions,
high eneryy ions considerably reduces the relative intensity
of molecular ions. Two distinct forms of energy filtering
have been used, the "conventional" form of energy filtering
(CEF) and the method of "specimen isolation." In
conventional energy filtering methods, the sample surface is
coated with a thin metal film or grid in contact with the
sample holder. The accelerating potential of the secondary

32,35,41 With

ions is then offset, usually by ~100 ¢ 10 V.
the specimen isolation technique, an insulating sample is
electrically isolated from the specimen holder and the
sample charges negatively under bombardment from the O~
primary ion beam. Geologic specimens have shown stable,
reproducible, charges of between 450 and 600 V below the
secondary accelerating voltage (SAV) (when covered by a 3 mm

5

diameter aperture).6 It is this large voltage offset that

produces an extreme form of kinetic energy tiltering.

4 used an

In a previous publication, McIntyre et a1.6
external power supply connected to the secondary ion
extraction system of the CAMECA IMS 3f in order to analyze
secondary ions of energy equal to 4500 eV. With a similar
set of conditions to those of the specimen isolation method

(maximum primary beam currents and a wide open secondary

column) the results presented by McIntyre et al.64 indicate



that when using a sample offset voltage of 450 V, secondary
ion intensities similar to those obtained in the specimen
isolation mode are observed. Therefore, with similar
primary currents and hence similar beam dimensions, there is
no clear advantage to the use of an external power supply to
generaite an offset voltage in the range of 500 V. As for
the method of specimen isolation, the technique is very well
suited to the analysis of non-conducting specimens without
the need for conductive surface coatings. It could be
argued however, that surface charging may be more accurately
controlled when using conductive coatings and hence the
external power supply.

Although several brief comments have appeared in the
literature comparing the two energy filtering techniques
(see references 41, 62, and 67), a quantitative study
between the two for geologic specimens was necessary.7°
That is, while it seems to e generally recognized that the
specimen isolation technique leads to greater molecular ion
suppression but one is restricted by the large primary beam
dimensions, there had been no study on geologic specimens
comparing relative intensities, molecular ion and multiply
charged ion intensities, relative structural matrix

71

effects, or stability and reproducibility. Reasoning that

the surface charging is poorly controlled and that a large
beam diameter is needed in the specimen isolation technique,

41,72

Crozaz and Zinner chose to use the CEF method coupled

with the need for corrections of the light rare-earth

40
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element (REE) oxides to analyze the heavy REE in order to
determine REE concentrations in meteoritic phosphate grains.

66 were successful in

In contrast, MacRae and Metson
measuring REE concentrations at the sub-ppm level without
the need for molecular ion corrections when using the
specimen isolation method.

70)

presents a detailed comparison of the specimen isolation and

This section (as well as a previous publication

conventional energy filtering techniques using natural and
synthetic titanite samples. In light of the larger primary
beam dimensions for the specimen isolation technique, the
important advantages of the specimen isolation method for

general geologic analyses will be discussed.

2.1.2 Experimental
A massive crystalline natural titanite sample from

Bear Lake Road near Bancroft, Ontario and a titanite ceramic
WP10 were used in this study. The titanite ceramic was
supplied by Dr. P.J. Hayward of the Atomic Energy of Canada
Limited (A.E.C.L.). The analyses of these two materials are
given in Table 2.1-1. In order to investigate variations in
relative ion intensities caused by differences in the
structure of the target matrix, a portion of the natural
titanite was melted in a platinum crucible at 1400 °C and
then quenched in air to form a glass. A sample of this

glass was crushed and then sintered at 1100 °C in a platinum



Table 2.1-1

Composition of titanite samples.®

Specimen Bear Lake AECL-WP10
SiO2 33.64 33.33
Ca0 33.02 31.58
TiO2 30.14 32.08
A1203 0.64 0.50
FeO 1.79 -
Nazo 0.32 0.25
MgO 0.32 -
KZO 0.01 -
MnO 0.06 -
szos 0.07 -
Sr0 NAt 0.50
YZO3 NA 0.25
ZrO2 NA 0.25
MoO2 NA 0.25
SnO2 NA 0.25
Cszo NA 0.125
La203 NA 0.125
ThO2 NA 0.25
UO2 NA 0.25
Total 100. 01 99.99

*  Mole % oxides.

** Analysis by electron probe and
conversion from weight % oxides to
mole % oxides. Qualitative analysis
by SIMS shows the presence of Y, Zr,
La, Ce, U, Th, Pb and F in
significants amounts (20.1 %).

+ Not analyzed by electror prcbe.




crucible to produce a polycrystalline ceramic. Therefore,
three samples of very similar chemistry but varying matrix
structure were available.

1,23,58 was

A CAMECA IMS 3f secondary ion microscope
used in this study. Modifications to the sample holder (to
obtain specimen isolation conditions) and improvements to
the electron multiplier pre-amplification system were made
according to references 61 and 62. The total dead time of
the counting circuit was ~70 ns. The maximum count rates
observed were on the order of 10° counts per second, and
therefore corrections for the dead time of the counting
circuit were not necessary. A mass-filtered primary beam of
%0~ ions at a net 15 to 16 kV and 5 to 300 nA was used.

The primary beam diameters were on the order of ~25 and

~100 um for measurements with the CEF and specimen isolation
methods respectively. For energy filtering a voltage offset
of =100 V was used and the energy window was narrc<sed to
approximately $10 eV while the remaining slits and apertures
in the secondary column remained fully opened. Primary beam
currents of 5 to 50 nA were used for analyses in the CEF
mode. For measurements in the specimen isolated mode, the
primary current was maximized (up to 300 nA) and the energy
slit (65 eV energy acceptance) along with the rest of the
slits and apertures of the secondary column were fully
opened. This resulted in a large primary beam diameter (270

61

um) and maximum transmission of the secondary ions. with

the high primary beam current and the open energy window,



448

the ion intensities obtained in the specimen isolated mode
become comparable to those from conventional energy

filtering methods, $9762/67

Thus, ppm sensitivity is easily
obtainable using either method of energy selection. It is
conceded that the large primary beam imposes serious
limitations for in situ analyses of fine-grained geologic
samples.

In order to obtain steady-state charging at the

sample surface using specimen isolated conditions, it is

necessary to use an uncoated insulating sample or a

Teflon®-insulated conducting sample. A major factor in
determining the degree of sample charging under specimen
isolated conditions is the size of the charged aperture

65

covering the surface. When using a 3 mm (diameter)

aperture, geologic samples often reach a potential some 450

to 600 V below the secondary accelerating voltage.65'67

It
is this large offset that is used for the extreme energy
selection observed. More detailed descriptions of these
methods of energy selection are contained in chapter 1 and

the references sited therein.

2.1.3 Results and Discussion

Molecular Ion and Multiply Charged Ion Intensities

It has been previously demonstrated with conducting
specimens that the ion intensities from specimen isolation
conditions are comparable to those from conventional forms

2 It is also well known that the

of enevrgy filtering.6




amount of molecular ion suppression (as given by n+/uo+
ratios) is increased by employing greater amounts of kinetic

32,60 These points are shown for SIMS

energy filtering.
spectra of mineral samples in Figure 2.1-1 (a and b) and
Figure 2.1-2. Figure 2.1-1 (a and b) are secondary ion mass
spectra of the mass range from 1 through 70 for the Bear
Lake titanite sample obtained with specimen isolation and
conventional energy filtering methods respectively. Figure
2.1-2 shows SIMS bar graph spectra (mass spectra) of the
heavy elements contained in the synthetic titanite specimen.
In Figure 2.1-1(a) (specimen isolation), the intensities of
the “ca’ ana *°rit peaks are 1.6x10° and 1.8x10* counts
respectively. The same peaks in Figure 2.1-1(b)
(conventional energy filtering) have 1.7x10* and 9.6x10°
counts respectively. The primary beam currents chosen (80
and 5 nA respectively) and the width of the energy slit will
determine some of the intensity loss. However, what is most
striking is the increased molecular ion suppression gained
when using specimen isolation. This is seen in Table 2.1-2
and by the oxide peaks of titanium in Fiqgure 2.1-1. 1In
spectrum (a) of Figure 2.1-1 there is only one oxide peak of
titanium present (“Tio+), and “Ti"'/“'l'i“o"' = 1.94x10".

This is in marked contrast to spectrum (b) where oxide peaks
appear for all of the titanium isotopes, and

"Ti*/“"ri"’o* = 4.77x10° almost two orders of magnitude

difference. Table 2.1-3 lists the measured abundances for

the titanium isotopes and the oxides of titanium in the
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Figure 2.1-1
(a) Secondary ion mass spectrum of a crystalline titanite
from Bear Lake Road obtained using specimen isolated
conditions (primary beam: 15 to 16 kV and 80 nA).
(b) Secondary ion mass spectrum of a crystalline titanite
from Bear Lake Road obtained using a ~100 V sample offset

voltage and a :10 eV energy slit (primary beam: 15 to

16 kV and 5 nA). Taken from reference 70.
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Table 2.1-2

Molecular ion suppression ratios (M*/M0*) obtalned using specimen
isolation and CEF conditions on the Bear Lake titanite showing the
decrease in the suppression ratio with increasing mass and the greater

molecular lon suppression obtained by using specimen isolation
conditions.

Isotope CEF Specimen Isolation

M* (counts s7) M'/M0* M (counts s7}) M mo*
T 3.24x10* 1.80x10% 1.01x10* 1.12x10°
48ry* 9.34x10° 4.77x10° 1.74x10° 1.94x10*
2Np* 1.37x10* 6.64x10" 2.21x10° 22 x10°

139 5* 1.33x10* 1.35x10" 4.67x10° 1.90x10%




( ]

Table 2.1-3

Percent abundances of Ti' and Ti0' ions in the SIMS mass spectra
of Figure 2.2-1 (a and b) (Bear Lake titanite) obtained under
specimen isolation and CEF conditions (0.1 %).

Isotope Natural abundance Specimen CEF CEF
of isotope” Isolation (T10" ions)

46ry* 7.9 7.5 7.7 8.1

1yt 7.3 7.5 7.5 9.1

4814* 73.9 74.2 70.5 71.0

ry* 5.5 5.6 8.9" 5.9

S0py* 5.3 5.2 5.4 5.9

The National Bureau of Standards, November, 1967.

® Note the presence of ‘®Ti'H' when using CEF conditions.
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Figure 2.1-2
Mass spectra of WP-10 titanite ceramic obtained using
specimen isolated and CEF conditions showing the presence
of Lao® and Tho'. Using specimen isolated conditions,
Lat/1a0" = 1.90x10% and Th'/Tho’ = 6.8x10'. Using a 100 V
energy offset, La+/La0+ = 1.35x10' and Th+/ThO+ = 8.6

(primary beam: 15 to 16 kV and 200 nA). Taken from

reference 70.
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natural titanite using both forms of energy filtering. Wwith
specimen isolation, the abundances of the titanium isotopes
resemble the natural abundances of the isotopes, while it
is significantly overestimated when using the CEF mode. An
appreciable contribution from “pi'n* to the *°rit peak in
spectrum (b) of Figure 2.1~-1 is responsible for the greater
than expected intensity at mass 49. The results from
Figures 2.1-1 and 2.1-2 and Tables 2.1-2 and 2.1-3 show that
oxides as well as hydrides are suppressed much more
effectively when using the specimen isolation technique.

The increased molecular ion suppression is of
particular value when elements of high mass number such as
the rare-earth elements are of interest. As the mass of the
element (M) increases, the energy distribution of the

element oxide (no+) broadens,‘l'-'3

therefore making the
suppression of these oxide ions increasingly more difficult.
The decrease in suppression of the element oxide peaks with
increasing atomic number of the element is shown in

Table 2.1-2 and Figure 2.1-2. 1In the conventional form of
energy filtering, the 13"La"'/“"'I..a“r.)"' and m,rh+/zaz,muo+
ratios decrease sharply to 13.5 and 8.6 respectively,
whereas in the specimen isolation mode, the i:“'L.n"'/“”I..a“0+

and 2:’2T11+/z’2'1’h'"’0"' ratios are 190 and 68 respectively. As

reported by Reet';l,-'3

lanthanum and cerium have the greatest
oxide intensities of the rare-earths. Thus, when using the
method of specimen isolation, the REE"'/REEO+ ratios for all

of the rare-earths are 2200 (and usually 2500) and no




correction of light rare-earth oxides in the heavy REE
region is necessary for complete rare-earth analysis.
Therefore, provided that the samples are greater than 70 um

61,66 tne specimen i1solation technique is an

in diameter,
ideal method for the analyses of REE in mineral specimens.
In contrast, corrections for the heavy rare-earth region of
the mass spectrum is necessary with the CEF mode since not
all molecular ion interferences are eliminated from the mass
spectra. With the oxides of the light rare-earths still
present in appreciable intensity, deconvolution of the peaks
corresponding to the heavy REE using assumed light
rare-earth M+/Mo+ ratios must be made in order to obtain a
complete rare-earth analysis in mineral grains.41'72'74

It is also important to examine the relative
intensities of the multiply charged species with the two
forms of kinetic energy filtering. 1In an earlier report by

67 jt was noted that the "yield of multiply

Nesbitt et al.
charged ions is apparently enhanced with the specimen
isolation technique", but there had been no comment in the
literature on the yield of multiply charged species when
using conventional energy filtering methods. In this stuvdy
it was somewhat suprising to find large w2t peaks in the
spectra obtained with conventional energy filtering methods
(see Figure 2.1-1(b)). Table 2.1-4 summarizes the M2ﬂfmsi+
ratios found when using both forms of energy filtering.

Depending on the element of interest, the amount of doubly

charged species uf+) varies without trend between the two



Table 2.1-4

Multiply charged ion intensities relative to 2°s1* (M**/®®si*) for
the specimen isolation and CEF techniques.

Isotope CEF Specimen Specimen Isolation
CEF

00,2 8.55x10™2 7.40x1672 0.847

42 1.89x10™> 1.52x107° 0.804

47142 2.76x107* 6.89x10™2 2.50

49, .2+

Ti 2.38x10°% 5.94x107* 2.50




forms of energy filtering (see Table 2.1-4). As previously
noted,67 these multiply charged ions lead to rather few
interferences. In addition, since many of the et peaks
occurring at half-integral masses are unique, they may, in
some cases, b2 useful for elemental analyses.

67 there is generally a "clean"

As noted earlier,
interference-free isotope available for most elements,
including the rare-earths. However, in some cas~s,
corrections are still necessary. For example, in the case
of titanite, both Zynat ana ‘°ri%t contribute to the
intensity of the peak at mass 23. To determine the

intensity due to 2:’Na"', the contribution of **Ti?** can be

+ ,47 .2+
b |

estimated from the *°Ti / it ratio, and the Y7

intensity at mass 23.5.

Charging and Reproducibility

For quantitative analyses with the method of specimen
isolation, constant reproducible charging is of the greatest
importance. The results using the specimen isolation
technige presented here are intended to show that charging
for different samples is very similar and that the
reproducibility of the data is just as good as, if not
better than, that obtained when using conventional energy
filtering.

A proposed mechanism of charge stabilization in the
65

specimen isolation method has been presented by Lau et al.

The degree of sample charging at the sample surface may



easily be measured by scanning the electrostatic analyzer
(ESA 1) in the secondary column of the CAMECA IMS 3f.65 An
energy distribution of the secondary ions is obtained by
adjusting the voltages to the electrostatic plates such that
the measurements of ion intensities are recorded at various
kinetic energies (see Figure 2.1-3). Making the assumption
that the peak of the energy distribution is representative
of zero energy (0 eV) ions, it is possible to assess the
surface charging by working back through the energy curve.65
Since the transmission of the spectrometer varies with the
energy of the ions sampled, it was necessary to make
adjustments to the secondary column in order to obtain the
plots illustrated in Figure 2.1-3. These adjustments
involve the immersion and transfer lenses along with the
magnetic field and deflectors (ESA 2) to the electron
multiplier-counting system. In almost all cases, it was
necessary to close down the contrast aperture in order to
accommodate the increased intensity of the lower energy
ions. It is realized that changing the size of the contrast
aperture will alter the angle of acceptance of the secondary
ions and thus will result in some distortion of the apparent
kinetic energy distribution of the secondary ions. However,
this will only affect the total observed intensity and not
the position of the intensity peak and thus the determined
voltage offset.

Figure 2.1-3 shows the energy distribution curves

that were recorded for the three various structures of the




AKX 3

Figure 2.1-3

28

Energy distribution diagrams for the sit ion in the

three titanite samples (A, crystalline; @, ceramic; and O,
glass) obtained by scanning the electrostatic analyzer in
the secondary column of the CAMECA IMS 3f (primary beam:

15 t0 16 kV and 130 nA). Taken from reference 70.
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titanite sample. The primary beam current used in all three
measurements was 130 nA. The results from Figure 2.1-3 show
that the crystalline, glass and ceramic samples charge to
similar potentials (513 ¢ 10, 580 * 10, and 527 & 10 V below
the SAV, respectively). Furthermore, when using different
beam currents of 30 and 300 nA on different days and
presumably slightly different operating conditions, the
voltage offsets obtained for the glass sample were 475 % 10
and 493 ¢+ 10 V, respectively. Minor differences in the
primary beam energy from day to day may be responsible for
these small differences in charging potentials between the
two experiments. These results show that the charging
potential under specimen isoclated conditions for different
structural types and different primary beam currents will
fall within approximately 10 §. Since the ion yield curves

41,71,72 a¢ high kinetic energies (see

are flat and parallel
Figure 2.1-3), the small differences in charging potential
should not be a problem for quantitative analyses. This

41,72 who show that

point is also made by Crozaz and Zinner
the ion yields of the REE are insensitive to changes in the
sample offset voltage when sampling ions with kinetic
energies of 80 eV or greater. The similar charging of glass
and crystalline samples would suggest that glass standards
of similar chemical composition could be used for
quantitative mineral analysis.

The results in Table 2.1-5 confirm these predictions.

Table 2.1-5 gives the ion intensities (relative to‘”Si+) of



fourteen major and trace elements for the three forms of
titanite analyzed with both methods of energy filtering
(specimen isolation and CEF). A number of points emerge
from this table. First, the standard deviations for each
individual sample are generally less than 10 % for both
techniques, with the CEF method often giving somewhat
smaller deviations on the heavier elements (the heavier
elements are generally in trace amounts) due to higher count
rates. Second, the intensities relative to ®si* can be
very different between the two methods. Thus, the
93Nb+/2881+ ratios obtained with specimen isolation and
conventional energy filtering are ~9x10 > and ~2x10~°,
respectively, reflecting the different relative shapes of
the “Nb* and ®sit ion yield curves at different kinetic
energies. Obviously, similar offset voltages are essential
for both unkonwn and standard samples if quantitative
results are desired. Third, and most importantly, the
results for the three different structural types usually
show very similar relative intensities. The standard
deviations on the average of the three samples are
comparable with the standard deviation on one of the
samples. Quite often the standard deviation for the average
using specimen isolat2d conditions is smaller than that when
using conventional energy filtering. The similar relative
intensities for both glass and crystals are of particular
advantage for quantitative analysis of geologic materials

since one may use glass standards (of similar major element




Table 2.1-5

(a) Ion intensities relative to 2851* of the three titanite samples
(crystalline, glass,lzqg ceramic) obtained using specimen isolation
conditions using an O primary lon beam at a net 15 to 16 kV and

100 nA. Each mass unit was counted for 5 s and the masses were cycled
through 8 times. The standard deviations are represented as a
percentage of the lon intensities and are found in parentheses. The
standard deviations generally ranged from 2 to 10 %, while reasons for
deviations greater than 10 % are not well understood.

Isotope Crystalline Glass Ceramic Deviation

(%)

#Na 1.87x107% (4.7)  1.91x1072 (4.2)  2.23x10°2 (5.1) 9.8
26Mg  4.07x107°(18) 1.91x10™% (3.9)  3.48x107° (9.4) 35

a1 1.01x10"! (2.0)  1.05x10°! (1.4)  0.93x107' (5.8) 6.1
i ¢ 1.03x1074(43) 2.80x10°% (9.3)  1.05x1073(24) 105

ca  1.89x10° (1.6)  1.95x10° (4.8)  2.16x10° (2.1) 7.0
714 0.97x10°! (2.1)  1.02x10™' (6.0)  1.10x10"! (5.6) 6.4
Sty 1.12x1073 (5.2)  1.12x10™° (5.8)  1.17x10™> (6.2) 2.6
S2cr  2.89x107'(17) 2.61x10"4(12) 2.65x10™* (6.6) 5.5
SSMn  2.54x107% (6.3)  2.42x107% (7.0)  2.59x107° (4.2) 3.6
Sre  3.58x1072 (2.9)  3.62x1072 (7.4)  3.81x1072 (5.0) 3.3
8sr  5.08x107* (4.6)  5.22x107*(15) 5.42x10™% (7.9) 3.6
8%y 1.76x10"> (5.7)  1.96x1073(19) 1.91x10™° (5.5) 5.3
P2r  1.87x1072 (6.7)  2.03x1073(22) 1.99x10° (6. 3) a.1
“Nb  8.99x1073 (4.7)  9.28x10°3(28) 9.38x10™2 (7.4) 2.2

01



Table 2.1-5 continued

{b) Ion intensities relative to 2951’ of the three titanite samples
{qustalline. glass, and ceramic) obtained using the CEF mode and an
O primary ion beam at a net 15 to 16 kV and 50 nA. Each mass unit
was counted for 5 s and the masses were cycled through 8 (imes. The
standard deviations are represented as a percentage of the ion

ion intensities and are found in parentheses. The standard deviations
generally ranged from 2 to 10 %, while reasons for deviations greater

than 10 % are not well understood.

Isotope Crystalline Glass Ceramic Dev:agion
%
2Na 2.78x107% (6.9)  2.75x10"% (6.5)  4.28x1072 (9.3) 27
Mg 1.62x107° (9.0)  2.24x107>(16) 4.05x1073(12) 48
a1 1.43x107" (1.7)  1.30x10" (3.2)  1.30x107' (6.8) 6.0
' 5.56x107>(12) 1.37x107>(26) 1.95x10™° (7.1) 86
©ca  3.33x10° (2.6)  3.31x10° (5.4)  2.96x10° (6.5) 7.1
11 1.60x107' (1.9)  1.6ax107' (4.0)  1.43x10”' (4.7) 7.7
Sty 1.93x107° (3.2)  1.90x10"° (3.3)  2.18x10"° (8.6) 7.5
2cr  4.08x107 (3.4)  3.68x107 (5.5)  3.96x107* (7.6) 5.4
SMn  3.36x10™° (3.6)  3.33x10™° (5.0)  3.87x10"° (6.7) 8.5
Fe  5.29x1072 (2.7)  5.29x107 (4.8)  6.15x10° (5.2) 9.0
88sr 1.44x107 (3.4) 1.40x10™> (4.1) 1.49x10™° (3.0) 3.1
89y 4.72x1077 (3.4)  4.10x10™° (2.6)  4.21x10"° (9.8) 7.6
0z 4.49x107° (3.9)  4.01x107° (2.9)  4.32x10™° (7.5) 5.6
PNb 2071072 (3.4)  1.85x1072 (4.9)  1.93x1072 (5.6) 5.6




chemistry to the unknown sample in order to reduce any
chemical matrix effects) to obtain calibration curves for
the trace element analysis in minerals when using either
form of kinetic energy filtering. The so-called structural

matrix effect discussed by Ray and Hart71

may therefore be
neglected for most elements when using some form of energy
filtering.

As a final comment on the results presented, the
results for the alkalis and magnesium for both types of
energy selection show large deviations between the three
samples. These deviations are presumably due to a migration

38 caused by the "charging-up effect" being different

38

effect
for glass and crystalline samples. Havette used ®Nat as
an example of the migration effect and our relatively poor
agreement for Na, K and Mg may well be caused by the

slightly different charging potentials38 and possibly even

30 at the surface of the three analyzed samples.

temperatures
For these elements and possibly others not studied here,
further results and understanding are necessary before one
can use glass standards for quantitative anlaysis of

minerals.

2.1.4 Conclusions

The major advantage of the extreme form of energy
filtering given by the specimen isocaltion technique is the
increased molecular ion suppression. This gain in molecular

ion suppression makes it possible to analyze, for example,



for all the rare-earth elements without the need for the
corrections that are required when using conventional energy
filtering techniques. This increase in molecular ion
suppression is obtained without any significant loss of
sensitivity, reproducibility, or increase in multiply charged
ions. However, the limitation of using a large primary beam
(270 um diameter as in the specimen isolated method) versus

a smaller beam (~10 um diameter for the CEF mode) is obvious
in that fine-grained minerals cannot be analyzed at the
present time with the specimen isolated method.

Energy distribution curves show that samples of
similar chemistry and varying matrix structure charge up to
similar potentials when similar primary beam conditions are
used in the method of specimen isolation. The primary beam
current was not found to have any significant effect on the
charging potential of the sample. Since samples of various
structures commonly charge to similar potentials, it must
follow that the secondary ions entering the spectrometer are
from similar regions of the energy distribution curves.
Hence, the resultant relative jon intensities show
considerable correlation for the three samples studied.
These principles will, in turn, allow one to use calibration
curves established from glass standards for the purpose of
determining quantitative analysis of crystalline minerals.
To fully accomplish a complete guantitative mineral analysis
with the ion microprobe, an understanding of the migration

of light elements due to varying charging potentials




30 must be

("charging-up effect")38 or surface temperatures
gained. Further studies on the migration of such elenments

are thus required.

2.2 Relative Ion Intensities from the Olivine Series

2.2.1 Introduction

Another problem encountered in quantitative analyses
with the SIMS technique relates to the chemical composition
of the host matrix from which the secondary ions
result.!™3/3% 7Thig is due to the differing ionization
potentials, binding energies and work functions of the

35

various elements, resulting in a complication of the

interelement ratios of ionization probabilities, and
therefore leading to different interelement intensit.

35 Changes in the ionization

(secondary ion) ratios.
probability of as much as a few orders of magnitude due to
changes in the chemical composition of the target have been

1-3  In discussing secondary ion intensities from

discussed.
polycomponent materials, Shimizu and and Hart3> also write

about problems due to preferential sputtering.

Preferential sputtering is the more efficient removal

of certain material from the surface. Preferential
sputtering is thought to occur for either the lower mass
component, and/or the component that forms the weaker bond
with the neighbouring atoms (see reference 35 and the
references within). Changes in the surface composition as

sputtering proceeds is seen as a result of preferential



sputtering. The effects of preferential sputtering axe
generally observed early in the sputtering process, and then
disappear with time. Initially, a certain component (A) is
enriched in the sputtered population, while the other
component(s) (B) are concentrated in the residue at the
surface, aid thus the composition of the surface is no
longer representative of the bulk specimen. With time, the
amount of A in the sputtered population decreases, while
that of B increases. After further time, the system will
reach a steady-state of sputtering. At steady-state, the
sputtered population is said to have the same composition as

the bulk of the specimen.35

Since the chemical composition
of the sputtered material is the same as that of the surface
(and hence the interior), but the secondary ion intencity is
not easily related to the sample composition, the
differences may therefore be a result of the ionization part

of the sputtering process.35

The effects of preferential
sputtering are generally ignored during quantitative (and
isotope) analysis since these measurements are made after a
steady-state of sputtering has been obtained. However, it
is realized that when depth profiling the surfaces of
materials, preferential sputtering makes the interpretation
of the near surface regions of the profiles somewhat tricky.
Although preferential sputtering may be neglected,
the problems of fluctuating secondary ion yields still
exists. In chapter 1 the matrix effects for a binary alloy

(A-B) were introduced. In the case where A forms a stronger




e?

oxide bond than B does, the presence of A will increase the
ionization of B, whereas the presence of B will decrease the

46-48

ionization of A. The following mechanism is given by

48 for the effect of A (or B) on the secondary ion

Shimizu
intensity of B (or A):

Mo + sit —— sio + o'
The olivine solid solution series is a common mineral system
used to show the change in secondary ion yield of one
element as a function of the composition of the

concentration of another.35'75

5

In 1981, Steele et a1.”’ reported the variations in

Mg+, Fet and sit secondary ion intensities within the
olivine series and low-Ca pyroxenes using an AEI SIMS
instrument. Figure 2.2-1 (Figure 3 (a) from Steele

et a1.75) is a plot of the seccndary ion intensities for
Mq+, Fe+, and Si+ against the values obtained from the
electron probe for an olivine solid solution series. 1In
order to eliminate molecular ion interferences, Steele et

a1.75

used high mass resolution, and thus low energy (~0 eV)
ions were analyzed. In Fiyure 2.2-1, the intensity of sit
passes through a minimum near Fo = 65, whereas the Fe'
signal shows a near-linear decrease from fayalite (iron end
member) through to forsterite (magnesium end member). The
Mg+ secondary ion signal is quite interesting. As the
magnesium content of the sample increases, the Mg+ signal

increases to a maximum near Fo = 80, and then decreases with

increasing magnesium content (see Figure 2.2-1). As for the
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Figure 2.2-1

Variation of secondary ion count rates for Si+, Mg+, and

+ . . . .
Fe 1in olivi.es as a function of forsterite content.

Taken from reference 75 (Figure 3(a)).
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low-Ca pyroxenes studied by Steele et al.,75 the iron
displayed similar behavior to the olivines, whereas the
magnesium signal did not show a maximum, but rather
considerable scatter about a line.

Using a CAMECA IMS 3f instrument, Shimizu and Hart35

5 for the

were able to confirm the results of Steele et al.7
olivine series with the exception that the sit signal was
linear (did not pass through a minimum) and therefore a
linear Fe/Si relationship was obtained. Shimizu and Hart35
used high mass resolution (M/AM = 4400) and kinetic energy
filtering (90 * 20 eV) methods in two separate experiments
to demonstrate the Mg+ dependence on the presence of iron.
The results from the two experiments (~0 and 90 eV secondary
ions sampled) are qualitatively similar, although the sit
signal relative to the Fe' and Mg+ signals was greater when
analyzing higher energy ions. These data suggest that the
Mg+ and Fe' ions behave as a binary system described by

35 The differences in the si’ signals

Shimizu and Hart.

reported by the two groups were attributed to the different

instruments used (CAMECA IMS 3f and an AEI instrument).35
Studying kinetic energy distributions of various

5 observed that the ionic

elements, Shimizu and Hart3
abundances from the high energy population are much closer
to the atomic abundances when compared to the low energy
population. From this, the suggestion that higher energy

ions are less chemically fractionated followed,35 and thus a

reduction in the differences in ionization probability for

?0




the various elements should occur for the higher energy

35 thus concluded that energy

ions. Shimizu and Hart
filtering not only serves to eliminate molecular ion
interferences but also allows the study of higher energy
ions and thus the energy dependent nature of the ionization
probability of elements.

From the work of Shimizu and Hart3> on ionization
probabilities at low (~0 eV) and high (90 + 20 eV) energies,
it follows that a study of still higher energy (~500 eV)
ions would be of value. Using the method of specimen
isolation where geologic specimens charge to ~500 V below
the secondary accelerating voltage, one is then able to
analyze ions of relatively high energy (~500 eV). In this
section the analyses of high energy ions (i.e. the specimen

isolation method was used) from a series of olivine samples

is presented.

2.2.2 Experimental

Eight polished olivine samples varying in composition
from fayalite to forsterite supported in a epoxy resin were
used in this study. The olivine samples were on loan from
Dr. G. Wilson of the University of Toronto. Table 2.2~1
summarizes the electron probe analyses of the olivine
samples used, and Table 2.2-2 silows the Mg/Si and Fe/Si
atomic ratios.

Again a CAMECA IMS 3f secondary ion microscope was

used in this stuuy. References to the CAMECA instrument
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Table 2.2-1

Composition of olivine samples.®

Specimen 1 2 3 4 S 6 7 8

MgO 0.00 1.96 16.25 20.61 40.65 43.15 49.01 50.12
SiO2 29.69 31.39 33.20 33.79 38.28 39.22 40.49 40.54
FeO 66.62 60.75 46.36 43.54 20.47 17.99 8.86 7.43

MnO 2.59 3.08 4.71 1.92 0.37 0.21 0.13 0.12
NiO 0.32 0.24 0.21 0.28 0.22 0.32 0.33 0.10
Nazo - - - - - - 0.01 0.01
A1203 - 0.01 - - - - - -

KZO 0.05 0.07 0.05 0.05 0.02 0.03 0.01 -

Ca0 0.13 0.09 0.11 0.07 0.05 0.03 0.08 0.05
TiO2 0.15 0.12 0.09 0.09 0.04 0.02 - 0.01
CrO 0.12 0.08 0.10 0.08 0.01 0.06 0.03 0.05

Total 99.67 98.04 101.08 100.43 100.11 101.03 98.95 98.43

»

Weight % oxides determined by electron probe analysis.




Table 2.2-2

Mg/Si and FesSi atomic ratios for the olivine samples.*

Specimen Mg/Si Fe/Si Fo. Sample
No. Content Locality
1 0.00 1.88 0.00 Rockport,
Mass.
2 0.09 1.60 5.46 Kenora,
Ont.
3 0.73 1.17 38.4 Orange County,
N.Y.
4 0.91 1.09 45.7 Orange County,
N.Y.
S 1.58 0.45 81.0 Rousemont,
Queé.
6 1.64 0.38 81.0 Ilmen Mnts.,
U.S.S.R.
7 1.81 0.18 90.7 Globe,
Az.
8 1.84 0.18 91.3 Hinterelifel,
Germany.

*

Determined from the electron probe

Table 2.2-1.

analyses listed in
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have been given in chapter 1. A mass "‘ltered 0~ primary
ion beam at a net 15 to 16 kVv and ~90 nA was rastered over a
250 x 250 um area on the sample surface. No conductive
coatings were used with the olivine samples and thus the
conditions for specimen isolation were easily met. The
remainder of the analytical conditions for the method of
specimen isolation are discussed earlier in this chapter
(sub-section 2.2.1).

For analysis, all of the isotopes for each element,

29

magnesium, silicon and iron (Z‘Hg, z‘Mg, 26!{g, 2"Si, Ssi,

’°si, s‘1"‘e, 56l“e, and 5"l‘-‘e) were analyzed with the exception
of *°Fe (0.31 % natural abundance). Each isotope was
counted for 10 seconds and the set of isotopes was cycled
through six times for each point of analysis. 1In some
cases, instability of the primary ion beam caused
significant fluctuations in the secondary ion signal. For
this reason, each cycle was inspected for anomalous results
and those cycles showing anomalous results were omitted from
the analysis. On the whole, problems with primary beam

stability were infrequent.

2.2.3 Results and Discussion

The increase in molecular ion suppression (M+/MO+)
with increased kinetic energy filtering has been presented
in references 32 and 60, and in section 2.1 of this chapter

(specimen isclation versus CEF). As well as using ener.y

! filtering to suppress molecular ions, it has also been
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postulated that higher energy ions may be less dependent on
the host matrix and thus may be quite useful in guantitative
analysis.35

The SIMS results obtained for the olivine specimens
are given in Table 2.2-3. For these analyses,msi+ was
used as an internal reference such that the counts from the
magnesium and iron isotopes are referenced to those from
285i*. The results for 26Hg+ and *re’ relative to ¥si*
have been illustrated in Figures 2.2-2 and 2.2-3.
Examination of Figure 2.2-2 (26Hg+/zasi+) shows that the
2°Mg+ signal (relative to 2°Si+) passes through a maximun
near Fo ~80. This was also the case for the results
presented by Steele et a1.75 and Shimizu and Hart,35 where
secondary ions of much lower energy (~0 and 90 eV) were used
for analysis.

Examination of the *re’ signal (relative to 28S.i+) '
revealed no differences with the results previously

35,75 (see Figure 2.2-3). In other words, a linear

cbserved
or near-linear relationship between the “Fe+/zasi+

secondary ion intensity and the iron abundance measured by
the electron probe is evident. However, it should be
pointed out that a line of best fit (solid line) does not
pass through the origin and that the intercept is negative.
Closer examination of Figure 2.2-3 zuggests that a second
line of lesser slope (dashed line) that passes very close to

the origin may be fitted to the data in the regin of low

iron concentration. This effect has been observed by
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Table 2.2-3

ggM%_ion intensities for the magnesium and iron isotopes relative to
Si for the olivine series.®

Sample Fo. fiﬂgi 25M3+ ff!gi Sre’ 56Fe+ 57Fe+
No. Content 2851+ 2aSi+ 2851+ 2081+ 2BSi+ 2851+

1 0.00 0.00178 0.00217 0.00205 1.28 1.89 4.11

2 5.46 0.291 0.318 0. 340 1.14 1.66 3.77

3 38.4 1.67 2.20 2.20 0.692 1.02 2.30

4 45.7 1.59 2.60 2.75 0.628 0.933 2.15
S 78.0 2.89 3.78 3.91 0.205 0.301 0.697
6 81.0 2.21 3.30 3.7 0.113 0.180 0. 390
7 90.7 2.61 3.09 3.13 0.0447 0.00669 0.147
8 91.3 2.24 3.10 3.19 C.00309 0.00572 0.127

»

Average of six cycles.




Figure 2,2-2

Plot of secondary ion intensity for 2ﬁm§+ relative to

28

electron probe analysis.

a fourth order polynomial.

sit (ordinate) versus the Mg/Si abundance determined by

The curve has been fitted using
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Figure 2.2-3

Plot of secondary ion intensity for %re’ relative to

28,.+

Si  (ordinate) versus the Fe/Si abundance determined by

electron probe analysis.
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Nesbitt et al.®” who dilutea samples for analysis in a
common (E&asio‘) matrix in an effort to eiiminate matrix
effects. Nesbitt and his co-workers observed that when the
concentration of the element of interest spans over a fairly
large range (greater than 10-fold for major elements and
greater than 100-fold for trace elements) the calibration
curves become distinctly non-linear and the line of best fit
does not pass through the origin and its intercept was
negative in all cases.

From thc resuits given here, it is obvious that by
analyzing high energy (~500 eV) secondaries, one is not able
to fully reduce fluctuations in ionization probability due
to the influence of the matrix. However, although the
curves presented here are non-linear, they are still useful
for the accurate determination of forsterite composition for

the olivine series.

2.2.4 Conclusions

From the results presented in Figures 2.2-2 and 2.2-3
and Table 2.2-3 it is clear that the Mg+ and Fe' signals
(relative to Si+) are not simply based upon the chemical

compostition of each element. It has been proposed

35,75

before that in the case of olivines the effect of the

presence of iron is an increase in the secondary ion yield

of magnesium (similar to the binary alloy (A-B) discussed by

46,47 48

Yu and Reuter and Shimizu™"). These results show the

Mg+/Si+ ratio passing through a maximum near Fo ~80 where

e




the iron concentration is becoming low, and then decreasing
with further reductions in iron concentrations. These
observations suggest the same relationship between iron
concentration and magnesium ionization that was proposed
earlier.3%:73

Although the Hg+ and Fe+ secondary ion signals
relative to Sit are not a simple function of the magnesium
and iron concentration in the sample respectively, it is
still possible to accurately determine olivine compostitions
using the curves presented here (see Figures 2.2-2 and
2.2-3) and in references 35 and 75. Similar to the olivine

systen, Shimizu’®

was able to determine anorthite contents
using A1+/Si+ intensity ratios and atomic ratios. As for
trace element analysis, once the major element chemistry has
been determined, closely matching standards are easily used
to determine trace element levels.

Even though the probability of ionization for certain

5 the reduction of amatrix

elements is dependent on energy,3
effects through the analysis of higher energy (~500 eV)
secondary ions was not evident in these experiments. A
further investigation into the ionization probabilities for
high energy secondary ions is presented in the following

chapter.




CHAPTER 3

DISCUSSION OF IONIZATION PROBABILITIES FOR HIGH ENERGY

SECONDARY IONS

3.1 Introduction

The application of secondary ion mass spectrometry to
a variety of analytical problems ranging from materials
science to biology and geology has met with a fair degree of
success. Many of the applications of SIMS have dealt with
depth profiling of materials and the identification and
gquantification of trace element contaminants. Since the
comparison of secondary ion signals is all that is necessary
for these types of analysis, they have in turn become
routine. On the other hand, mineral analysis with SIMS is
still difficult and has not been widely accepted.

Although mineral analysis with SIMS has been almost
exclusively based upon comparison with standards of similar
matrix, it would be beneficial to develop a theory of
secondary ion emission which one may use to predict ion
yields for given elements and/or isotopes. Much interest in
secondary ion emission has developed in the physics
community and the majority of this interest is concentrated
towards low energy secondary ions. Low energy secondary

ions are the obvious choice for most analyses since their




abundance far outweighs that for higher energy ions. The
use of higher energy ions (anywhere from say 80 to 500 eV)
in SIMS analysis of minerals has been shown to have definite
advantages. However, within the mineral analysis community
there has been little effort to develop a theory describing
the emission of high energy secondary ions from mineral
targets.

Many authors have discussed the applicability of high
energy (~500 eV) secondary ions to the SIMS analysis of

39,60-70,77 phe use of kinetic energy

mineral specimens.
filtering methods for the reduction of molecular ion
interferences has been well documented (see references 32,
35, 41, and 59 and the references within). It has also been
proposed that high energy ions may be useful for reducing
the matrix dependence on secondary ion emission, 341,67
However, a mechanism for the emission of high energy
secondary ions does not exist.

The emission of secondary ions (low energy) has been

2 8

discussed in reviews by Williams“ and Wwittmaack.’

/
2 or M),

Instrumental factors such as a mass dependence (M
and/or a velocity dependence (v") are quite often used. A
dependence on the first ionization potential has also been
proposed. A further description of these ionization
theories is found in a publication by Metson et al.””7 some
theories such as the bond breaking model of Slodzian and

79,80 35,48,81

co=-workers and the binary system of Shimizu

show remarkable correlation with certain experiments.




However, for many mineral targets it still remains that the
quantification of secondary ion yields via ionization
theories is quite difficult. An understanding of the
influence that the matrix has on secondary ion production is
still lacking. Such problems as the modification of the
surface due to sputtering and the deposition of
electronegative or electropositive elements from the primary
beam at the surface contribute further to the effects of the
matrix.

Analysis of mineral specimens is somewhat simplified
by the high oxygen content of most mineral samples. When
using a primary beam of oxygen ions, oxygen saturation
levels in the vicinity of the sputtered area are easily
reached. Thus, a high and stable pcsitive secondary ion
signal is observed. Due to the complex nature of most
mineral specimens, the threat of molecular ion interferences
generally forces one to use some method of kinetic energy
filtering during analysis. As discussed in chapter 2 and
the references within, the analysis of high energy ions is
not only beneficial for the elimination of molecular ions,
but also matrix effects may well be reduced for higher
energy ions.

Section 2.2 of chapter 2 dealt with the possible
reduction in matrix dependence on the yields of magnesium,
iron and silicon for the olivine system presented by Steele

et a1.75 Although the effects of the matrix were not

completely eliminated when using specimen isolation




conditions, some reduction in matrix effects may have
occurred. Since different SIMS instruments were used in the

75 Shimizu and Hart,35 and

three experiments (Steele et al.,
this thesis) it is very difficult to assess any reduction or
increase in the matrix dependence >f the secondary ions at
different energies. Ray and Hart’?! however, reported that
more consistency in secondary ion intensity was observed
when using energy offset voltages greater than that
necessary for the removal of molecular ions. 1In addition,
the experiments by Shimizu and Hart35 comparing low (~0 eV)

and high (~80 eV) energy ions do indeed show some energy

dependence on secondary ion emission.

46,47 48,81

Yu and Reuter and Shimizu have used a
binary system to describe the shapes of energy distribution
digrams. In the A-B binary alloy where A forms a stronger
oxide bond than B, it is said that the presence of A
sharpens the energy distribution of B+, while the presence
of B will serve to broaden the energy distribution of at.
These predictions agree quite well with the results from
calcium-aluminum silicate and magnesium-aluminum silicate

48,81

glasses presented by Shimizu. When comparing the

FWHM’s of energy distributions of “cat from calcite (Caco,)

and feldspar (calcium~-aluminum silicate), Slodzian et al.,82

reported sharper‘“’Ca+ energy distributions for the feldspar

matrix where there is an abundance of silicon.

48,81

Shimizu, concluded that these results are in accordance




with the binary alloy since silicon forms the stronger oxide
bond.

A number of experimental results have pointed towards
a reduction of matrix effects with higher energy ions.
From the results of section 2.2 and those of Shimizu ana
Hart3® it is apparent that matrix effects are not completely
eliminated for high energy ions. This is consistent with

48,81

Shimizu’s comments on energy distributions of secondary

48,81 the effect of silicon is to

ions. From Shimizu’s work
sharpen the energy distribution of the other secondary ion
signals (those which come from elements that form weaker
oxide bonds). This change in the shape of the energy
distribution diagrams leads to changes in the high energy as
well as the low energy secondary ion yields. It must be
emphasized however, that the changes in the secondary ion
intensities at higher energies are much more subtle as
indicated by common energy distribution plots at these
energies. Experiments dealing with the yields of high
energy secondary ions are therefore necessary if one is to
be able to derive some kind of relationship between
elemental concentrations and the emission of high energy
secondary ions.

The purpose of this chapter (and a previous
publication77) is to report the relative ionization yields

for a variety of elements under both specimen isolated and

conventional energy filtering methods analyzing secondary

ion energies of ~500 and 125 eV respectively. A comparison

av




of these yields and attempts to fit them to some simple

model of ionization will also be discussed.

3.2 Egperimental

The ion yield results presented in this chapter were
obtained from an NBS standard silicate glass (SRM 610). The
NBS standard glass was on loan from H.A. Storms of the
General Electric Company, Pleasanton, California. The NBS
SRM 610 glass contains 61 trace elements at nominal
concentrations of ~500 ppm. The composition of this glass
(NBS SRM 610) is given in Table 3.2-1. 1In some cases,
measured compositions for certain elements in the glass were
somewhat different from the given nominal concentrations
(N.D. MacRae, personal communication;. These deviations are
generally less than 15 $ and therefore are not expected to
affect any of the conclusions drawn from the presented data.

The isotope of each element chosen for analysis was
selected on the basis of natural abundance of the isotope
and minimal possibility of any interferences from other
isotopes (of different eliements) and/or molecular ions.
Therefore, the chosen isotopes were generally interference
free and in significant abundance.

All of the results presented in this chapter were
obtained using a CAMECA IMS 3f secondary ion

1,23,58 61,62 ;.4 been made

microscope. Slight modifications
to the instrument. A primary beam of mass filtered 160~

ions at a net 15 to 16 kV and 150 to 200 nA was used. For



Nominal concentrations of NBS SRM 610 glass standard.*

Table 3.2-1

Element Atom % Weight %
0 59.7191 46. 3300
Na 9. 3201 10. 3900
Al 0. 8087 1.0580
53 24.6972 33. 6400
Ca 4.4147 8. 5800
L1 0. 1486 0. 0500
Be 0.1144 0. 0500
B 0.0670 0.0351°%*
F 0.0543 0. 0500
Mg 0.0424 0. 0500
P 0.0333 0. 0500
S 0.0322 0. 0500
Cl 0.0291 0. 0500
K 0.0243 0.0461°*
Sc 0.0229 0.0500
Ti 0.0188 0.0437**
v 0. 0202 0. 0500
Cr 0.0198 0. 0500
Mn 0.0182 0.0485**
Fe 0.0169 0.0458**
Co 0.0136 0.0390**
Ni 0.0161 0.0459¢*
Cu 0.0144 0.0444**
Zn 0.0137 0.0433**
Ga 0.0148 0. 0500
Ge 0.0142 0. 0500
As 0.0138 0.0500
Se 0.0131 0. 0500
Rb 0.0130 0.0426°**
Sr 0.0122 0. 0519**
Y 0.0116 0. 0500
Zr 0.0113 0. 0500
Nb 0.0111 0. 0500
Mo 0.0107 0. 0500
Ag 0.0049 0.0254**
Cd 0.0092 0. 0500
In 0.0090 0. 0500
Sn 0.0087 0. 0500
Sb 0.008S 0. 0500
Te 0.0081 0. 0500
Cs 0.0078 0. 0S00
Ba 0.0075 0. 0500
La 0.0074 0. 0500
Ce 0.0074 0. 0500




Table 3.2-1 continued

Element Atom % Welight%
Pr 0.0073 0. 0500
Nd 0. 0071 0. 0500
Sm 0. 0069 0. 0500
Eu 0.0068 0. 0500
Gd 0. 0066 0. 0500
Tb 0. 0065 0. 0500
Dy 0.0063 0. 0500
Ho 0.0063 0. 0500
Er 0. 0062 0. 0500
Tm 0.0061 0. 0500
Yb 0. 0060 0. 0500
Lu 0. 0059 0. 0500
Hf 0. 0058 0. 0500
Ta 0.0057 0. 0500
W 0. 0056 0. 0500
Re 0. 0055 0. 0500
Au 0. 0003 0.0025**
Tl 0. 0006 0.0062**
Pb 0.0042 0. 0426**
Bi 0.0049 0.0500
Th 0. 0040 0.0455**
U 0.0040 0. 0462**

L 2 )

from H. A. Storms.

analyzed (H. A. Storms).
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the measurements under specimen isolated conditions, all of
the slits and apertures (including the energy slit) were
fully opened such that sufficient secondary ion intensity
was available. As for the measurements with conventional
energy filtering (CEF) methods a voltage offset of -125 V
was used with a energy acceptance (energy slit) of :10 eV.
Depending upon the secondary ion intensity observed, the
counting time for each isotope was either 5 or 10 seconds.
Each set of elements (generally 7 isotopes and ®si as an
internal reference) was cycled through four or five times
for each point of analysis. To check reproducibility and
sample homogeneity, two or three points of analysis for each
set of elements were obtained on at least two different
days. From the data collected, there was no evidence for
sample inhomogeneity and the reproducibility was excellent.
In general, the standard deviations for the calculated
yields were 3 to 6 § but for some of the rare-earth
elements, the deviations were up to ~15 %.

The relative ion yields (relative to:”si+) were

calculated from the following equation:

8t




M Iuo Abﬂ CSI
_.._+ = x x
si Is‘+ Ab' C'l
where H+
—5 = ion yield of element M relative to si.
si
Ty* +
= observed ion intensity of M relative to
I
si Si.
Ab = natural abundance of the Si isotope used as

an internal reference.

Ab. = natural abundance of the isotope of element
M used for analysis.
c, = concentration of element M in NBS SRM 610.
C,, = concentration of Si in NBS SRM 610.

As in the previous chapter, the specimen(s) for
analysis were not coated with any conducting material, thus
making specimen isolation conditions possible. The NBS
standard silicate glass routinely charged up to a potential

some 500 V below that of the secondary accelerating voltage.

3.3 Results and Discussion

The relative ion yield results obtained from the NBS
standar¢ silicate glass are presented in Table 3.3-1 as well
as FPigures 3.3-1 and 3.3-2 for specimen isolation (~500 eV
secondary ions) and CEF (125 t 10 eV secondary ions)
conditions respectively. When comparing the ion yields from
both forms of energy filtering, the yields appear to be
qualitatively similar. 1In both forms of energy filtering

the yields span over a range of approximately three orders



Table 3.3-1

Relative 1iun yields from NBS SRM 610 measured using specimen
isolation and conventional energy filtering (CEF) techniques.
See text for_explanation of relative ion ylelds (Ion ylelds

relative to

s1*y).

Element Isotope Specimen CEF
Analyzed Isolation Conditions
Li 7 1.00x10° 1.99x10°
Be 9 2.41x10° 2.34x10°
B 11 1.57x10° 1.01x10°
F 19 2.74x10"2 1.41x10°2
Na 23 8.17x10 8.62x10
Mg 24 3.09x10° 2.52x10°
Al 27 2.27x10° 2.15x10°
P 31 2.09x10 ™! 1.21x10 }
s 32 5.78x10 % 7.63x10 2
c1 35 1.95x10 2 9.61x10 3
K 39 5.58x10 8.25x10 '
Ca 40 2. 43x10° 2.99x10°
Sc a5 2.22x10° 3. 09x10°
T1 47 1.82x10° 2. 49x10°
v 51 1.18x10° 1. 49x10°
Cr 52 8.17x10 " 1.00x10°
Mn 55 7.09x10"} 7.71x10"
Fe 56 5.46x10" 1.28x10°
Co 59 2.54x10 " 2.67x10"
Ni 58 1.74x10"} 1.63x10°}
Cu 63 6.47x10"% 7.24x10 2
Zn 66 2.82x10"2 3.04x10 2
Ga 69 1.01x10"} 1.61x10" !
Ge 74 5.90x10 2 9.16x10 2
As 75 1.04x10~2 1.12x10°2
Se 80 2.74x10"° 1.31x10 2
Rb 85 2.54x10" 3.95x10""
Sr 88 1.07x10° 1.53x10°
Y 89 1.19x10° 1.85x10°




Table 3.3-1 continued

Element Isotope Specimen CEF
Analyzed Isolation Conditions

2r 90 9.93x10 1. 4a9x10°

Nb 93 S.71x10 ! 8.69x10 !
Mo 98 3.21x10" " 4.67x10*
Ag 107 8.62x10 ° 1.63x10 2
cd 114 2.34x10 2 5.58x10 >
In 115 2.43x10°° 5.51x10 ¢
Sn 120 2.44x10 2 5.38x10 2
Sb 121 1.99x10 ° 8. 40x10 >
Te 128 1.48x10°° 1.83x10 >
Cs 133 1.19x10" 1.82x10 *
Ba 138 5.31x10 ' 6.94x10 *
La 139 8.10x10 ' 1. 00x10°

Ce 140 8.00x10 1.04x10°

Pr 141 8.47x10 ! 1.05x10°

Nd 146 7.85x10 9.85x10
Sm 152 9.08x10" " 1.08x10°

Eu 153 9.01x10 1.08x10°

Gd 158 9.31x10 1.10x10°

Tb 159 8.69x10 9.61x10 }
Dy 163 7.71x10 9.68x10 *
Ho 165 8.00x10 "} 8.69x10 *
Er 166 7.26x10 8.77x10
Tm 169 6.96x10 * 8.25x10 *
Yb 174 6.67x10 8.00x10*
Lu 175 5.41x10 6.69x10
Hf 178 2.18x10 } 4.27x10"}
Ta 181 1.15x10 2.49x10
W 184 4.89x10 ¢ 1.30x10
Re 187 4.00x10"° 1.02x10"}
Pb 208 1.36x10"°2 7.01x10 >
Th 232 1.53x10"} 4.79x10 "}
U 238 1.15x10 " 4.08x10"*
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Figure 3.3-1
Secondary positive ion yield (M+) relative to *sit for
specimen iscolated conditions (~500 eV secondary ions) due
to bombardment by an '°0” primary ion beam at 15-16 kV and
~200 nA (ordinate) plotted against atomic number of the

secondary ion.
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Figure 3.,3-2

Secondary positive ion yield (H+) relative to ®sit for

CEF conditions (125 t 10 eV secondary ions) due to
bombardment by an '‘°0” primary ion beam at 15-16 kv and
~200 nA (ordinate) plotted against atomic number of the

secondary ion.
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of magnitude (see Figures 3.3-1 and 3.3-2). This is in
marked contrast to similar results presented by Storms

et a1.83

for low (~0 eV) energy secondary ions (see
Figure 3.3-3). The ion yields at low (~0 eV) energies vary
over a range of at least four orders of magnitude. These
ion yields at low (0 eV) and high (125 and ~500 eV) energies
support the predictions that the production of secondary
ions is energy dependent. The results from CEF and specimen
isolation conditions suggest that the ionization of
sputtered particles is not very dependent upon energy after
a certain energy has been reached. The results presented in
Table 2.1-5 in chapter 2 also leads to similar conclusions.
The later (results in Table 2.1-5) also show little
difference in ion yields between glass and crystalline
target materials.

Examination of Figures 3.3-1 and 3.3-2 shows the
relatively low yield for the alkali metals (compare to the
yields for the alkaline earth metals). This fits well with

the observations of shimizu and co-workers35'48’81

that the
energy distributions for the alkali metals (sodium in
particular) are generally much sharper than for other
elements. Therefore, the positive ion yield of the alkali
metals would be greater at lower ion energies, and much
lower at higher energies. The bond breaking model of

Slodzian and co-workers >’8°

suggests that the emission of
alkali metals is quite likely to be from direct ionic

emission. This theory also supports the low yields for the




Figure 3,3-3

Relative secondary positive ion yield (M') due to 0~
bombardment (ordinate) vs. atomic number. H, N, Mg, Ca,
As, In, Hg, and Th were determined from compounds, whereas
the rest were from the pure element. Taken from reference

83.
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alkali metals at the higher ion energies investigated in
this study. The yields of low energy ions for lithium,
sodium and potassium ions were not presented by Storms
et a1.83

Close examination of Figures 3.3-1 and 3.3-2 show
suprisingly high positive ion yields for the halogens
(fluorine and chlorine in this study). Lodding et a1.84
have also observed these high yields for the halogens
(fluorine and chlorine in his study), however, they offer no
mechanism(s), and use this as an example to stress the
importance of the use of standards in quantitative
determinations.

Although the relative ion yields in specimen
isolation and CEF modes are qualitatively similar, it is
worth indicating the few anomalies that are present. The
yields of the alkali and alkaline earth metals from the
first three periods show considerable variance between the
two methods of energy filtering (see Figures 3.3-1 and
3.3-2). These differences may be easily explained by subtle
changes in the shapes of the energy distribution curves
towards higher energies. However, reasons for changes in
the shapes of the energy distribution curves are not
understood.

Some other discrepancies in the ion yields between
the two levels of energy filtering are for iron, selenium
and rhenium. It is suspected that the peak observed for

iron (mass 56) under CEF conditions may well be contaminated




with molecular ions (possibly il"s.i_‘,"') ., causing the observed

intensity to be greater than the actual intensity due to the
iron isotope. This may also be the case for selenium and
rhenium where the yields in the CEF method are greater than
the yields when using specimen isolated conditions.

Possible molecular ion interferences at masses 80 (selenium)
and 187 (rhenium) are not easily predicted given the matrix
composition of the NBS glass. It is also quite likely that
some other mechanism(s) may be the cause of these
discrepancies. If this is so, these mechanisms are not
known at the present.

A similar set of relative ion yield data obtained
u:.der specimen isolated conditions were fitted using certain
parameters that previous authors have used to explain
secondary ion emission at low energies. D.L. Tui of the
University of Auckland, Auckland, New Zealand, was
responsible for fitting the experimental data. Many authors
agree that the yield of positive secondary ions under oxygen
bombardment follows an inverse relationship with ionization

potential. Wittmaack’® suggests the following relationship:

Mt « exp ('uxr)

where A = a constant.

E, = the first ionization potential of M.
If this relationship were to be followed, a semilog plot of
the {onization yields (specimen isolation method) versus the

firet ionization potential should result in a straight line.




However, Figure 3.3-4 illustrates the relatively poor
agreement between the high energy positive ion yields and
the first ionization potential of each element. Odelius
et al.a5 used "corrected ion yields" from the Local Thermal
Equilibrium Theory to indicate a relationship between the
ionization yield and the ionization potentials of some
twenty elements in the low energy region. Also reportedq,
were deviations in this relationship for higher energy
(260 V) ions. For this reason, similar corrections were not
applied to the high energy secondary ions measured using the
specimen isolated method in this study.

The next step taken in fitting the experimental ion
yields was the application of an "instrument factor", namely
a mass or a velocity correction. While some authors have

shown a mass dependence (M”z),86

87

others have shown a

velocity dependence (v"). Since the secondary ions

passing through the electrostatic analyzer are all of
similar energy (4500 eV), the two correction factors may
then be viewed as somewhat similar. Although not shown
here, an attempt at fitting the ion yields from the specimen

isolation method using some type of mass correction was

172

made. An M factor did not seem to improve the fit,77

while the use of an M factor did improve the fit to some

77

extent. Although some mass dependence for the high energy

7

(~500 eV) ion yields was observed,7 the use of the M factor

was not sufficient in correcting over the whole mass

range.77 The successful application of a velocity
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Figure 3.3-4
A semilog plot of relative ion yields from NBS 610 under

specimen isolated conditions (ordinate) versus first ionization

potential. Taken from reference 77.
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dependence by Va311387 for low energy secondary ions was not
used in these attempts to fit the data obtained using

specimen isolated conditions. The relationship shown by

87

Vasile ' was shown to break down at higher energies

(>30 eV).

86,88

Based upon an improved fit, some authors have

had success using a mass correction (M2

and/or M), while

Odelius et al. 5 propose a more complex mass correction of
(u/nﬂ)". This correction is again based upon the improved
fit of their corrected (LTE theory) data. Attempts to fit
high energy (specimen isolation method) ion yields with
ionization potentials using the mass dependence suggested by
Odelius et al.as did not show any systematic variation of n
with mass.

The bond breaking model of Slodzian and

co-workers79'8°

has also been used as a possible mechanism
to explain the yield of secondary ions. In oxygen dominated
systems, the bond breaking model implies that secondary ion
emission is largely a result of the breaking of a
predominantly ionic metal-oxide bond. Therefore the energy
necessary for ionization will be reduced by the electron
affinity of the oxygen atom. Enhanced ionization yields due
to the increasing presence of oxygen are thus readily
explained by the bond breaking model. Correlation of the
ionization yield data for high energy secondary ions with
metal-oxide bond strength is shown in Figure 3.3-5. Again,

no systematic relationship is observed, leading one to




not

Figure 3,3-5
The relationship between oxide bond strength and relative
ion yield for the elements in NBS 610. Taken from

reference 77.
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conclude that there is little connection between high energy
ion yields and oxide bond strength. By lowering the energy
necessary for ionization, the use of the bond breaking model
does not exclude the dependence of ion yields on the
ionization potential, and hence the relationship sought
earlier between ion yield and ionization potential

(Figure 3.3-4), seems more likely.

Without finding any systematic relationship between
ion yields and first ionization potential or oxide bond
strength, there exists no possible mechanism(s) for
explaining the matrix dependence in the production of high
energy secondary ions. This results in the inability to
predict high energy secondary ion yields using some
pre-established ionization model.

Up until this point, comparison of the yields for
high energy secondary ions with low energy ionization models
has been done assuming that the sputter yield (yield of the
total sputtered material) for the high energy population is
identical to that for the low energy population. Therefore,
a matrix dependence on the energy distribution of the total
sputtered population has been omitted. The ion yield can be
viewed as the fraction of the sputtered population that is
ionized (i.e. the following equation).77



s*(E) = N'(B)/N (E)

where S+(E) ion yield of element S at energy E.

N+(E) number of ions ejected at energy E of
element S.

NO(E) total number of sputtered particles
containing S ejected with energy E.

While N+(E) is easily measured using the mass spectrometer

(i.e. what is observed in these experiments), NO(E) at high
energies is very difficult to predict. Assuming that the
low energy region is more sensitive to matrix effects, any
minor alteration to NO(E) at low energies (greatest
population) may then lead to differences in N (E) at higher
energies. From this argument, it follows that the high
energy ions are not independent of low energy ions and/or
sputter yields. Therefore, the prediction of high energy
secondary ion yields should in turn be no easier than

predicting secondary ion yields from the low energy region.

3.4 Conclusions

The promise of using high energy (~100 eV and
greater) secondary ions for quantitative SIMS analysis of
geologic materials has been shown by many authors. From the
ion yields relative to ®¥si* for the two forms of energy
filtering it appears that above a certain secondary ion
energy, the production of secondary ions becomes less energy
dependent or possibly even independent of secondary ion

energy. However, between the low (~0 eV) and high




(~100 eV and greater) energy regions this is not the case.
A factor of ten difference between the low energy ion yields

3 ana those of higher energy (125 and

of Storms et al.®
~500 eV) energy from this study was observed. The
compression of ion yields towards high energy has lead to
the proposal that matrix effects may be reduced when
analyzing higher energy ions. The ion yields measured under
CEF and specimen isolation conditions were fitted to various
models in an attempt to describe the ionization process.
Poor agreement was observed between the ion yield and
the first ionization potential of the elements. The
inclusion of an "instrument factor® (M" where previous
authors have used n = 1/2 or 1) was found to improve the fit
somewhat,77 but a satisfactory fit for all elements was not
found. This supports the conclusion of Wittmaack78 that
these parameters are merely "fitting factors" which may or
may not even exist. The bond-breaking model of Slodzian and

79+80 and the binary system of Shimizu3>:/46-48,81

co-workers
are helpful in explaining the low yield of the alkali metals
at high energies.

The main conclusion to be drawn from these data is
that although matrix effects for high energy ions are
somewhat reduced, the matrix effects at the low energy
region still remain, and thus still affect the high energy
population to some extent. Assuming that the total
sputtered population is susceptible to matrix effects, the

matrix dependence of the total sputtered yield makes it
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exceedingly difficult to model high energy ion yields.
Testing this hypothesis is possible by investigating the
energy distributions of the total sputtered population over
the energy range of 0 to 500 eV. The complete and accurate
description of these energy distributions would be a
somewhat intimidating experimental task.

As a final comment, the relative stability of the
high energy secondary ion signal (yields) should lend itself
to some simple ionization model, however this does not
appear to be the case since some chemical matrix effects
still remain. It seems that since most of the problems with
sputtering occur well below say 80 eV, the ion yields would
likely be a function of the first ionizaiton potential of
the element, or some other process for the decay of the
excited sputtered particle to the ion. This type of
relationship was not evident from the experiments in this
study. As for a satisfactory mechanism(s) for the
production of high energy secondary ions, there is nothing
available at the present time, and therefore, the use of
closely matching standards still remains the prime choice

for quantitative analysis by secondary ion mass

spectrometry.
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CHAPTER 4
ANALYSES OF RARE-EARTH ELEMENTS IN NINERALS BY SIMS

4.1 Introduction

The elemental distribution of the rare-earth elements
[REE; defined as Y (2 = 39) and the lanthanides (Z = 57-71)]
is of importance to geochemists for obtaining information
pertaining to the environment of crystallization or

S A valuable technique for the in situ

recrystallization.8
analysis of REE would require detection limits in the ppm to
ppb range. Neutron activation analysis and mass
spectroscopic isotope dilution are the most commonly used
methods for REE analysis in rocks and minerals. Both of
these techniques are sensitive in the range of a few ppm,
however they are almost exclusively used for the analysis of
bulk samples.

The application of focussed beam (microprobe)
techniques to the analyses of REE has received considerable
attention in the 1literature over the past decade or so.
These techniques are, electron probe microanalysis (EPMA),
particle (proton)-induced X-ray emission (PIXE), X-ray
fluorescence using synchrotron radiation (SXRF), and
secondary ion mass spectrometry (SIMS). Due to its poor
sensitivity, ~100 ppm, low peak-to-~background ratios and the
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overlap of peaks in the X-ray continuum, EPMA is usually
applicable to the analysis of REE-enriched phases only. The
greater signal-to-background ratios and thus increased

sensitivity that are available using PIXE have lead to its

0 1

use for the analysis of REE.9 Hanson et al.g and Rivers

et al.92 are developing a technique using synchrotron

radiation to perform XRF analysis for REE in which the
theoretical detection 1limits are in the range of 1 ppm. The
major drawback with this technique is the loss of spatial

resolution due to the large size of the synchrotron beam.

Synchrotron beams are usually >5 nmf, but Rivers et a1.92

9

and Smith et al. 3 predict a focussed beam of ~20 um and

detection limits in the ppb range through the use of yet

more sophisticated equipment. 1In a recent publication,

94

Thompson et al. present the details of an X-ray microprobe

with a spot size of ~10 um and femtogram sensitivity when
using very thin specimens.

The features that make SIMS a promising tool for
in situ analysis of geologic specimens are its ppm
sensitivity, complete mass range analysis, and micron scale

31,35

resolution. However, such problems as the occurrence

of molecular ions at similar masses as elemental ions, the
uncontrolled surface charging of nonconductors, and the

influence of the matrix in the production of secondary

2,3

ions have all kept SIMS from reaching its potential.

The two most common approaches in geologic SIMS have

40

been the use of: (a) high mass resolution, or (b) some




32,35,41,60 yginetic energy

form of kinetic energy filtering.
filtering is based on the much narrower energy distribution
of the molecular than elemental ions32/3% gych that by
analyzing the high energy ion population, the ratio of
elemental to molecular ions is increased by a few orders of
magnitude. Two different forms of energy filtering have
been used to date; conventional energy filtering and the
method of specimen isolation. These two techniques have
been discussed in previous chapters.

The above forms of SIMS analysis have all been
applied to the analysis of REE in geologic specimens.

S.J.B. Reed’>s74,95-97

first used high mass resolution to
investigate the molecular ion interferences in the REE
region of the mass spectrum, and from the information
gained, the mass spectra obtained using less mass resolution
(such that sensitivity is not sacrificed) were further

41,72 tend to prefer the use of

evaluated. E. Zinner’s group
conventional kinetic energy filtering to remove most of the
complex molecular ions from the mass spectra, and then rely
on the deconvolution of peaks to eval"ate the few remaining
molecular ions (oxides of the REE, a:d in some cases
fluorides of the REE, which are generally the most difficult
to resolve using conventional kinetic energy filtering
techniques). Both of these approaches have been
successfully used with detection limits in the sub-ppm

range. Using the method of specimen isolation, MacRae and
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Metson66

reported the analysis of REE down to <1 ppm in
plagioclase and pyroxene grains without the need for

corrections of interfering molecular ions.

This chapter and a previous publication,68 report the

analyses of REE in monazite and an augite grain using the
method of specimen isolation and compare these analyses with
those obtained using instrumental neutron activation
analysis (INAA) (both grains) and the electron microprobe
(monazite only). These results show the accuracy and ease
of the specimen isolation method for both high (wt %) and

trace (~1 ppm) REE concentrations.

4,2 Experimental

A monazite specimen from New Mexico, U.S.A., and an
augite sample of unknown locality were used in this study.
The monazite specimen was supplied by R.G. Jonasson of the
University of Western Ontario, while N.D. MacRae was
responsible for supplying the augite sample. The analyses
of these two samples are presented in Tables 4.2-1 and 4.2-2
respectively. INNA analyses were obtained from Nuclear
Activation Services in Hamilton, Ontario, and the EPMA
analysis was carried out at the Geological Survey of Canada
in ottawa, Ontario. These samples were chosen on the basis
of a wide variation of major-element chemistry (i.e. one
silicate and one phosphate grain), as well as extreme

differences in REE concentrations; the augite grain




Table 4.2-1

Elemental analysis (wt% oxides) for New Mexico monazite.

EPMA®* INAA®*
ons 27.70 27.70%*
Ca0 1.18 1.18¢
ThO2 11.56 17.07
UO2 0.55 0.23
Y£03 0.69 0.98
Lazo3 9.16 9.15
Ce203 23.91 16.75
Prao3 3.58 2.46
Ndao3 11.44 9.45
szoa 4.55 3.48
EuO - 0.15
Gd203 4.88 3.92
Tb203 - 0.92
DyzO3 1.05 2.30
H0203 - 0.1e
Er203 0.13 0.21
Tnzo3 - 0. 02
szo3 0.17 0.07
Lu203 - c.01
Total 100.55 96. 21

LA

Analysis by G.S.C., Ottawa, Ontario.

Analysis by Neutron Activation Services, McMaster
Nuclear Reactor, Hamilton, Ontaric (conversion from
ppm of the element to weight percent of the oxide
has been made).

P and Ca data taken from EPMA since they were not
analyzed by INAA.
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Table 4.2-2

Elemental analysis for Augite A (major
elements are in weight percent oxides and
the rare-earth elements are in ppm).

Specimen Augite A
SlOz‘ 49.85
'l‘io2 0.07
Al 203 0.47
Fezo3 18.41
MnO 1.76
MgO 5.22
Ca0 23.29
Na;) 0.73
xéo 0.05
Cr2<03 0.07
Total 99.92
La®*®* 1.3
Ce 4.0
Nd 5.0
Sm 1.96
Eu 0.21
Gd 1.9
Dy 2.0
Er -
Yb 1.85

"e

Ma jor elements by EPMA.

REE analysis by Neutron Activation
Services, McMaster Nuclear Reactor,
Hamilton, Ontario.
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containing REE at the ppm level, whereas REE are present in
the monazite in the order of as much as 15 wt.%.

A CAMECA IMS 3f secondary ion microscope was used in
this study. The sample holder design and pre-amplification
system were modified.519%2 The dead time of the counting
circuit was ~70 ns. The maximum count rates were on the |
order of 10° counts per second, and therefore dead time
corrections were not necessary. A mass filtered primary
beam of '°0” ions at a net 15 to 16 kV and ~100 nA was used.
The method of specimen isolation led to a large primary beam
diameter (~70 to 100 um). To achieve sufficient intensity
during analysis with specimen isolated conditions, it is
also necessary to open up the entrance and exit slits along
with the apertures of the secondary column and the energy
window ($65 eV energy acceptance), resulting in maximum
transmission of the secondary ions with minimum mass
resolution. With high primary beam currents and a wide open
energy window, intensities under specimen isolation
conditions become similar to those obtained under CEF

60-62,67,70

conditions Thus, as reported by MacRae and

66 gensitivities in the range of <1 to 2 ppm are

Metson,
easily obtained using the method of specimen isolation.
However, there are serious restrictions on the in situ
analysis for many fine-grained materials, due to the large
diameter of the primary beanm.

To obtain steady-state charging at the sample surface

under specimen isolation conditions an uncoated insulating
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sampia or a Teflon® insulated conducting sample must be
used. The size of the charged aperture just above the
sample surface is a primary factor in determining the amount
of surface charge.65 Geologic samples reach a potential of
450 to 600 V below the secondary accelerating voltage when
covered by an aperture measuring 3 mm in dianeter.65'7°
Thus, it is the resulting large kinetic energy barrier at
the surface which gives rise to the extreme form of energy

filtering. A more detailed account of the specimen

isolation technique is given by Lau et a1.%5

4.3 Results and Discussion

The monazite specimen used in this study was analyzed
by EPMA and INAA (see Table 4.2-1). Table 4.2-1 shows the
range in concentration of the REE from a few tenths of a
weight percent up to 15 to 20 wt. % Ce0, in the monazite.
On the other hand, the analysis of the augite grain is
reported in Table 4.2-2, and the concentration of the REE is
only in trace amounts with Eu being in the sub-ppm range
(0.21 ppm).

In the monazite analysis (Table 4.2-1), it is
important to note that phosphorus and calcium were not
analyzed by INAA and therefore the concentrations of Pé%
and Ca0 obtained using EPMA were incorporated into the INAA
analysis. The INAA results have also been converted from
ppm of the element into weight percent of the oxide for the
purpose of comparison with the EPMA results. As well as the




totals being different, many discrepancies also occur
between the analyses of each element. The difference in
'rho2 concentrations of 11.56 wt. & (EPMA) and 17.07 wt. %
(INAA) is significant along with the difference in Ce.0,
concentrations of 23.91 wt. & (EPMA) and 16.75 wt. & (INAA),
respectively. It is highly unlikely that these major
differences are due to sample inhomogeneity (i.e. two
different portions of the sample were sent to two different
laboratories for analysis; Nuclear Activation Services and
the Geological Survey of Canada) as may well be the case for
many of the minor differences. Another EPMA analysis done
at the Department of Geology at the University of Western
ontraio that is not reported here produced similar Ceég and
Tho2 values to those obtained via the electron probe at the
G.S.C. in ottawa (those values reported here). It seens
quite possible that improper resolution of spectral
interferences in one or both of these technigques (EPMA and
INAA) may be the cause of the discrepancy here. Since the
lanthanum analyses seem to be relatively constant between
the two techniques, lanthanum was chosen as an internal

28,32,45

reference for the SIMS analyses. The values

reported in Tables 4.3-1 and 4.3-2 are also referenced to
lanthanum for comparative reasons.

From the previous work on ionization yield factors in
SIMS (chapter 3 and reference 77) we have seen that the

67,83,84

relative ion yields for the REE are similar. Using

a glass standard (NBS standard reference material SRM 610 -~

192




a glass with 61 elements at ~500 ppm) the relative ion yielad
for an element was obtained by correcting the SIMS intensity
for the natural abundance of the isotope chosen for analysis
and then normalizing to 100 & of the element. A more
detailed description of relative ion yields was given in
chapter 3. The relative ion yields for the REE have been
normalized to lanthanum and are given in Table 4.3-1. The
standard deviations on four measurements of the relative ion
yield for each of the REE are <15 $. This, compared to a
standard deviation of ~13 % (both specimen isolation and CEF
techniques) for the entire group of REE, shows that the
relative ion yields for the REE are indeed quite similar.
Another point that emerges from Table 4.3-1 is that although
the relative ion yields for each element are slightly
different between specimen isolation and CEF modes, the
relative ion yields when ratioced to La are constant and
generally within experimental error when comparing the
specimen isolation and CEF modes. These relative ion yields
were then used in place of working curves for the analysis
of REE.

Tables 4.3-2 and 4.3-3, and Figures 4.3-1 and 4.3-2
represent the correlation of results for the analysis of the
REE using SIMS with those obtained by other techniques (CEF
SIMS, EPMA and INAA), while Table 4.3-4 presents the
specimen isolated SIMS results for the two samples for

direct comparison with Tables 4.2-1 and 4.2-2. The SIMS

data in Tables 4.3-2 through 4.3-4 have been corrected for
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Table 4.3-1

Relative ion yields for the rare-earth elements
referenced to La’ measured in and NBS standard glass
(SRM 610, a standard glass containing 61 elements at
500 ppm. )

Element Specimen -125 V Offset
Isolation with 10 eV
energy acceptance
(CEF conditions)

La 1.00 1.00
Ce 0.99 1.03
Pr 1.05 1.05
Nd 0.97 0.98
Sm 1.12 1.08
Eu 1.11 1.08
Gd 1.15 1.10
o 1.08 0.96
Dy 0.95 0.87
Ho 1.00 0.87
Er 0.90 0.87
Tm 0.86 0.83
Yb 0.83 0.80
Lu 0.67 0.67

The standard deviations on 4 measurements of the
relative ion yield for each element are <15 %.
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the natural abundance of the analyzed isotope and the
ionization yield factor (obtained from the NBS standard
glass SRM 610)77 of each partjicular element. The corrected
data were then referenced to lanthanum (g g“La) as they
appear in the tables. It is also worth noting that the

results from EPMA were recalculated from oxide wt. % before

referencing to lanthanum (g g"La). Constraints on the
maximum number of analyzed elements (or isotopes) in the
SIMS and EPMA software is responsible for the lack of
complete REE analysis in the EPMA and CEF SIMS analyses of
the monazite sample and the specimen isolation SIMS analysis
of the augite grain. For electron probe analysis, the REE
were chosen to avoid overlap of lines within the X-ray
spectrum. In the SIMS analyses, isotopes that were in
reasonable natural abundance and had minimal potential
molecular ion interferences were selected. These isotopes
are given with each of the analyses (Tables 4.3-2 through
4.3-4). Here the elements chosen for analysis were

sufficient to establish REE abundance patterns.66

It was
only for the purpose of presentation here and to show the
lack of interferences on any element that a complete
analysis of the monazite sample was carried out.

For the monazite sample (Table 4.3-2), the SIMS
results for the majority of the REE were obtained using both
forms of kinetic energy filtering. Comparison of the

specimen isolation technique and the CEF mode, shows rather

good agreement for the light REE (LREE) (lanthanum to




Table 4.3-2

REE analysis referenced to La (g g'1 La) for the monazite from New
Mexico as performed by SIMS, EPMA and INAA.

Element Specimen CEF SIMS** INAAtT EPMAtt
Isolation
SIMS®

La (139) 1.00x10° 1.00x10° 1.00x10° 1.00x10°

Ce (140) 2.57x10° 2. 26x10° 1.83x10° 2.61x10°
Pr (141) 3.48x10 "} - 2.69x10 ! 3.91x10"}
Nd (146) 1.46x10° 1.22x10° 1.04x10° 1.26x10°
Sm (152) 6.31x10 "} S.00x10" ! 3.85x10 ! 5.03x10 !
Eu (153) 2.66x10 ° 1.94x10" 2 1.79x10 2 -
Gd (158) 4.17x10"} 4.07x10"} 4.36x10 ! 5.42x10 !
To (159) 6.40x10 2 - 1.03x10 ! -
Dy (163) 2.69x10"} 1.86x10 ! 2.56x10 ! 1.17x10°}
Ho (165) 2.07x10 2 - 1.79x10 2 -
Er (166) 1.31x10"2 4.05x10 2 2.31x10 2 1.43x10 2
Tm (169) 3.45x10 2 - 1.92x10 3 -
Yb (174) 4.63x10 ] 2.47x10°2 7.69x10 2 1.91x10 2
Lu (175) 1.11x1073 - 7.69x10 ¢ -

The isotopes of each particular element that were selected for analysis
are found in parentheses.

"e

Tt

In the SIMS analysis using specimen isoclation conditons each mass
unit was counted for 4 s and the masses were cygled through 5 times
{af ggch spot. The count rate range q;gnlflxlo counts in 4 s for
Ce down to ~500 counts in 4 s for Lu The standard
deviation of all these cycles in <2 to 3 % for each mass unit, thus
when taking the ionization yields into account the standard
deviations on the analyses are <15 % depending on the element.

In the CEF SIMS analysis, each mass unit was counted for 5 s and
the masses wvere cycledsthrouﬁa 4’t1mes for each_spot. The count
f?}eg range from 2ix10 for Ce down to 23x10™ counts in S s for
Yb . The standard deviation for all of the cycles is <2 to 3 %
for each mass unit, and again the standard deviations on the

analyses will be <15 % depending on the element.

Analysis by Neutron Activation Services, McMaster Nuclear Reactor,
Hamilton, Ontario.

Analysis by G.S.C., Ottawa, Ontario.
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dysprosium). However, when examining the heavy REE (HREE)
(erbium and ytterbium) the presence of oxides of the LREE in
the spectra obtained using CEF conditions is readily seen by
the greater Er/La and Yb/La ratjios than those found using

any of the other technigques (see Table 4.3-2). Apart from

this deviation at higher masses, a linear regression
analysis of a plot of specimen isolation versus CEF results
gave a correlation coefficient (R?) of 0.99. However,
without the use of specimen isolation conditions, it is
still necessary to discriminate against the LREE oxides

73,74,95-97

using either high mass resolution or

deconvolution of the mass spectra obtained using CEF

41,72

conditions. This makes the specimen isolation method

of great value for the analysis of REE if crystals are of
large enough dimensions.6°'61’66'7°

Also found in Table 4.3-2 are the results of the REE
analysis by EPMA and INAA. This table also shows very good
agreement between the three techniques (specimen isolation
SIMS, INAA and EPMA). These results are also illustrated in
Figure 4.3-1. Figure 4.3-1 shows the results obtained using
EPMA (open circles) and INAA (closed circles) versus the
results obtained by SIMS using specimen isolated conditions.
Figure 4.3-1 also includes a line of slope equil to one, and
thus the points in Figure 4.3-1 should fall close to the
line if the different techniques are to be creditable.

The plot of INAA versus SIMS results using the

specimen isolation technique for the monazite specimen




e8?

Figure 4.3-1
Plot of REE ratioed to La obtained by SIMS (specimen
isolation conditions) vs. INAA (open circles) and EPMA
(closed circles) for the monazite specimen (results shown
in Table 4.3-2). The line of slope equal to 1 is where
the data points should fall if the techniques are to give

similar analyses. Taken from reference 68.
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(Figure 4.3-1, closed circles) shows good correlation for
the analyses obtained with the two techniques. A linear
regression analysis gave a correlation coefficient (R?) of
0.98. The most notable points that fall off the line are
terbium, erbium and ytterium. These differences will be
discussed along with the EPMA results. A plot of EPMA
versus specimen isolated SIMS results for the same monazite
specimen (Figure 4.3-1, open circles) again shows excellent
agreement between the two techniques. The linear regression
analysis also gave a correlation coefficient of 0.98. The
only significant discrepancies here are those for dysprosium
and ytterbium. To check the results from the INAA and EPMA
techniques, a linear regression analysis was performed. The
EPMA and INAA results gave a correlation coefficient of
0.97. The anomalous values here are for elements
dysprosium, erbium and, again, ytterbium.

The agreement between the three techniques seems to
support the credibility of each technique. Since ytterbium
does not show any consistency among any of the techniques, a
likely source of error may be inhomogeneity of the sample.
For the analyses of the elements terbium, dysprosium and
erbium, which are inconsistent only within one of the three
techniques, the discrepancies are more likely to be due to
improper resolution of the peaks and/or backgrounds in EPMA
or INAA. However, sample inhomogeneity may also be a minor

cause of these differences.
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Further support for the reliability of the SIMS
technique for REE analysis is presented in the analysis of
an augite grain (Table 4.3~3 and Figure 4.3-2). Table 4.3-3
compares the SIMS (specimen isolation technique) results
with those obtained from INAA. These results are also shown
graphically in Figure 4.3-2. For this case, a linear

regression analysis gave a correlation coefficient of 0.92.

The lower R° may be reflected by the REE being present in
only trace amounts such that the concentrations of europium
and dysprosium (the two most significant anomalies) are
approaching the detection limits of the techniques. The
analysis of more of the REE may also help to show better
correlation between the two techniques. The anomalous point
of dysprosium in Figure 4.3-2 is not present in the monazite
analysis (SIMS versus INAA in Table 4.3-2 and Figure 4.3-1)
and thus, again it is possible that any minor differences
may be attributed to inhomogeneity of the sample. The lower
value of dysprosium in the SIMS analysis is a good
indication that spectral interferences are not a problenm
when using the method of specimen isolation.

Consideration of both the augite and monazite results
lends support to the use of SIMS for the analysis of REE.
The two samples show the range of concentration in which
SIMS may be applied. The REE concentrations in the augite
sample (a few ppm) are well below the detection limits of
the electron microprobe. Therefore, it appears that SIMS,

being a focussed beam technique, is an excellent candidate




Table 4.3-3

REE analysis referenced to La (g g La) for
Augite A performed by SIMS (specimen isolation
conditions) and INAA.

Element SIMS* INAA*®
La (139) 1.0x10° 1.0x10°
Ce (140) 3.5x10° 3. 1x10°
Nd (146) a.1x10° 3.8x10°
Sm (152) 1. 3x10° 1.5x10°
Eu (153) 8.7x10 2 1.6x10}
Gd (158) 1. 0x10° 1.5x10°
Dy (163) 4.8x10 ! 1.5x10°
Er (166) 5.3x10"} -

Yo (174) 1.3x10° 1.ax10°

The isotopes of each particular element that were
selected for analysis are found in parentheses.

-

L 24

In the SIMS (specimen isolation) analysis each
mass unit was counted for 40 s and the masses
were cycled throu&h 4 time. The coung!{agps
ranged from ~2x10 counts in 40 s for ~ Si

(3.09 % natural abundance) down to a few counts
in 40 s for the REE depending on the natural
abundance of the isotope analyzed. Taklng into
account the deviations of the counts from each
cycle and those from the ionization ylelds, the
standard deviation on the analyses is in the
range of 15 to 20 %.

Analysis by Neutron Activation Services,
McMaster Nuclear Reactor, Hamilton, Ontario.
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Figure 4.3-2
Plot of REE referenced to La obtained by SIMS (specimen
isolation conditions) vs. INAA for the augite grain
(results given in Table 4.3-2). Also included is a line

of slope equal to 1 for comparison of the two techniques.

Taken from reference 68.
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Analysis of the monazite and augite samples using
SIMS with specimen isolation conditions.

Table 4.3-4

138

Element

Monazite
(wt. % oxide)*

Augite
(ppm)

Ce
Pr
Nd
Sm

e EF

Er
Tm
Yo
Lu

(139)
(140)
(141)
(146)
(152)
(153)
(158)
(159)
(163)
(165)
(166)
(169)
(174)
(175)

9.
23.

3.
.30
.1
.12
.75
.58
.41
.19
.12
.03
.04
.01

[
[

© O O O O N O W o «n

16
S1
18

1.3
4.5

5.3
1.7
0.11

1.4

0.62

1.7

The isotopes of each particular element that were
selected for analysis are found in parentheses.

* The oxides of the trivalent REE are RE203 whereas
Eu is the only divalent REE and its oxide is EuO.
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for the analysis of REE. #Whether one uses the method of

66

specimen isolation, or conventional energy filtering

41,72

methods will be determined by the size of the specimen

since the minimum diameter of the primary beam with specimen

60=62 1ne technique of

isolation conditions is ~70 um.
specimen isolation should be the method of choice for grains
2100 um because no corrections are required for any of the

REE.

4.4 Conclusions

The results presented here show that accurate REE
analysis in various mineral grains may easily be
accomplished using SIMS. For the case of high REE
concentraions (the monazite sample in this study), the SIMS
results obtained through specimen isolation and CEF
conditions are comparable to those obtained by either INAA
or EPMA, but specimen isolation conditions give accurate
values for all REE without corrections for molecular ion
interferences. In the augite analysis, the SIMS results are
again comparable with those from INAA. The trace amounts of
REE in the augite specimen demonstrate the low detection
limits available with SIMS. This in turn lends support to
SIMS as a valuable technique for the analysis of REE in
geologic (and many other) materials. The distinct advantage
of using SIMS over INAA is the use of a focussed beam
(270 um for specimen isolation and 10 um for CEF conditions)

technique in SIMS compared with the bulk analysis performed
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by INAA. The relatively short time needed and the ease of
obtaining an analysis by SIMS are also significant
advantages over other techniques such as INAA.

66 and

The major difference between specimen isolation
CEF conditions®1'72 ig the larger primary beam size
generated by the specimen isolation method. However, when
using CEF conditions an appreciable amount of LREE oxides
are still present. These LREE oxides are easily removed
through the use of specinan isolated conditions, but can

41,72 These

also be removed by deconvolution of the spectra.
results strongly suggest that SIMS done with the method of
specimen isolation may be routinely used for accurate
quantitative analysis of REE of all geologic samples of
2100 um; while the CEF SIMS technique should be used for

smaller samples.

4.5 Summary of Chapters 1 Through 4

The SIMS technique and the features that make it a
valuable instrument for use in many geochemistry studies was
introduced in chapter 1. The problems associated with SIMs
analysis such as matrix effects and molecular ion
interferences were discussed. Kinetic energy filtering
methods (conventional and specimen isolation) used to
discriminate against molecular ions were introduced in
chapter 1 and further discussed in chapters 2 and 3.

Chapter 2 dealt with the increased amount of

molecular ion suppression available using the method of
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specimen isolation versus conventional energy filtering
methods. Similar ion intensities (relative to Si+) obtained
for glass, crystalline and ceramic samples when using some
form of energy filtering should allow the use of glass
standards in quantitative analysis of mineral specimens by
SIMS. Also suggested in chapter 2 was the possible use of
higher energy (=80 eV) secondary ions in order to avoid the
severe matrix effects found in the low energy region. A
complete removal of matrix effects for the olivine solid
solution studied using the specimen isolation method

(~500 eV secondary ions) was not evident. However, it still
remains that quantitative determinations using closely
matching standards is the method of choice.

The application of some established ionization models
to high energy secondary ions was presented in chapter 3.
Relative ion yields obtained at 125 eV and ~500 eV were
comparable with minor exceptions. Attempts to relate the
high energy ion yields to established low energy ionization
models was unsuccessful. Therefore, at the present, there
exists no ionization model(s) for predicting the yield of
high energy ions.

Chapter 4 was used to demonstrate the application of
the specimen isolation method for the analysis of REE in
various mineral grains. Examination of the relative
ionization yields in chapter 3 shows that the yield factors
for the REE are similar under a given set of energy

filtering conditions. These ionization yields were then



used to produce the gquantitative REE analyses given in this
chapter.

Chapters 2 through 4 have dealt with the advantages
and disadvantages of the specimen isolation technique for
the SIMS analysis of minerals. The main disadvantages are
the large primary beam diameter and the lack of suitable
models for the ionization of high energy secondary ions.
The main advantage of the specimen isolation technique is
the increase in molecular ion suppression. The reduction of
matrix effects for higher energy ions (CEF and specimen
isolation) allows one to use calibration curves from glass
or crystalline standards for quantitative determinations in
geologic materials. The material to be presented in the
next few chapters uses the method of specimen isolation in
order to analyze the surfaces of non-conducting mineral
specimens. Since no conductive metal films are necessary
for SIMS analysis when using specimen isolated conditions,

the depth profiling of leached feldspar surfaces is an

excellent application of the SIMS technique.
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CHAPTER 5
INTRODUCTION TO MINERAL WEATHERING

5.1 Introduction

The chemical breakdown of rocks and minerals is an
important process by which elements are fractionated at the
earth’s surface. Thus, it follows that the weathering of
rocks and minerals is an integral part of the geochemical
cycles of many elements. On a large scale, weathering
processes operate at the interface of the earth’s endogenic
and exogenic cycles, whereas on a microscale, the weathering
reactions occur at the interface between solids and
solutions. Because of these interfacial reactions,
weathering is a complex phenomenon, and therefore any factor
influencing the earth’s surface may well influence the
weathering process.1

Studies in weathering are important in such areas as
soil science and the buffering of acid precipitation.
During weathering, mineral transformations form soil
minerals and release nutrient (as well as detrimental)
elements to the surrounding soils. Some minerals may
weather to form clays or dissolved salts as a result of

acid-base neutralization reactions between the dissolved

acids and the solid base (minerals). Many natural acids are
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present in soils, however, there has been great concern
recently over the presence of anthropogenic acids in many
natural environments. Rock materials differ substantially
in their ability to buffer acidity and therefore the
sensitivity to acid precipitation varies over the many
different environments. Other topics that relate to
weathering studies are the adsorption of anthropogenic

metals and organic compounds on clay minerals, the storage

of radionuclide wastes, and the capacity of soils to store

water and therefore act as a buffer to flash floods.1

Many
characteristics of fossil-fuel reservoir rocks such as
sediment composition and porosity and permeability all
depend on weathering reactions.!
The bulk of the early research on weathering was
based upon the chemistry and mineralogy of vertical
profiles. One of the major concepts from the early work was
the "mineral-stability series in weathering" of Goldich.?2
This weathering series was based upon observations of which
minerals weather more rapidly than others. The arrangement
of the primary rock forming minerals in the weathering
series coincides with Bowen’s reaction series.? Goldich?
indicated that results from early experiments of attack by
water on silicate frameworks were consistent with his
mineral-stability series. Attempts using thermodynamics3'4
or silicate bond strengths5 have been unable to produce a
theoretical explanation of Goldich’s weathering series.

Thermodynamic models3 use data for reactants and products
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under standard states, a situation which does not always

1 problems with using silicate bond

exists in nature.
strengthz, include the prediction of similar stabilities for
micas, whereas in nature, biotite and muscovite weather at

1 fthe difficulty in explaining the

different rates.
weathering series is an indication of the complex nature of
the interactions between the dissolving mineral and the
reactant solutions.

Weathering sequences based upon the occurrence of
secondary minerals have also been proposed. In this case,
the relative amounts of primary and clay minerals in a given
environment may be used to determine the degree to which
weathering has progressed. An abundance of primary minerals
is generally assumed to be indicative of less weathered
environments, whereas increasing amounts of clay minerals
(smectite and kaolinite) and gibbsite are usually indicative
of environments where more extensive weathering has taken
place. Similar to the weathering series of Goldich,2 this
type of sequence is again based upon observations of the

1 The least amount of

mineralogy in the weathering profiles.
weathering is generally found at the bottom of the profiles
(where there is an abundance of primary minerals), whereas
progression to greater stages of weathering is seen at the
top of the weathering profiles (generally an abundance of

clay or gibbsite minerals).



It is important to realize that these weathering
sequences are merely observations, and that weathering
reactions do not necessarily proceed along these pathways.1
A number of publications have focussed on the inaccuracies
that may be developed with these types of weathering

sequences. Many authors®~1%

have shown that feldspar
minerals (a primary mineral) may form kaolinite and even
gibbsite directly.1 In some cases the direct formation of
gibbsite from primary minerals and a subsequent resilication
to kaolinite has been observed.l* It has since been
suggested that clay minerals are “environmental® products
rather than "end" products of weathering. In other words,
weathering is a result of both the environment and duration
of weathering rather than just the duration of weathering.
Present day studies in weathering have moved towards the
importance of understanding the geochemical conditions for
breakdown of primary minerals and formation of secondary

1

minerals. Much of the recent work on weathering has dealt

with the reactions at mineral surfaces in aqueous solutions.

5.2 Weathering of Silicate Minerals

Silicate minerals break down relatively rapidly
during weathering. However, until the past few decades,
little was known about their behavior in the weathering
process.15 Laboratory dissolution of silicate minerals may

be separated into two distinct processes. The initial stage
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is a rapid exchange of alkali ions from the silicate surface
with hydrogen ions from solution.1/17 rhis is followed by
the release of elements from the silicate lattice to

17,18 Early dissolution

solution, a much slower process.
experiments were carri:d out by measuring the solution
concentration of elements from the feldspar as a function of
time. From these experiments, the feldpsar minerals were
observed to dissolve ii.congruently (i.e. the net composition
of the solution does not correspond to that of the

17'19), and the reactions exhibited

dissolving species
parabolic reaction kinetics. Various dissolution models
have been used to explain the incongruent nature of silicate
dissolution. These can be grouped into four competing
theories. These theories are: (1) the crystalline

18,20 (2) the amorphous precipitate

22-25

precipitate hypothesis;

21

(3) the leached layer hypothesis; and (4)

19,26-29

hypothesis;
the surface reaction hypothesis.

18,20

The crystalline precipitate and amorphous

21 hypotheses are somewhat similar. In each case

precipitate
a solid phase (crystalline or amorphous) precipitates at the
silicate/solution interface and hence acts to control the
rate of dissolution. The dissolution rate is controlled by
the diffusion of the silicate components through this
protective (precipitated) layer. The amorphous precipitate
hypothesis proposes an amorphous silica-alumina precipitate,

whereas a single-phase or polycrystalline precipitate forms
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the protective layer in the crystalline precipitate

hypothesis. The leached layer hypothesis, 22723

reqguires the
formation of some type of leached layer at the silicate
surface. Alkali ions from the silicate are exchanged for
hydrogen or hydronium ions not only at the silicate surface,
but also within the silicate lattice. This exchange results
in the formation of a leached layer. The rate of
dissolution is then controlled by the rate of diffusion of

cations through the residual layer. The leached layer is

said to be unstable and is composed of mainly silica and
19,26-29

alumina. In the surface reaction hypothesis, no
protective, diffusion limiting layers are proposed.
However, a very thin, porous leached zone up to a few
monolayers thick may exist between the unaltered silicate
and solution. What sets the surface reaction hypothesis
apart from the others is that the rate of dissolution is
controlled by a reaction(s) at the silicate surface rather
than diffusion of cations through a protective layer.

The parabolic reaction kinetics observed in
laboratory studies of silicate weathering may be explained
using any of the four models of dissolution. 1In the surface
reaction hypothesis, the observation of parabolic kinetics
may be a result of the rapid dissolution of fine particles

adhering to the silicate surface from the sample preparation

stages. For the other three models where a protective layer

is present, the parabolic kinetics of the silicate may be




explained using Fick’s first law of diffusion. Fick’s first
law of diffusion

J = -D (dc/dx)
predicts that the flux of the dissolved product (J) may be
related to the product of the concentration gradient across
the protective surface layer (dc/dx) and the diffusion
coefficient (D). As the thickness of the protective layer
increases (mechanism dependent upon the model chosen) this
will cause a decrease in the diffusion gradient and hence a
decrease in the flux of material from the unaltered silicate
to the solution. Models for the transport of material from

18

feldspar to solution have been proposed by Wollast and

20,30

Helgeson. Each of their models correlate quite well

with the experimental results they obtained.

5.3 Surface Analysis of Weathered Silicate Materials

5.3.1 Introduction

The four theories predict somewhat different
compositions at the surface and near surface of the silicate
mineral. Detailed surface morphological studies would be
valuable for testing these hypotheses. The use of surface
analysis cannot tell whether or not the dissolution rate is
controlled by diffusion through a protective layer since
diffusion will also be dependent on the porosity of the

19

protective layer. However, a precipitated layer

(amorphous or crystalline) would certainly be detectable

based upon its proposed composition. For the two hypotheses

i8¢
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where no precipitate layer forms, the surface reaction
hypothesis predicts very little difference between the
surface and bulk material, whereas the leached layer

hypothesis would only have concentrations of silica and

alumina similar to those of the unaltered silicate.lg

Scanning electron microscopy (sxn)29'31'32

19,33,34

and X-ray

photoelectron spectroscopy (XPS) have been used to

characterize the surfaces of many weathered silicates.

Although the majority of the early surface work was done

using SEM and XPS, Auger electron spectroscopy (AES)35-37

38-42

and secondary ion mass spectrometry (SIMS) have also

been used in recent studies in silicate weathering.

5.3.2 X-ray Photoelectron Spectroscopy

The features of XPS that make it particularly useful
for the study of mineral surfaces are the use of binding
energy data of the photoemitted electrons to determine the
chemical nature of the mineral surface, the ability to
detect most elements (with the exception of hydrogen), and
its extreme surface sensitivity. The binding energy or
ionization potential of the electrons is obtained by
measuring the kinetic energy of the electrons ejected as a
result of the interaction between a photon and the molecule.
The Einstein formula:

hy = B.E. + K.E.

applies here, where hry is the incident photon energy (known

value), K.E. is the measured kinetic energy of the
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electrons, and B.E. is the binding energy (difference
between the free electron and the orbital energy of the
electron) of the electrons.

In an XPS experiment, the x-ray beam penetrates well
into the bulk of the sample. However, the effective
sampling depth is determined by the escape depth of the
photoemitted electron. The electron escape depth is
dependent upon such factors as the incident x-ray energy,
and the crystal structure and density of the sample.
Effective sampling depths on the order of 5 to 50 A are

43,44 therefore making XPS a

45

found for most samples,
technique for surface analysis. With an uncharged x-ray
beam coming into the sample and negatively charged electrons
leaving the sample, charging problems with non-conducting
specimens may cause the ejected electrons to return to the
sample. To minimize (almost eliminate) sample charging, a
conducting wire grid or mesh covers the sample surface
and/or the surface is flooded with low energy electrons.

In the past, the application of XPS to geochemical
studies has been used to investigate mineral surface
compositions (versus bulk phase analysis), mineral surface
dissolution mechanisms, quantitative analysis of adsorbed
metal species, the oxidation state of iron in clays, and the

45

bonding of metal ions adsorbed on clay minerals. For a

review of XPS and its application to mineral dissolution

studies, the reader is directed to Petrovic et a1.19



5.3.3 Scanning Electron Hicroscch (SEM)

SEM has also been widely used for investigations into
the weathering of silicate minerals. After sample
preparation and prior to dissolution experiments, SEM has
been used to determine the nature of the surface before
dissolution. SEM is an excellent technique for detecting
the presence of fine particles and/or other significant

artifacts which are believed to be a major factor

contributing to the incongruent dissolution of silicate
minerals. SEM analysis after the dissolution experiments
has shown the formation and growth of lens-shaped etch

pits.29/46

5.3.4 Auger Electron Spectroscopy (AES)

Some of the more recent surface work on weathering of
silicate minerals has been done using AES. In an AES
experiment, the sample is exposed to an electron beam and
core electrons (from the atoms in the sample) are removed.
The vacancy created by the departure of a core level
electron may then be filled by an electron from an outer
shell. The energy given off by this transition is enough to
emit an electron from an outershell. This is the Auger
electron and its energy is characteristic of the element
that it originates from. Like photoelectron spectroscopy,
the escape depth of the Auger electrons is on the order of a

few tens of angstroms, and hence AES is a technique with

excellent surface sensitivity. Hochella et a1.36 gquote the




surface sensitivity to be on the order of a few tens of
angstroms. Other features that make AES attractive to
mineral dissolution studies are the excellent lateral
resolution (<1 um), good detection of light elements (except
hydrogen) and the ability to produce semiquantitative
surface analysis. Sample damage by the electron beam and
the surface charging of insulating samples have hampered AES
applications to geochemistry in the past. However, by
reducing the electron beam voltage (to ~3 keV) and using low
beam currents (nanocamps) many of these problems are reduced
if not eliminated.

35 have used AES to investigate the

Perry et al.
surfaces of feldspar grains prepared for dissolution
experiments. Reacted feldspar surfaces have been analyzed
using AES by Hochella et al.,37 and most recently depth
profiles by AES have been reported for naturally weathered
hornblende grains by Mogk and Locke.?” For a description of
AES applied to mineralogical studies the reader is referred

to a publication by Hochella et a1.36

5.3.5 Secondary Ion Mass Spectrometry (SIMS)

A complete mass range analysis, along with good
lateral resolution and low detection limits make SIMS an
ideal tool for mineralogical studies. 1In part I of this
thesis, these features and other desirable and not so
desirable features of SIMS were discussed. The feature that

makes SIMS particularily valuable for analysis of weathered
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minerals is the depth profiling ability of the technique.
As the primary ion beam impinges on the sample, material is
sputtered away and a newly exposed surface is continually
formed. The use of the specimen isolation technique
described in chapter 1 makes the depth profiles obtained
using SIMS somewhat more easily interpreted since no
conductive surface coatings are necessary. It is felt that

any type of conductive surface coating may have significant

effects on the yield of secondary ions as well as the
surface charging of the sample. SIMS was first applied to
the analysis of altered silicate surf: es by Beusen and

39-42 | ave shown the

Gijbels.38 Other more recent studies
usefulness of SIMS for both surface analysis and depth
profiling to characterize the nature and depth of altered
layers on weathered silicate surfaces. Further description
of the SIMS technique was presented in part I of this
thesis. For a description of specimen isolated SIMS applied
to the characterization of altered plagioclase surfaces, the

reader is directed to a publication by Muir et al.42 and the

final two chapters.

5.4 Review of Past Silicate Dissolution Studies

5.4.1 Methods
Many of the past investigations into the laboratory
dissolution of silicate minerals have generally involved

similar methods of sample preparation. 8ilicate grains for

dissolution were generally hand selected to avoid




contaminants, crushed, and the size fractions separated by

32-34 Different research groups have employed

dry sieving.
various size fractions. An investigation into the

dissolution rate dependence on the surface area (by size
fraction) was recently presented in two publications by

48,45 , thermodynamic consideration of

Holdren and Speyer.
the effects of particle size relating to dissolution is
given by Talman and Nesbitt.?? ultrasonic cleaning in
acetone, in some cases followed by rinsing with distilled
water, was done to remove any remaining fine particles from
the silicate surfaces. Some authors (for example see
references 32 and 34 and the references within) used a
pretreatment with an agqueous mixture of HF and Hgso‘ to
further ensure that no fine particles or surface artifacts
were present on samples prior to the dissolution
experiments. Using AES, Perry et al.3% vere able to show
chemical alteration of K-feldspar surfaces due to this
HF/sto o pretreatment procedure. However, with the correct
ratio of HF to H 80 , no surface alteration is observed
(G.R. Holdren Jr., personal communication).

Dissolution experiments have been carried out using
solutions of a wide range of pH values. Some experiments
were done in batch type reactors where the reactant solution
(pH buffered) was not altered throughout the course of the
experiment. After dissolution, the sample grains were
collected by filtration and analyzed using SEM or XPS. The

remaining solutions were analyzed for cations (derived from

162
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the mineral) using methods found in Strickland and

52

Parsons. Recently the use of a "fluidized bed" or

continuous flow reactor has been described in the

literature.51

In this case, the solution is continually
exchancaed with an incorming solution. The continuous flow
reactor benefits from the constant set of conditions that

51 With a comtinuous

are present in the reaction chamber.
mixing of the solid (fine particles) and solution, there
should exist no strong concentration gradients such as those
found in the packed column experiments of Correns and von

Engelhardt.??

Another plus of a flow cell type reactor is
the lack of secondary precipitates onto the primary mineral
surfaces since concentration levels well below saturation
for any precipitation reactions are easily maintained. As
in the experiments with batch type reactors, the reactant
solution is also collected and analyzed for components of
the starting material.

The surface analysis of leached silicates has been
generally monitored using SEM and XPS. However, AES and
SIMS studies have also been recently reported. Surface

analysis on both naturally and synthetically weathered

silicate minerals has been performed.

5.4.2 Discussion of Past Results

Most experiments report the dissolving of significant
amounts of silicate material. In some instances, several

hundred angstroms of the surface material was removed.




Analysis of the reactant solutions as a function of time
shows incongruent dissolution of the starting material.
Holdren and Berner-> observed that the dissolution kinetics
change from parabolic to linear with the passage of time.
While linear dissolution kinetics has been used to show the
release of cations from the silicate framework, the initial
presence of parabolic kinetics has lead to a great deal of
controversy over the mechanism of rate control in the
dissolution of silicate minerals. In cases where a
protective layer is predicted to form, the parabolic
reaction kinetics are seen as being due to the formation of
a protective layer (as described 2arlier), while linear
kinetics are viewed to be a result of the diffusion of

18,20 L

material through the newly formed protective layer.
the surface reaction hypothesis, linear kinetics are the
result of congruent dissolution at the surface of the fresh,
unaltered material. Attempts to rationalize the initial
observation of parabolic kinetics have not been too
sucessful. The rapid dissolution of fine particles at the
surface may be one source of parabolic reaction kinetics,
However, after the removal of these fine particles in the
sample preparation stages (HF/HZSO‘ treatment), the
experiments still show the initial presence of parabolic
reaction kinetics. The presence of a thin "disturbed" layer

34,53

on the surface has also been used to explain the

parabolic reaction kinetics. This "disturbed" layer may be
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the result of adsorption of CO2 from the atmosphere onto the
sample surface.34'53

SEM has been used extensively to study the surface
morphology of laboratory and naturally weathered silicate

grains.29'31'46'56

In most naturally weathered samples it
was necessary to remove the clay material (weathering
products) by sonification to observe the mineral surfaces.
In all cases, the most dominant surface features were etch
pits (see Figure 5.4-1) that form during the dissolution
reactions. These etch pits are believed to form at sites of
excess energy resulting from surface defects (for example,

dislocations).54

A complete description of these etch pits
and th¢ kinetics of their formation may be found in a
publication by Brantley et a1.57 When comparing the
naturally weathered silicate grains to those etched in the
laboratory, no significant differences were observed (i.e.
etch pits formed in both cases). Any minor differences have
been attributed to differences in the rate of etching and/or
the nature of the etchant in the various experiments.54
Since these etch pits are not uniformly distributed
over the entire sample surface it would follow that
dissolution is not continuous over the entire surface. 7This
lead Berner and 8chott54 (as well as Berner and many other

co-workersldr19,29,32-34,46

) to conclude that rate-control
involving a protec:ive iayer would not be possible.

The degree of pitting may be used to compare minerals

on a relative scale of weathering. For similar minerals,
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Figure 5,4-1
SEM photomicrograph of naturally weathered oligoclase
showing the presence of etch pits. The oligoclase

specimen is from the Plastic Lake Catchment, Ontario.
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more pitting would be indicative of more extreme weathering
conditions. For different minerals, the extent of pitting
may be used to comment on which minerals break down more
readily than others under similar conditions. Long term
exposure of the silicate grains, and thus further growth of
these etch pits may result in the grains becoming rather
fragile. These fragile grains would then be more
susceptible to breakdown during the physical stages of
weathering (i.e. erosion and transport).

Fine grains enriched in aluminum have also been

56

observed on some silicate surfaces. These particles are

believed to result from the dissolution process and were
also reported to occur at sites of excess energy.56
However, since these particles are also non-uniformly
distributed over the silicate surface it was thought that
they would not contribute to the rate-control of
dissolution.56

To decide which of the hypotheses regarding silicate
dissolution is most correct, the analysis of the surface and
near surface compositions of the reacted grains should

2 report very

provide the evidence needed. Petrovic et a1.l
little difference in XPS spectra for reacted and unreacted

(control) feldspar grains. Similar results were also

reported for naturally weathered pyroxene and hornblende

54

grains. A~.though each study found similar compositions

for the surface of reacted and unreacted materials, each

study also acknowledged a small degree of alteration in the
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surface composition. This surface alteration was a
depletion in the alkali and alkaline earth elements relative

15,54 These XPS results ‘o not suggest in any

to silicon.
way the formation of a thick, highly altered, tightly
adhering protective layer, but rather suggests the presence
of a very thin slightly altered surface 1ayer.33'54

Using XPS intensity ratios and mean free paths of the
electrons (see reference 19 for the method of calculation),

19

Petrovic et al. calculated the depth of this altered layer

to be ~17 A. Petrovic et al.19

were able to discount the
two hypotheses involving precipitates based upon the surface
compositions from XPS and that the thickness of the altered
layer (~17 A) was less than the unit cell dimensions of clay
minerals. It should be noted that these results do not rule
out the possibility of any fine particles precipitating onto
the silicate surfaces during dissolution. Since several
hundred angstroms of the starting material are dissolved and
the altered layer is only ~17 A thick, Petrévic et a1.'?
concluded that the formation of a leached layer was
unlikely, and in turn sided with the surface reaction
hypothesis.

Using data obtained using a continuous flow reactor,
recent studie351’55'58 have shown that the surface reaction
hypothesis may not apply. Similar to the past work of

22-25

Correns (and Correns and von Engelhardt), Chou and

51,55

Wollast predict that a layer of as much as several tens

of angstroms may form on the surface of albite. Surface
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analysis using AES by Hochella et a1.37 has shown a
significant difference in the composition of the surface
versus bulk regions for hydrothermally altered labradorite.
Depth profiling studies on natural and laboratory dissolved

47 41,42 have shown the

silicate grains using AES ' and SIMS
presence of surface layers up to several hundred angstroms
in thickness. However, better characterization of the
nature of this layer and the conditions under which it forms
are necessary in order to conclude if the rate of

dissolution is controlled by some type of protective layer.

5.4.3 Summary

A few years ago the incongruent nature by which
silicate materials break down during dissolution was
essentially believed to occur by a surface reaction
mechanism. SEM and XPS experiments yielded no evidence for
the formation of a highly altered, tightly adhering,
diffusion inhibiting protective layer. Recent reports by

51,55

Chou and Wollast have lead to a resurgence in the

belief that some type of altered layer forms and hence acts

to control the rate of dissolution. This has resulted in a

59,60

controversy over whether or not an altered surface

layer operates at the fresh feldspar/solution interface.

37,47 41,42 have

Surface studies using AES and SIMS
reported evidence that some type of surface layer does exist
for both laboratory and naturally dissolved silicate

materials. Although these results show evidence for the
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formation of an altered layer, they in no way determine the
role of this layer in the dissolution process. However,
when taking into account the results of Chou and
Wollast,51’55 it is likely that this altered zone acts as a
protective, dissolution inhibiting layer for the minerals

chosen under the conditions chosen for study.

5.5 Future Studies

The controversy over the existence of an altered
surface layer that controls the rate of silicate

dissolution59'6°

has not been put to rest. The use of
surface analytical techniques is obvious and the need for
more information regarding the nature of this possible

61 describe the

surface layer is necessary. Petit et al.
application of an analytical technique based upon a resonant
nuclear reaction (RNR) for the depth profiling of hydrogen
to studies in silicate weathering. This technique should
allow one to monitor the uptake of hydrogen ions during the
dissolution process. However, one serious drawback of this
technique is that hydrogen in the form of water, hydronium,
or hydroxyl jions is not differentiated.

9 for alkali

The XPS results of Petrovic et al.l
feldspars are different from those presented by Muir et al.
(see reference 42 and the following chapter) for plagioclase

feldspars under slightly more acidic reaction conditions.

Therefore, it is important to consider the laboratory
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conditions under which the minerals were reacted, as well as
the mineral studied.

The final two chapters present surface and
sub-surface analytical data (obtained with SIMS) regarding
the dissolution of plagioclase grains in the laboratory
(chapter 6) and in nature (chapter 7). These SIMS results

are further validatea by SEM and XPS results.



CHAPTER 6
CHARACTERISTICS OF ALTERED PLAGIOCLASE SURFACES

BY SIMS AND XPS

6.1 Introduction

Four competing theories have been proposed to explain
the initial stages of feldspar dissolution. These are:

18,20

(1) the crystalline precipitate hypothesis; (2) the

amorphous precipitate hypothesis:z1 (3) the leached layer

22-25

hypothesis; and (4) the surface reaction

hypothesis.19+26-29

The first two postulate that a solid
phase precipitates at the interface between the feldspar and
solution and acts as a "protective" layer in controlling the
dissolution rate. The third requires a leached layer to be
formed at the feldspar surface. The fourth hypothesis
postulates that feldspar dissolution is a surface reaction,
with a porous, very thin leached zone, a few monolayers
thick separating the feldspar from the reactant solution.

As distinct from the other hypotheses, the surface reaction
hypothesis proposes that the reaction at the feldspar
surface is rate controlling rather than controlled by

diffusion. A more detailed account of these four theories

is found in the previous chapter and the references within.

173




29,31,32

Through SEM studies coupled with the surface

19,33,34 the surface reaction

data obtained from XPS
hypothesis was viewed five years ago as the most appropriate
of these theories. In order to test these various
hypotheses, detailed surface morphological studies were
conducted. These results, however, must be placed in the
context of other surface studies, and these are briefly
reviewed in the remainder of the introduction.

51,55 and Holdren and

Recent work by Chou and Wollast
Speyer58 has shown that the surface reaction hypothesis may
not apply. Instead, they predict that a layer several tens
of angstroms thick forms at the feldspar surface. Similarly

22 23=-25

to Correns and von Engelhardt and Correns, Chou and

51,55 propose that the dissolution of feldspars

Wollast
(albite in their study) occurs in three stages. The initial
stage deals with the formation of a hydrogen feldspar from
the exchange of alkali ions by hydrogen ions, followed by
the formation of a layer depleted in sodium and enriched in
silicon and/or aluminum. The final process is the slow
dissolution of the residual layer at the solid/solution
interface accompanied by diffusion of ions from the fresh
feldspar boundary leading to a quasi-steady-state
dissolution stage.55
In order to test these various hypotheses and

59,60

possibly resolve the controversy there is a need for

appropriate surface morphological and particularly surface

analytical studies of leached solids. Already mertioned are

174
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29,31,32 19,33,34

the SEM and XPS studies which have given
support to the surface reaction hypothesis. Some recent
studies show that scanning Auger microscopy (SAM or AES) and
secondary ion mass spectrometry (SIMS) are also very useful
for surface analysis of minerals. For example, Hochella

et al.37 have used SAM and XPS to investigate the
composition of reacted labradorite surfaces. They report
that the surface of hydrothermally altered (300°C and

300 bars) labradorite (finely powdered) differs
substantially from that of the unreacted portions, and that
there is a leached layer of at least 20 to 30 A. Recent

dissolution studies of titanite3?:40 41,42

and feldspars
demonstrate the usefulness of SIMS for both surface analysis
and depth profiling to further characterize the nature and

depth of surface layers from tens to thousands of angstroms

37

thick. Hochella et al. draw attention to the need to

depth profile reacted mineral surfaces; but Nesbitt and

Muir's4

1 study is one of the first to depth profile
feldspars with any of the XPS, SAM or SIMS techniques. They
showed that altered layers from 300 to 800 A thick had
formed on the surface of the naturally weathered oligoclase
grains. Such depth profiling studies require macroscopic
samples (z 4 x 4 mm) rather than fine particles. The layers
observed by Nesbitt and Muir41 were depleted in silicon and

hence residually enriched in aluminum. These layers varied

in thickness from crystal to crystal in the same rock and
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also showed depletion of sodium and calcium in the SIMS
profiles (Nesbitt and Muir, unpublished data).

This chapter (and to some extent another
publication‘z) deals with the use of SIMS depth profiles
along with XPS data for determining the presence of a
substantial leached layer depleted in sodium, calcium and
aluminum (residually enriched in silicon) for plagioclase
samples reacted in water (pH 5.7) and aqueous HCl (pH 3.5)
at or near standard temperatures and pressures. A brief
explanation for the differences in surface composition

41 and the

between the naturally weathered oligoclase
plagioclase samples from laboratory dissolution studies is

addressed in the following chapter.

6.2 ggperimental

6.2.1 Sample Preparation

With the exception of the labradorite sample
(supplied by J. Forth, Department of Geology, U.W.0.) the
remaining plagioclase samples used in this study were
donated by F.J. Wicks of the Royal Ontario Museunm.

Table 6.2-1 lists the sample localities for each sample
studied. Electron probe analyses of these samples are given
in Table 6.2-2. For each specimen, randomly oriented
sections were cut into small pieces measuring approximately
1 x 2 x 0.5 cm in size and then polished. Sample
preparation involved grinding with ultra-fine silicon
carbide paper followed by subsequent stages of mechanical
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Table 6.2-1

Locality of the plagioclase samples used in the
dissolution studies.

Specimen Locality

Albite Bathurst Tp., Lanark Co.,
Ontario.

Oligoclase North Lepis Luzuli Occurrence

on Soper River, Baffin Island.
Andesine Risor, Norway.
Labradorite locality unknown

Bytownite Carton Co., New Mexico
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Table 6.2-2

Composition of the plagloclase samples used in the dissolution studies.
Determinations were made by electron probe analysis.*

Specimen Albite Oligoclase Andesine Labradorite Bytownite
Na;D 10.04 9.62 10.01 4.98 4.22
Alzo3 21.22 21.42 21.30 28.82 30.14
Sioz 66.70 66.11 64.77 54.57 52.86
xzo 0.28 0.28 0.44 0. 40 0.28
Ca0 2.10 2.61 2.32 10.92 12.60
Ba0 0.04 0.05 0.03 - -
Total 100. 38 100.13 98. 87 99.69 100.10

* Wt. % oxides.




polishing using 6, 1, and 1/ 4 um diamond pastes. The
specimen surfaces were cleaned by boiling in spectral grade

acetone, then methanol, followed by ultrasonic cleaning in

spectral grade methanol.

6.2.2 Dissolution Experiments

The reactant solutions (either water at pH 5.7 or
agqueous HCl, pH 3.5) were prepared from doubly distilled
deionized water (conductivity -10"° Q! cm™). These
solutions were stored in 1 L HDPE (high density
polyethylene) bottles on a shelf above the sample chambers.
The sample chamber, a 100 mL Teflon® jar is connected to the
solution storage bottle (input) by a Teflon® tube (5 mm
diameter) attached to the bottom of the jar. The sample is
suspended in the chamber on a Teflon® mesh to ensure even
flow of solution around the sample. The solution exits the
top of the sample chamber via an "outlet" tube (Teflon®;

5 mm diameter) where it flows into a collection (output)
bottle (1 L HDPE). J. Price (Department of Chemistry,
U.W.0.) developed this aparatus. Mixing of the reactant
solution was achieved by having the input at the bottom and
the output at the top of the sample chamber. This should
not permit the existence of any significant concentration
gradients in the reaction chamber. The flow rate through
the chamber is maintained by a stopcock on the "outlet" tube
and was adjusted such that the volume of the reaction

chamber was exchanged approximately three times every 24
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hours (i.e. 300 mL/24 hrs). This flow rate should be

sufficient to keep the concentrations of dissolved species
well below saturation. Before each experiment, each
apparatus was cleaned with a -1 M HCl solution, followed by
rinsing with deionized doubly distilled water until the pH
readings of the outflow solutions were equal to that of the
solution entering the apparatus.

Five samples of each specimen were prepared and
studied. One sample of each specimen was allowed to react
with water (pH 5.7) for 60 days, while another was subjected
to identical conditions for a period of 90 days. Two other
samples were reacted in aqueous solutions of HCl at a pH of
3.5 for periods of 60 and 90 days. A final sample was saved
for a control and was left in a desiccator for the duration
of the leaching experiments. 1In cases where a final sample
was not available, an earlier reacted sample was repolished
to give a fresh feldspar surface and then used as a control

material.

6.2.3 Surface Analysis

The depth profiling capability of the SIMS technique
was used to characterize the near-surface composition of the
dissolved plagioclase samples. The application of SIMS to
geologic problems has been well documented throughout the

62-65

literature, as well as in chapters 1 through 4 of this

thesis.




A CAMECA IMS 3f secondary ion microscope was used for
these experiments. The method of specimen isolation66'57
was used in order to clear the spectra of molecular ion
interferences. Virtually complete extinction of molecular
ions from the mass spectra is one advantage of the specimen

8 However, most important to this

isolation technique.6
study is that the specimen isolation technique requires no
conductive surface coating for the analysis of the
non-conducting plagioclase samples, hence no surface
contamination has been introduced.

A primary ion beam of mass filtered 0" ions at a
net 15 to 16 kV and approximately 100 nA was rastered over a
250 x 250 um area. Positive secondary ions were detected.
To reduce crater edge effects, secondary ions were sampled
from an area having a diameter slightly greater than 60 um
(well within the crater) through the placement of an
aperture at the entrance to the spectrometer. This area
(~60 um diameter) will be large enough to obscure any local
compositional variations.

Correlation of depth of penetration by the primary
beam with analysis time was achieved by determining the
sputtering rate from freshly polished samples. A highly
polished (1/4 um) labradorite surface was exposed to the
primary beam under the given analysis conditions for 45

minutes. The depth of the crater formed as a result of

sputtering was then measured using a Sloan Dektak®

profilometer. The sputtering rate was found to be on the
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order of 2 A per second per 100 nA of primary beam current.
These measurments were repeated using a polished (1/4 um)
albite surface and a cleaved oligoclase face. The sputter
rate for albite was ~1.4 A per second per 100 nA of primary
beam current, while the oligoclase was sputtered at a rate
of ~1 A per second per 100 nA of primary beam current.
Minor problems with the sputter rate determinations were
experienced. Surface irregularities on the albite and
labradorite samples were not completely removed by
polishing, and some cleavage steps were present on the
oligoclase sample. Rough bottoms of the sputter craters
resulting from the use of specimen isolation conditions also
made the determinations difficult. These problems make the
time~depth correlation approximate only. Also, the
sputtering rates of the reacted samples may be slightly
different, possibly due to small changes in the topography
of the surface (i.e. etch pits, and fine particles), or the
different chemical composition of the near-surface region.
However, it is felt that these differences will not
completely account for the depth or presence of the altered
layer which is observed. Despite these problems, the quoted
depths are accurate to within a factor of two.

To reinforce the SIMS results, studies using X-ray
photoelectron spectroscopy (XPS or ESCA, electron
spectroscopy for chemical analysis) and scanning electron

microscopy (SEM) were also conducted. A Surface Science

Laboratories S8X100 ESCA spectrometer was used to obtain the




XPS spectra. An incident photon beam of Al Kx (1486eV)
X-rays was used. The area of analysis was elliptical in
shape with the minor axis having a diameter of 1000 um.
Again, the analysis spot size is large enough to reduce any
effects due to local varjiations of composition. SEM

analysis was performed using an ISI-DS130 secondary electron

microscope.
6.3 Results

6.3.1 pH Measurements

pH measurements were taken each day for the input
solution and once every fifth day for each exit solution. A
Cole Parmer model 5983 pH meter was used. The purpose of
these measurements was to ensure that the pH of the input
solutions was constant and to see if any change in the pH as
a result of mineral dissolution could be detected. In the
dissolution experiments with aqueous HCl, the pH readings
for the input and output solutions were constant at a pH of
3.5. These pH readings did not vary by any more than
+0.1 pH units. The pH readings for the experiments
involving doubly distilled deionized water had much larger
deviations. The average of the readings (both input and
output soulutions) was 5.7 pH units. The calculated
standard deviations for these pH readings ranged between 0.5
and 0.7 pH units. These large deviations may be attributed
to the difficulty in measuring the pH of a very dilute

solution such that minor fluctuatione may have a significant
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effect, and/or the low quality of the pH meter electrode

used. The pH data obtained for all experiments are
inconclusive regarding the uptake of hydrogen ions in the

dissolution process.

6.3.2 SEM Results

SEM photomicrographs of the reacted samples show the
presence of features resulting from dissolution (for
example, see Figure 6.3-1). Observed features such as etch
pits and the progression of dissolution reaction(s)
(smoothing and rounding) along fractures, cracks and
cleavage traces have been shown by many other

authors.29'31'32

These features were not present on the
unreacted (control) samples. However, some pits (irregular
in shape) were present on the surface of some control
samples, and presumably are left over from the polishing
process. For the samples undergoing dissolution these pits
may then serve as points for attack by the leachant as seen
by some degree of smoothing and/or rounding.

The SEM photomicrographs (Figure 6.3-1) contained no
evidence for the growth or formation of new phases relating
to the dissolution process. However, some type of "organic
deposits" were observed on some of the reacted samples (see
Figure 6.3-2). Comparison of EDX (energy dispersive x-ray

analysis) spectra from a clean area of the feldspar surface

and these "organic deposits” show similar ratios for the

constituent elements of feldspar minerals (sodium, aluminum,
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Figure 6.3-1
a) SEM photomicrograph of albite after 60 days
dissolution in water (pH 5.7). Note the etching.
b) SEM photomicrograph of oligoclase after 60 days
dissolution in aqueous HC1l (pH 3.5). Note the etching and

progression of reaction along cleavage traces.







Figure 6.3-2
a) SEM photomicrograph of albite after 60 days
dissolution in aqueous HCl (pH 3.5) showing the presence
of some type of "organic deposits." An etch pit is also
shown.
b) SEM photomicrograph of andesine after 60 days
dissolution in water (pH 3.5) showing the presence of some

type of “organic deposits.®" An etch pit is also shown.







silicon and calcium). However, the peak intensities are
significantly lower in the spectra from the "organic
deposits." Similar results to these are expected for a thin
organic film covering a feldspar surface since this would
decrease the peak intensities from the elements in the
feldspar and not show any intensity for carbon, hydrogen,
oxygen and nitrogen since these low energy x-rays are hidden
under the x-ray continuum. The source of these "organic
deposits" is not known. However, it is suspected that they
may be derived from the polymer material of the aparatus.
These deposits cover a very small percent of the surface

area, and will not affect the dissolution process.

6.3.3 SIMS Results

Normalization of Data

A sample profile of the raw SIMS data is presented in
Figure 6.3-3. The results from the SIMS profiles have been
normalized and are presented in Figures 6.3-4 through
6.3-14. During SIMS analysis, four spots on each sample
(reacted and unreacted) were analyzed. The SIMS data
presented in Figures 6.3-4 to 6.3-14 are not quantitative.
After normalization of the SIMS data, the profiles merely
show the percent change in the secondary ion intensity of
each of the measured isotopes.41

The initial step of the normalization procedure

involves referencing the counts (observed secondary ion

intensity) from the isotope of interest (”Na, z’Al, and
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Figure 6.3-3
SIMS depth profile of a labradorite sample leached in a
solution of aqueous HCl1l (pH 3.5) for a period of 90 days.
The observed secondary ion intensity (counts) are plotted
against time of analysis for the following isotopes:; 2:'Na,

%x1, ®si, ana “ca.
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‘°Ca) to that for *%si. Here, #3i is used as an internal

reference, and by referencing to 1 any variation in
sputtering yields during the analyses are minimized. *g4
was chosen as the internal reference because the °si signal
(secondary ion intensity) is constant throughout each
profile. For the second step, the data from each point
(cycle) of the profile are normalized to the average of the
later cycles (last few hundred seconds) in the profile. The
data from the deepest part of the profiles are assumed to
represent the original (bulk) composition of the plagioclase

samples.41

Thus, it is now possible to calculate the
difference in secondary ion intensity resulting from the
dissolution process. The final step is a repeat of the
previous step for the control specimen which was analyzed
during the same session in order to keep the operating
parameters of the SIMS instrument constant. This step is
used in an attempt to reduce any effect(s) on the secondary
ion signals due to the surface and/or surface charging. The
average of the data from the control samples is then
subtracted from the reacted sample (at each cycle or point
in the analysis) to give the difference in observed

secondary ion intensity due to the formation of a leached

layer(s) during dissolution. This difference is expressed




as a percent. This normalization procedure may also be

given by the following equation:

{ 23Na/ %51 ) surface

( 23Na/”'si) bulk X

— -1]x100
(*Na/®®s1i) surface

(nNa/”Si) bulk ] control

Where *Na is replaced with %721 and “ca for each analysis
spot (four in total) of the reacted feldspar. The
correction factor from the control specimen is obtained from
the average of all four analyzed spots. This normalization
may also be found in references 41 and 42.

Figure 6.3-4 is presented to show the reproducibility
of the SIMS technique in specimen isolated conditions. The
percent change in the secondary ion intensity for zaua,
a1, and *°ca relative to *?si is plotted on the ordinate
whereas the time of sputtering (depth) in the profile is
plotted on the abscissa. These profiles were taken of a
labradorite sample that had been leached in an aqueous
solution of HC1l (pH 3.5) for 90 days. All four spots show
similar profiles. Two of the four spots have been randomly
selected to illustrate this point. These two profiles are
shown in Figure 6.3-4. Also apparent from Figure 6.3-4, are
the unusual results for sodium. It is suggested that these
irregualar profiles may be the result of charge induced
migration of sodium during the SIMS experiments. This

69,70

phenomenon has been observed by other authors and was

also commented on in part I of this thesis.
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Figure 6.3-4

SIMS depth profiles for 23Na/z"si, 2"Al/sias, and

mCa/zaSi after normalization (see text) from two points

of analysis (labradorite leached under acidic (pH 3.5)
conditions for a period of 90 days) have been plotted in
order to show the reproducibility of the SIMS technique
(specimen isolation conditions). The percentage change in
secondary ion intensity between the reacted and unreacted
labradorite (ordinate) is plotted against the time

(seconds) of sputtering in the profile (abscissa).
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Dissolution of Plagioclase in Aqueous HC1 (pH 3.5)

Figures 6.3-5 through 6.3-9 represent sample profiles
obtained for each plagioclase specimen which has undergone
dissolution for 90 days in an aqueous solution of HCl
(pH 3.5). While four complete analyses for each mineral
were conducted, only a sample profile of each is presented.
Similar profiles were observed for the experimznts lasting
60 days and hence are not reported here. In all five
figures, data for the elements of the leached sample have
been plotted as closed circles, and the data for the
unleached (control) samples have been plotted as open
circles. The normalization procedure for the control sample
is identical to that for the reacted samples described
above.

The SIMS results indicate that a layer depleted in
sodium, calcium and aluminum has formed as a result of the
reactions between aqueous HCl (pH 3.5) and the plagioclase
surfaces (see Figures 6.3-5 to 6.3-9). The presence of this
layer agrees quite well with the predictions made by Correns

23-25

and von Engelhardt,22 Correns and Chou and

WOllast.51'55

The depth of alteration is taken from the
surface (beginning of the profile) to the depth where the
secondary ion signals of the reacted and non-reacted
specimens become somewhat similar. For the bytownite
specimen (the most calcium rich), this translates to a zone
leached of sodium, aluminum and calcium that is somewhere

between 800 and 1600 A thick (see Figure 6.3-5) (sputter
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Figure 6.3-5
SIMS depth profiles showing the percent difference in
secondary ion intensity between one spot of analysis for
both of the unreacted and reacted samples and the average

of four points of analysis from the unreacted sample.

23Na/z"si, 2"Al/m’si, and 'OCa/zasi are all shown

separately. The closed circles represent bytownite
leached in aqueous HCl (pH 3.5) for a period of 90 days,
and the open circles represent the unreacted bytownite
sample. The percentage change in secondary ion intensity
(ordinate) is plotted against time (seconds) of sputtering

in the profile (abscissa).
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Figure 6.3-6
SIMS depth profiles showing the percent difference in
secondary ion intensity between one spot of analysis for
both of the unreacted and reacted samples and the average
of four points of analysis from the unreacted sample.
23Na/zssi, ”Al/zssi, and ‘°Ca/2asi are all shown
separately. The closed circles represent labradorite
leached in aqueous HCl1l (pH 3.5) for a period of 90 days,
and the open circles represent the unreacted labradorite
sample. The percentage change in secondary ion intensity
(ordinate) is plotted against time (seconds) of sputtering

in the profile (abscissa).
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Figure 6.3-7
SIMS depth profiles showing the percent difference in
secondary ion intensity between one spot of analysis for
both of the unreacted and reacted samples and the average
of four points of analysis from the unreacted sample.
2“’Na/zssi, 2"Al/m&}i, and mCa/zssi. are all shown
separately. The closed circles represent andesine leached
leached in aqueous HCl (pH 3.5) for a period of 90 days,
and the open circles represent the unreacted andesine
sample. The percentage change in secondary ion intensity
(ordinate) is plotted against time (seconds) of sputtering

in the profile (abscissa).
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Figure 6.3-8
SIMS depth profiles showing the percent difference in
secondary ion intensity between one spot of analysis for
both of the unreacted and reacted samples and the average
of four points of analysis from the unreacted sample.
BNas/®si, Pa1/®si, and *ca/®si are all shown
separately. The closed circles represent oligoclase
leached in aqueocus HCl (pH 3.5) for a period of 90 days,
and the open circles represent the unreacted oligoclase
sample. The percentage change in secondary ion intensity
(ordinate) is plotted against time (seconds) of sputtering

in the profile (abscissa).
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Figure 6.3-9
SIMS depth profiles showing the percent difference in
secondary ion intensity between one spot of analysis for
both of the unreacted and reacted samples and the average
of four points of analysis from the unreacted sample.
23Na/2°Si, 2-'1\1/2"51, and “Ca/zas:l are all shown

separately. The closed circles represent albite leached

in aqueous HCl (pH 3.5) for a period of 90 days, and the
open circles represent the unreacted albite sample. The
percentage change in secondary ion intensity (ordinate) is
plotted against time (seconds) of sputtering in the

profile (abscissa).
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rate = 1 to 2 A 8! 100 nA™'). As for the albite specimen
(the sodium end member), the leached zone is not as readily
defined (see Figure 6.3-9). The SIMS profiles for albite
show a zone somewhat less leached and on the order of 400 to
800 A in thickness (Figure 6.3-9). The results for each
plagioclase specimen (Figures 6.3-5 to 6.3-9) are summarized
in Table 6.3-1. Table 6.3-1 (and Figures 6.3-5 to 6.3-9)
show that for the more sodium rich plagioclase samples
(albite, oligoclase and andesine) the leached zones are not
as depleted and are much thinner than those for the more
calcium rich plagioclases (labradorite and bytownite). 1In
most cases, the profiles for sodium are difficult to
interpret, but the XPS results (see section 6.3.4) indicate
that sodium is apparently depleted near the surface, and
thus is believed to behave much like calcium and aluminum.
For the labradorite and bytownite specimens, the
shapes of the aluminum and calcium profiles are remarkably
similar (see Figures 6.3-5 and 6.3-6). Th2 observed
secondary ion intensity is initially very low and then rises
sharply during the next few hundred seconds of the profile,
suggesting extreme leaching of all elements except silicon
from the surface. Deeper within the profiles, the secondary
ion signal flattens and approaches values representative of
the bulk of the specimen. Elements may diffuse across this
zone, both from the unaltered feldspar to solution and in
the opposite direction. If steady~-state diffusion were the
rate-limiting step, a linear profile may be expected only if
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Table 6.3-1

Summary of SIMS depth profiles for the plagioclase specimens after 90

days dissolution in aqueous HCl (pH 3.5).
spots) were within 10 % of these values.

Repeated determinations (4

a) Percent change in the secondary ion signal between the reacted and
unreacted plagioclase sample surfaces.

Specimen Albite Oligoclase Andesine Labradorite Bytownite
Nas®s1 -15 -22 -18 -45 -100
Z01/%1 -85 -s8 -82 -88 -100
YVear®sy  -60 -60 -65 -88 -100

b) Thickness in angstoms g{ the leached zone for

each element

(sputter rate =1 to 2 A s © 100 nA ').
Specimen Albite Oligoclase Andesine Labradorite Bytownite
N2/ ND* 400-800 ND ND 800-1600
2Tp1/%®s1  400-800 400-800 150-300 600-1200 800-1600
0-,/%%s1  400-800  400-800 200-400 600-1200 800-1600

* ND = not determined.




the diffusion coefficients remain constant throughout the
altered zone. Although, if the diffusion coefficients vary
with composition (i.e. across the layer), the gradients are
then expected to be non-linear. However, with respect to
feldspar dissolution, the variation of diffusion
coefficients with composition has not yet been addressed.
It is necessary to emphasize that the SIMS profiles
are only qualitative. 1In some profiles (see Figures 6.3-4
through 6.3-14) the change in secondary ion intensity is not
continuous with the depth of the altered layer. Until more
detailed data are available, it would be a serious mistake
to imply that concentration gradients within the layer
change with the ion intensity observed in the profiles.

Dissolution of Plagioclase in Water (pH 5.7)

The leached zones are not as evident on the
plagioclase specimens that were leached with doubly
distilled deionized water. The results from the experiments
lasting 90 days are similar to those from experiments
lasting 60 days. It is for this reason that only the
results from the 60 day experiments will be presented here.
Sample SIMS profiles for the plagioclase specimens
undergoing dissolution in water for 60 days are shown in
Figures 6.3-10 through 6.3-14. Again, only one of the four
analyses has been presented. These results are also

summarized in Table 6.3-2. The uncertainty in the sodium

profiles is evident. The altered zones for all specimens




were found to be in the range of 75 to 400 A thick. The
amount of depletion and thickness of the altered zone is not
seen to vary with plagioclase composition l1ike the
experiments where leaching was done under acidic conditions
(PH 3.5). A lack of correlation between the nature of the
leached zone and plagioclase composition may be a result of
the leached layer not being as =asily defined in the SIMS
profiles. Again, these estimated depths for the leached
layers are within the ranges proposed by Correns and von
Engelhardt,22 and Correns.23-25

The estimated thickness of the altered zones formed
during dissolution in water (pH 5.7) (Figures 6.3-10 to
6.3-14) and HC1 (pH 3.5) (Figures 6.3-5 to 6.3-9) are
significantly different. The extent of depletion (sodium,
aluminum and calcium) as interpreted by changes in secondary
ion intensity is also significantly different in the two
experiments. The influence of pH on the thickness and
composition of the altered layer has been previously

1

discussed by Helgeson et a1.7 and Chou and Wollast.55

Helgeson et a1.71 suggest that the order of reaction with

respect to the hydrogen ion concentration is greater than

55 prefer an order less than one

one whereas Chou and Wollast
(fractional). From these results it seems that the pH of

the reactant solution has a strong effect on the nature of
the alterec layer. However, without any data regarding the

total flux of material from the feldspar to solution, it is
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Figure 6.3-10
SIMS depth profiles showing the percent difference in
secondary ion intensity between one spot of analysis for
both of the unreacted and reacted samples and the average
of four points of analysis from the unreacted sample.
23Na/2°si, 2"I\l/‘%Si, and ‘°Ca/2°si are all shown
separately. The closed circles represent bytownite
leached in water (pH 5.7) for a period of 60 days, and the
open circles represent the unreacted bytownite sample.
The percentage change in secondary ion intensity
(ordinate) is plotted against time (seconds) of sputtering

in the profile (abscissa).
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Figure 6.3-11
SIMS depth profiles showing the percent difference in
secondary ion intensity between one spot of analysis for
both of the unreacted and reacted samples and the average
of four points of analysis from the unreacted sample.
2:’Na/zasi, 2"Iixl/"”’si, and ‘°Ca/2°Si are all shown
separately. The closed circles represent labradorite
leached in water (pH 5.7) for a period of 60 days, and the
open circles represent the unreacted labradorite sample.
The percentage change in secondary ion intensity
(ordinate) is plotted against time (seconds) of sputtering

in the profile (abscissa).
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Figure 6.3-12
SIMS depth profiles showing the percent difference in
secondary ion intensity between one spot of analysis for
both of the unreacted and reacted samples and the average
of four points of analysis from the unreacted sample.
®Na/*?si, *a1/*®si, and *°cas*®*si are all shown
separately. The closed circles represent andesine leached
in water (pH 5.7) for a period of 60 days, and the open
circles represent the unreacted andesine sample. The
percentage change in secondary ion intensity (ordinate) is

plotted against time (seconds) of sputtering in the

profile (abscissa).
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Figure 6.3-13
SIMS depth profiles showing the percent difference in
secondary ion intensity between one spot of analysis for
both of the unreacted and reacted samples and the average
of four points of analysis from the unreacted sample.
23Na/”'s.'i., 2"Al/z"si, and 40Ca/zas:l are all shown
separately. The closed circles represent oligoclase
leached in water (pH 5.7) for a period of 60 days, and the
open circles represent the unreacted oligoclase sample.
The percentage change in secondary ion intensity
(ordinate) is plotted against time (seconds) of sputtering

in the profile (abscissa).
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Figure 6.3-14
SIMS depth profiles showing the percent difference in
secondary ion intensity between one spot of analysis for
both of the unreacted and reacted samples and the average
of four points of analysis from the unreacted sample.
23Na/"'asi, 2"Al/zasi, and '°Ca/2°si are all shown
separately. The closed circles represent albite leached
in water (pH 5.7) for a period of 60 days, and the open
circles represent the unreacted albite sample. The
percentage change in secondary ion intensity (ordinate) is
plotted against time (seconds) of sputtering in the

profile (abscissa).
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Table 6.3-2

Summary of SIMS depth profiles for the plagloclase specimens after 60
days dissolution in double distilled deionized water (pH 5.7).
Repeated determinations (4 spots) were within 10 % of these values.

a) Percent change in the secondary ion signal between the reacted and
unreacted plagioclase sample surfaces.

Specimen Albite Oligoclase Andesine Labradorite Bytownite

PNasBsy -10 ND ND -20 ND
Ta1/%851 -32 -8 -15 -12 -18
/851 -s0 -10 -30 -15 -30

b) Thickness in angstoms g{ the legfhed zone for each element
(sputter rate = 1 to2 As ~ 100 nA ).

Specimen  Albite Oligoclase Andesine Labradorite Bytownite

BNarBsy ND* ND ND ND ND
2701/%%s1  150-300 150-300 150-300 60-120 75-150
‘OCa/ZBSI 300-600 200-400 200-400 100-200 200-400

* ND = not determined.

a1
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not possible to comment on the order of reaction with

respect to the hydrogen ion concentration.

6.3.4 XPS Results

While XPS spectra of only one specimen (labradorite)
are presented (see Figure 6.3-15), the results for all
specimens are reported in Tables 6.3-3 and 6.3-4. 1In
Tables 6.3-3 and 6.3-4, the peak areas of the reacted
samples have been normalized to Si (2p) from the control
sample. In calculating the percentage change in the peak
area, the normalized area of the reacted sample was
subtracted from that of the control sample. This difference
is then expressed as a percentage of the original peak area
(i.e. the peak area of that particular element from the
control specimen). This may be seen by the following

equation:

[peak area from ]_[peak area ] *[peak area

reacted sample from control from control] x 100

In Figure 6.3-15, a sample spectrum from the
labradorite control specimen is presented along with one
spectrum from each of the two reacted samples (60 days in
pH 5.7, and 90 days in pH 3.5). After reacting the
labradorite (and the other plagioclase specimens) with water
for 60 days there is a reduction in the area of the sodium

(Auger and 2s) and calcium (28 and 2p) peaks while the

silicon (2s and 2p) peaks remain similar in area with those




Figure 6.3-15
X-ray photoelectron spectra (photoelectron counts on the
ordinate vs. binding energy of the electrons on the
abscissa) for three labradorite samples; (1) unreacted,
(2) reacted in wvater (pH 5.7) for a period of 60 days, and
(3) reacted in an HCl solution (pH 3.5) for a period of 90
days. Note the reduction in peak areas for sodium,
calcium and aluminum in the reacted compared with the
unreacted samples. The presence of fluorine (F) in the
control spectra may be accounted for by the use of inert
"freon dusters" during sample preparation. The C and N in
the spectra are representative of carbon and nitrogen

absorbed onto the surface and are easily removed with

brief sputtering using an Ar' ion bean.
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Table 6.3-3

Percent differences in the photoelectron peak areas (relative to
Si 2p) between the reacted (60 days in doubly distilled deionized
water, pH 5.7) and unreacted plagloclase. Repeated determinations
were within 10 % of these values. See text for details of the
calculation.

Albite Oligoclase Oligoclase® Andesine Labradorite Bytownite

Na -67 39 -80 -23 ~49 -79
(Auger)

Al -55 33 -53 -4 -18 -7
(2p)

Ca -100+ -39 -100+ -81 -55 =71
{(2p)

* Oligoclase reacted for 90 under the same conditions (pH 5.7)
+ Not detepted in the reacted sample.




Table 6.3-4

Percent differences in the photoelectron peak areas (relative to

Si 2p) between the reacted (90 days in an aqueous HC1 solution, pH
3.5)and unreacted plagioclase. Repeated determinations were within
10 % of these values. See text for detalls of the calculation.

Albite Oligoclase Andesine Labradorite Bytownite
Na ~-T6 -78 -86 -87 -93
(Auger)
Al -65 -83 -81 -94 -98
(2p)
Ca -100+ -30 ~100+ -98 -97
(2p)

+ Not detected in

the reacted sample.




from the control specimen (see Figure 6.3-15). There also
appears to be some reduction in the area of the aluminum

(2s and 2p) peaks. These reductions in peak area are better
represented by the data in Table 6.3-3. The labradorite (as
well as the other plagioclase specimens) which has undergone
dissolution in aqueous HCl (pH 3.5), displays dramatically
reduced areas for the sodium (Auger and 2s), calcium (28 and
2p) and aluminum (2s and 2p) peaks (see Figure 6.3-15 and
Table 6.3-4). The photoelectron results for all reacted
samples are similar to the corresponding data obtained with
the SIMS technique.

The anomalous results for the oligoclase specimen
reacted in water (pH 5.7) for 60 days are not understood.
Repeated measurements (XPS) have produced similar anomalous
results. However, the SIMS results (both 60 and 90 days
dissolution in water) and the XPS results for 90 days
dissoluion in water show depletion of sodium, aluminum and
calcium like the other plagioclase samples studied. The XPS
results for 90 days dissolution of oligoclase also appear in
Table 6.3-3.

With the use of photoelectron spectroscopy
(Figure 6.3-15, and Tables 6.3-3 and 6.3-4) the behavior of
sodium during the dissolution reactions becomes apparent.
The XPS spectra show that the depletion of sodium from the
surface is similar to that observed for aluminum and

calcium. It can be concluded that the leached or altered

layer is also devoid of sodium, and that the fate of sodium

1} b




during dissolution is very similar to that of calcium and/or
aluminum. It also becomes apparent that the SIMS analyses
for sodium are not reliable, probably the result of charge

induced migration.69'7°

The existence of the altered layer was not observed

19 for the dissolution of alkali

in earlier XPS studies
feldspars (sanidine). Differences in sample preparation,
and charge neutralization and/or mounting techniques in the
photoelectron experiments may possibly account for this
controversy. It is also felt that without the aid of a
computer when fitting the photoelectron spectra the subtle
differences observed for dissolution at pH 5.7 may have been
missed, and therefore the XPS results of Petrovic et al.,19
are probably not that much different from those reported
here. What must be pointed out, is that when calculating
the thickness of the leached layer using photoelectron

19 make some incorrect

escape depths, Petrovic et al.
assumptions. The leached layer was assumed to be
homogeneous throughout, and the composition was assumed to
be equal to that of only silicon and aluminum from the
parent feldspar. These assumptions are not reasonable, nor
are they accomodated by the SIMS results given here. The
SIMS data show that the other cations are still present at
the surface (although somewhat depleted) and that the
composition varies throughout the entire thickness of the

alteired zone. It is therefore felt that the XPS results

given here support the results obtained by SIMS. By using




SIMS, the region below the surface has been analyzed, and
thus the presence of a leached or altered layer on reacted
feldspar surfaces has been documented. Based on similar
profiles obtained from four spots of analysis, and the large
sampling area in the SIMS experiments (~60 um), these layers
are believed to be continuous over the whole plagioclase

surface.

6.3.5 Comparison with Other Recent Studies

The estimated depth of the altered zone formed due to
leaching under acidic conditions (pH 3.5) is in agreement
with that obtained for the penetration depth of hydrogen

1 In their experiments, Petit

ions in leached diopside.6
et a1.61 used resonant nuclear reaction (RNR) analysis to
depth profile the hydrogen concentration in diopside that
had been leached under acidic conditions (pH 2) for ~75
days. A recent publication by Mogk and Locke?” also reports
a depleted layer of ~1200 A for naturally weathered
hornblende. In comparison with the results presented by

Hochella et al.,37

the nature of the altered layer seems to
be somewhat similar for labradorite that had been reacted
under quite different conditions (room temperature and
pressure vs. hydrothermal alteration; 300°C and 300 bars).

7 (without

However, the layers quoted by Hochella et a1.3
depth profiling) are substantially thinner than those
presented here. It is also worth noting that these results

are qualitatively similar to those predicted by Correns and




2 23-25 51,55

von Engelhardt,2 Correns and Chou and Wollast
from the analyses of solutions obtained from the dissolution

reactions.

6.1 Discussion and Conclusions

The application of the SIMS technigue to the study of
altered layers on mineral surfaces has been demonstrated.
While techniques such as XPS and SAM are used to obtain
surface information, the results obtained from depth
profiling techniques (SIMS or RNR, or even depth profiling
with an Ar' ion gun on an XPS or SAM system) are
complementary to those from other surface techniques.
Without depth profiling, it is difficult to comment on the
near surface (or sub-surface) region of the reacted
feldspars. The use of the specimen isolation technique in
this study has been especially valuable since no conductive
surface coatings were needed. It is felt that the presence
of surface coatings (for charge neutralization purposes
during SIMS analysis) may mask any information derived from
the surface as may have been the case for Schott and

Petit.’?

A significant problem with the SIMS technique is
the analysis of sodium (and possibly some others). The data
presented here provide strong, independent evidence for
charge induced migration of sodium during analysis.
Throughout the entire profiles (Figures 6.3-4 through

6.3-14) the Na' (secondary ion) signal at the begining of

each profile appears to be enhanced as a result of charge




induced migration. It is therefore concluded that the
percent change in the Na' ion signal represents a minimum
amount of depletion. This is in qualitative agreement with
the XPS data found in Tables 6.3-3 and 6.3-4.

With the SIMS results, it is now possible to identify
and better characterize some type of altered layer on
weathered feldspar surfaces as predicted by Correns and

23-25 ,n4d Chou and Wollast.31:55

von Engelhardt,22 Correns
Other evidence for this layer has also been presented by
Schott and Petit,72 and Hochella et a1.37 Without some
structural information of the first few hundred angstroms
(from the surface) of the feldspar surface, it is difficult
to reach conclusions regarding the nature of this altered
zone. Hochella et al.3’ have made extensive comments on the
complexity of mineral dissolution. With the presence of
this layer now established, other experiments must follow in
order to determine the role of the altered layer in
affecting the rates and mechanisms of the dissolution
process.

It seens that a brief comment on the process that
forms the altered layer is in order. Although the
experiments of Petit et a1.%! involve a different mineral
and slightly different reaction conditions (diopside in pH 2
for ~75 days) some comparisons with these data can be made.
As stated earlier, the depth of hydrogen ion penetration
(determined from RNR analysis) is qualitatively similar to
the depths reported here for the leaching of sodiunm,

231




aluminum and calcium. Although Petit et a1.51

suggest that
the hydrogen profiles are the result of water penetrating
into the feldspar laicice, it is more likely that there is

replacement of Na' and ca' ions from the feldspar by H' ions

from solution (H' is preferred over HO' due to size
restrictions; see reference 55) to form a the altered zone.
This exchange of H' for the Na' and Ca’ seems reasonable
since the charge balance of the feldspar remains unchanged.
Finally, it must be noted that the composition of the
altered layer found during laboratory dissolution is quite
different from that found for weathered oligoclase grains
from podzolic soils of the Plastic Lake catchment (see
reference 41 and chapter 7). In the naturally weathered
oligoclase grains, altered layers were depleted in sodium,
calcium and silicon, but enriched (residually?) in aluminum
to depths of 300 to 800 A.41 These results have since been
confirmed by XPS (Nesbitt and Muir, unpublished data).
Given this information one must use extreme caution when
interpreting results from laboratory studies of mineral
dissolution when trying to understand processes occurring in
nature. In the laboratory, the reaction conditions are
closely monitored and the results obtained are applicable
only to mineral dissolution under that specific set of
conditions. In this study care was taken to ensure that no
appreciable concentration gradients were formed in the

reaction chambers, and that concentrations of dissolved

species in the sample chamber were kept well below




saturation. In contrast, chemical weathering in nature is a
very complex process involving many variables such as
changes in solutions (organic acids and ligands),
temperatures, biological activity and redox regimes, and
flow rates of solutions over a significantly longer period
of time. Formation of altered layers on naturally weathered
oligoclase surfaces and their detection by SIMS is the

subject of the following chapter.




CHAPTER 7

COMMENTS ON THE DISSOLUTION OF PLAGIOCLASE

IN NATURAL ENVIRONMENTS

7.1 Introduction

The introduction of many anthropogenic (as well as
naturally occurring) acids into the environment is becoming
a growing concern. In some cases these acids may be
neutralized by reactions with clay and/or feldspar minerals.
The breakdocwn of plagioclase is an important acid consuming
reaction. On the basis of congruent dissolution the
following reaction (anorthite end member) is observed:

CaAl$i 0, + 4 — Ca®™ + 2A1°"+ 25i0,aq) + 4HO
Whereas, if incongruent dissolution is the case and
kaolinite is the end-product, the next reaction is observed:

CaAl,SioO + 2H + HO — ca® + Al,Si 0_(OH),
Therefore, a better understanding of these reactions
occurring at the surface of plagioclase during dissolution
is necessary in order to evaluate the effects of acid
deposition in many environments. Many studies regarding the
kinetics of mineral dissolution under laboratory conditions
have been presented in the literature. More recently, most

efforts have concentrated on investigating the surfaces of
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both naturally and laboratory dissolved feldspar minerals
with various analytical techniques.

The previous chapter dealt with surface analysis
(SIMS, XPS, and SEM) of plagioclase reacted under laboratory
conditions. While the presence of some zone of alteration
has been established, laboratory dissolution studies using
different reaction conditions show differences in
composition and depth of alteration (see references 37, 42,
61, 72, and the previous chapter). Weathering in nature is
a complex process involving many different chemical
reactions as well as physical transport and erosion.
Therefore, the extension of laboratory studies to natural
environments must be done with extreme care.

In this chapter (and a previous publication41)
observations of leached layers on naturally weathered
oligoclase are presented. These observations are then
placed in context with those from chapter 6, and some of the

other recent surface studies of mineral dissolution.37’47'61

7.2 Experimental

7.2.1 Sample Preparation

The samples used for this study were donated by
D. Kirkwood and D. Borré (Department of Geology, U.W.0.).
These stones were collected from a thin, 10,000~year-old,
till deposited in the Plastic Lake Catchment, Ontario.

There is no abundance of clay minerals in this catchment.

Specimens containing many plagioclase (oligoclase




composition) grains were cut (2 x 2 x 1 cm) from these
stones, then rinsed with tap water for approximately 10
seconds and air-dried. No further cleaning of the sample

surfaces was done in an attempt to preserve as many

structures resulting from the alteration process as
possible. Samples for analysis contained only one weathered
face. Electron probe analysis of a sample oligoclase grain

is given in Table 7.2-1.

7.2.2 Surface Analysis

SIMS depth profiles were obtained using a CAMECA
IMS 3f secondary ion microscope. Instrumentation and
application of the CAMECA instrument have already been
discussed. The method of specimen isolation66'67 is an
excellent technigue for SIMS analysis of non-conductors
without the need for conductive (gold) surface coatings. It
is suspected that the use of a gold coating would lead to
confusing results when analyzing near the gold/plagioclase
interface. For this reason the method of specimen isolation
was used. The specimen isolation technique also served as a
form of kinetic energy filtering for the efficient removal
of molecular ions from the mass spectra.

For specimen analysis, a primary beam of mass
filtered '°0” ions at a net 15 to 16 kV and ~100 nA was
rastered over a 250 x 250 um area on the sample surface.

Secvndary ions were sampled from an area slightly greater

than 50 um well within the rastered area to reduce crater




Table 7.2-1

Composition of the oligoclase sample
from Plastic Lake Catchment as
determined by electron probe
analysis.*

Oligoclase
Nazo 9.32
Al O 22.60
23
SiO2 62.24
KZO 0.23
Ca0 4.46
TiO2 0.02
Cr O 0.14
23
FeO 0.11
MnO 0.11
Total 99. 23

* Wt. % oxides.

237




edge effects in the depth profiles. Under the above beam

conditions, a sputter rate of 1 to 2 A per second per 100 nA

was assumed. Sputter rate determinations are presented in

chapter 6. Weathered surfaces are in no way smooth, and it

is therefore acknowledged that these sputter rates may be in
error by as much as 50 $. This may lead to an uncertainty
of up to 50 $ for the estimated depths of the altered layers
observed.

SEM analysis was also conducted to ensure that the
weathered oligoclase faces were free of secondary products
and other fine particulate matter. An ISI DS130 scanning
electron microscope was used for this purpose. For SEM
analysis it is always necessary to use conductive surface
coatings (gold) for the analysis of non-conducting samples.
These gold coatings may interfere with the SIMS depth
profiles. For this reason, SEM analysis was always
performed after SIMS analysis. It was not possible to
ensure that the same grains were examined by each technique
(SEM and SIMS), and hence it was generally assumed that the
surfaces examined by SEM had not been exposed to the

destructive nature of the SIMS ion beam.

7.3 Results and Discussion

7.3.1 Evidence of an Altered Layer

A sample SEM photomicrograph of the weathered

oligoclase is shown in Figure 7.3-1. SEM observation shows

that many of the plagioclase surfaces are homogeneous and
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Figure 7.3-1
SEM photomicrograph of weathered oligoclase from the
Plastic Lake Catchment, Ontario. Note the presence of
etch pits and that the surface is fairly free of any
secondary precipitates and/or other matter that may

interfere with the SIMS analyses.
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free of significant amounts of particulate matter. Etch
pits from the weathering process are also abundant in the
SEM photomicrographs.

The raw SIMS data (before normalization) for the main
feldspar elements (sodium, calcium, aluminum, silicon, and
potassium) are presented in Figures 7.3-2 and 7.3-3 for
typical unweathered and weathered oligoclase faces
respectively. Unweathered oligoclase faces were obtained by
cutting a section through the samples.

For the unaltered surface, (Figure 7.3-2) the

23 39K in the unaltered material

enhanced signals for Na and
(Figure 7.3-2) were at first somewhat disturbing. 1Initial
enhancement of secondary ion production has been observed by

69 70 and is believed

other authors for sodium and potassiunm,
to be the result of charge induced migration. Thus, the
profiles for sodium and potassium are not represetative of
the real composition. The signals for a1, **si and “ca

are constant throughout the entire profile as would be
expected. It is also important to note that the ratio of
aluminum to silicon at the surface is identical (deviations
less than 3 %) to those from the interior.

In the profile obtained from the weathered face
(Figure 7.3-3) the counts for ?Ia1 and “ca are constant
while the counts for *°si are depleted at the surface and
then rise later in the profile. Although the ratio of
aluminum to silicon is quite different at the surface, it is

very similar to that of the unaltered sample during the last
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Figure 7.3-2
SIMS depth profile of a sectioned oligoclase grain
(assumed to be representative of an unleached surface)
from the Plastic Lake Catchment, Ontario. The observed

secondary ion intensity (counts) are plotted against time

of analysis for the following isotopes; *’Na, *'al, *si,

391(, and “ca.
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Figure 7.3-3
SIMS depth profile of a weathered oligoclase grain from
the Plastic Lake Catchment, Ontario (sample #3 in Figure
7.3-4). The observed secondary ion intensity (counts) are
plotted against time of analysis for the following

23

Na, Z'a1, *°

si, ¥k, and *ca.

isotopes:;
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few hundred seconds of the profile. In this profile, the
©Na and ¥k signals are no longer enhanced at the surface.
Since there is no obvious reason to assume that these
signals are not enhanced at the surface due to an artifact

of the instrument, it must be concluded that there is a net

reduction of the ®*Na and ¥k signals at the surface. These
data then suggest that at the surface, the concentrations of
such elements as sodium, potassium and silicon are lower
than from well within the bulk of the specimen.

These SIMS profiles (Figure 7.3-2 and 7.3-3) have
been normalized to reduce as many instrumental artifacts as
possible. Four depth profiles for #si relative to a1
that have been normalized are shown in Figure 7.3-4. The
normalization procedure involves referencing the “’si signal
to that for “Al. The YAl signal was constant throughout
all of the SIMS profiles (altered and unaltered samples) and
was therefore chosen as an internal reference. The data
from each weathered surface were also referenced to those
from the interior of the same grain in order to calculate
the difference in ion intensity between the weathered
surface and unweathered interior of each sample. This
normalization procedure is similar to that which is
described in detail in chapter 6. The time of sputtering in
the profile (abscissa) has been converted to depth of
analysis using the sputter rates presented above

(sub-section 7.2.2, and chapter 6). Again, the reader is

cautioned that the depth of analysis may be in error by as




nuch as 50 $ due to difficulties in determination of a
sputter rate for the weathered surfaces.

Figqure 7.3-4 shows only the silicon data normalized
to aluminum. The data for sodium, potassium and calcium are
not presented here. In all profiles, the 2"s;i/;""Al signals
from the weathered surfaces are low at the surface, and then
rise throughout the profile until the characteristic value
for the unaltered material (Figure 7.3-4) is attained. This
decrease in *®si/?’Al and the loss of sodium and potassium
near the surface (see Figures 7.3-2 and 7.3-3) have been
interpreted as arising from a zone of different composition.
It is suspected that this zone was formed during weathering
of the till.

Closer inspection of the profiles (Figure 7.3-4)
reveals a few interesting trends. Of the three weathered
samples presented, the change in secondary ion intensity
ranges anywhere from approximately 30 to 80 %, while the
depth of alteration varies somewhere between 300 and 800 A.
Also shown is that for the profile with the greatest
reduction in the ”s:’./”n signal at the surface (sample 3),
there is also the thickest layer of alteration. The
converse of this is also true. The profile with the least
reduction in the *®si/?al1 signal (sample 1) has the
thinnest layer of alteration. 1In all the weathered samples
analyzed (9 in total, 3 presented here), a relationship
between the amount of depletion in secondary ion signal and

depth of alteration is apparent. Therefore, it is strongly

47




Figure 7.3-4

Percentage change in the zaSi/nAl ratios versus the depth
of analysis for one unweathered and three weathered
oligoclase grains from the Plastic Lake Catchment,
Ontario. The normalization procedure used tc obtain the
‘”si/”hl ratios is given in chapter 6. Symbols: +, fresh

plagioclase; ¢, x, and *, three samples (1-3 respectively)

of weathered plagioclase.
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suggested that the various depths of alteration are indeed a
result of the extent of the reactions taking place during
weathering and not due to different rates of sputtering
between samples.

The oligoclase surfaces have been exposed to various
weathering processess for approximately 10,000 years.
Comparing the profiles from the weathered and unweathered

faces (see Figure 7.3-4), it is readily seen that a layer of

composition different from that of the parent material
exists on the weathered surfaces and not on the surfaces of
the unaltered material. It is therefore reasonable to
conclude that this altered zone is a result of weathering.
Furthermore, this altered zone is more than likely a direct
descendant of the plagioclase rather than the precipitation
of secondary products from solution. The reasoning behind
this is the lack of an abrupt change in the aluminum/silicon
ratio between the altered and unaltered zones in the depth
profiles (Figure 7.3-4). It should also be noted that
within the limits of the SEM instrument used, the presence
of crystalline precipitates was not observed. The
relationship between composition and depth of the altered
layer suggests; 1) that the altered zone originates from the
Plagioclase, and 2) that the process(es) responsible for the

depletion (leaching) of certain elements from the surface is

most effective at the mineral surface.
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7.3.2 Comparison With Laboratory Dissolution and Other

Recent Surface Studies

Depth profiling by SIMS has provided evidence for the
formation of an altered layer at the plagioclase/solution
interface of both naturally weathered (this chapter) and
laboratory dissolved (chapter 6) plagioclase minerals.
However, the nature of these altered layers is not
consistent within the two sets of specimens analyzed. The
layer formed on the .aturally weathered samples is depleted
in silicon and enriched (residually?) in aluminum, while the
layers grown in the laboratory are enriched (residually?) in
silicon and leached of aluminum. There is no reason to
discredi. either study. The results from laboratory
dissolution apply to a given set of conditions, while the
naturally weathered samples were exposed to an entirely
different (somewhat uncertain) set of conditions altogether.
The laboratory reactions may simply represent the initial
stages of dissolution in nature.

75 for the oxides of the constituent

Bond energy data
feldspar cations show that the weakest oxide bonds are for
sodium, calcium and aluminum, while the silicon-oxygen bond
is the strongest. 1If the initial rate of the release of
elements from the feldspar to solution is to some extent
dependent on the strenghts of the various bonds with oxygen,
then the formation of a layer depleted in sodium, calcium

and aluminum (residually enriched in silicon) is exactly

what is expected. This will only hold true if the




concentrations of dissolved species are well below
saturation. Thus, the results presented in chapter 6 for
the laboratory dissolution of plagioclase are consistent
with this theory. This relationship between bond strength

and rate of release is easily applied to aluminum and

silicon since they both reside in similar tetrahedral sites.
Although the sodium and calcium oxide bonds are the weakest,
extension of the above relationship is somewhat more
difficult since they are bound differently than silicon and
aluminum. Once this layer has begun to form, there is no
guestion that the elements released from the fresh,
unaltered plagioclase must diffuse through this layer, and
Fick’s first law of diffusion must hold. However, the
question still remains as to whether or not diffusion
through this leached layer is rate controlling in mineral
(plagioclase) dissolution. This is not obvious from the
depth profiles obtained.

It should also be added that this layer may not be
thermodynamically stable relative to other crystalline
phases. The suggestion has been made (M.F. Hochella Jr.,
personal communication) that these initial leached layers
formed in the laboratory may disappear with time once they
have been removed from the reactant solutions. Thus,
surface analysis should be done immediately following
removal of the specimen from solution (after drying of

course; i.e. the sample must be free of moisture before

being placed in any high or ultra high vacuum instrument).




As for the naturally weathered plagioclase, an
entirely different set of weathering conditions were
available during its 10,000 year history. The SIMS profiles
do not reveal any evidence of the initial formation of a
silicious residual layer. To assume that the aluminous
layer is derived from the parent plagioclase material is in
direct contradiction to the proposed relationship based on
bond strength data. However, if concentrations of dissolved
species are near saturation, which is highly probable in
nature, then the derivation of this aluminous layer from the
original plagioclase material is entirely possible. 1In
fact, since the solubility of aluminum is lower than that
for silicon, a layer residually enriched in aluminum should
form throughout the course of time. Thus, the laboratory
reaction conditions of this study may at best be
representative of the very initial stages of dissolution in
nature assuming no appreciable concentrations of dissolved
species were present.

The ideas presented above regarding the formation of
a leached layer are in accord with past data from the
solution chemistry of dissolution reactions. That is, the
formation of the leached layer may well be responsible for
the parabolic reaction kinetics observed. The recently

37,47,61

published surface analytical data also coincide with

this study. Although depth profiling was not possible in

3

the experiments reported by Hochella et al., 7 the surface

data presented show evidence for the formation of an altered



layer derived from the parent material. Results from depth
profiling studies by Mogk and Locke47 and Petit et a1.61
also show evidence for the formation of an altered layer on

the order of several hundreds of angstrons.

Using AES and depth profiling with an Ar' ion gun,
Mogk and Locke47 were able to show cation depleted layers
(residually enriched in aluminum) for naturally weathered
hornblende on the order of 1200 A. Their profiles show a
smooth progression in composition from the altered surface,
through the leached zone and into the bulk of the unaltered
mineral. Given these smooth profiles, they conclude that
the altered layer is a direct descendant of the parent
hornblende material, much like the case in this study. It
should also be noted that this hornblende sample was
collected from an area without an abundance of clay
minerals.

61

The data presented by Petit et al. support the

results of this thesis (obtained by SIMS) as well as those

presented by Mogk and Locke47

(obtained by AES). However,
the interpretation provided by Petit et a1.%? is altogether
different. Petit et al.®! used resonant nuclear reaction
analysis to depth profile hydrogen in reacted diopside.
This diopside was reacted in a solution of pH 2 for ~75
days. The depth of penetration of hydrogen was found to be

61

on the order of 1000 A. Petit et al. state that the

hydrogen is in the form of water, and that the majority of

this water is strongly bonded within pores in the mineral.




In a SIMS analysis of the same sample by Schott and Petit,72

the secondary ion intensity for the cations was reduced at
the surface. However, this reduction in secondary ion
intensity was not attributed to a cation depleted layer but
rather was assigned to an increase in the porosity of the
near surface region due to the introduction of water into
the lattice (the interpretation is given in reference 61,
while the SIMS results are from reference 72). However, for
this interpretation to be correct, the secondary ion signal
for all elements detected in the SIMS profiles must be
reduced at the surface, and the depth that this reduction in
signal is observed should be constant for all elements.

This was not observed in any of the SIMS profiles in either
of chapters 6 or 7. In the laboratory dissolution studies
the silicon signal was consistent throughout (see

Figure 6.3-3), while for the naturally weathered sample the
aluminum signal was observed to be consistent from the
surface, and well into the interior of the grain (see
Figure 7.3-3). It is for this reason that the
interpretation of Petit et a1.%! is not adopted for the

results in this study.

7.4 CONCLUSIONS

The main conclusion of this study (chapters 6 and 7)
and other recent studies is that altered layers presumably

derived from the parent material exist on surfaces of

weathered plagioclase (and other silicate) minerals. The




role of this layer in the dissolution process must now be

addressed. Future studies in mineral dissolution should

involve structural and better compositional characterization

of the altered zone. It should be certain that elements

released from the fresh plagioclase must diffuse through
this layer according to Fick’s first law of diffusion. At
present, diffusion coefficients for material passing through
this leached zone are not available. Whether or not
diffusion of the plagioclase components through this layer
control the rate of dissolution is yet to be determined. If
diffusion through this layer is the rate controlling step,
then the role of the layer is to inhibit dissolution and
protect the mineral from further breakdown.

The composition and depth of this layer was found to
be dependent upon the conditions present in the weathering
environment. Laboratory reactions in acidic (pH 3.5) and
near neutral (pH 5.7) solutions produced appreciable
differences in the amount of cation depletion and thickness
of the zone of alteration. More acidic conditions produced
thicker layers with greater amounts of depletion. The
constant flow reactors used for laboratory dissolution (with
a flow rate of ~300 mL per day) do not permit the
concentrations of the dissolved cations in solution to
approach saturation or the build-up of any appreciable
concentration gradients in solution. With these conditions

a silicious residual layer was produced at the surface. 1In

natural environments, it is more than likely that




as”?

significant concentration gradients were present at the
plagioclase/solution interface and that the concentrations
of certain species were often near saturation in the various
weathering solutions. An aluminous residual layer was
observed at the surface of oligoclase specimens from the
Plastic Lake Catchment.

The use of surface analytical equipment alone is not
sufficient for determining the presence of this layer. This
is obvious from the work of Petrovic et al.l? in which the
presence of this leached layer was overlooked due to a few
incorrect assumptions when interpreting the XPS data from
reacted feldspar minerals (see chapter 6). The use of depth
profiling techniques (SIMS, RNR and even AES with an Ar+ ion
gun) in conjuction with surface techniques (XPS and AES) has
been able to provide evidence for the formation of an
altered zone at mineral/solution interfaces during
dissolution. In this particular study, the application of
SIMS in conjunction with XPS and SEM has provided
substantial evidence that this altered layer does indeed
exist.

As a final remark, it is felt that the application of
the SIMS technique to analysis of trace elements in minerals
and studies in mineral dissolution has been explicitly

demonstrated.
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