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‘) S C; 3 : ~ Abstract

The corporate cash management problem has been addressed
extensively in the literature, Actual implementations,
however, are scarce, After discussion of the reasons for
these limited implementation successes with practising cas
managers, a Visual Interactive (VI) Modeling approach was
proposed. This approach attempted to integrate concepfts
from past VI Modeling applications, Decision Support
Systems (DSS), and "soft systems' theory. Visyal
Interactive Models (VIMs) have been credited by Operational
Researchers with a strong implementation focus, but a
general "methodology for building VIMs did not exist. This
thesis formalized. a development approach for VIMs and
evaluated the results based on a practising cash manager's

~problem, The resulting problem formulation and solution
alogrithms differed from other cash management models -in
the literature, and‘the form of the VIM that resulted from
this modeling approach differed from current applications.
The results suggest that the proposed VIM building approach
can derive an effective and  implementable model. Further,
this _ methodology offers " support for <complex problem
situations including those where no physical picture .0f the
system under study can be derived.
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:ﬂ' C; . V Abstract

The corporate cash management problem has been addressed
extensively in the literature. Actual implementiations,
however, are scarce. After discussion of the reasons for
these limited implementation successes with practising cas
mandgers, a Visual Interactive (VI) Modeling approach was
proposed. This approach attempted to integrate concepfts
from past VI Modeling applications, Decision Support s
Systems (DSS), and "soft systems' theory. Visual
Interactive Models (VIMs) have been credited by Operational
Researchers with a strong implementation focus, but a
general "methodology for building VIMs did not exist. This
thesis formalized. a development approach for VIMs and
evaluated the results based on a practising cash manager's
~problem. The Fesulting problem formulation and solution
alogrithms differed from other cash management models -in
the literature, and‘the form of the VIM that resulted from
this modeling approach differed from current applications.
The results suggest that the proposed VIM building approach
can derive an effective and; implementable model., Ffurther,
this _ methodology offers " support for <complex problem
situations including those where no physical picture .0f the
system under study can be derived.
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Chapter 1

. Introduction

9-

This thesis emerged from research into the utilization and’

effectiveness . of visual interactive (VI) modeling, a new

I3

v 4
Operational Resegrch (8R) problem solving -methodology.

. .
This methodology was applied to coApofate cash management;,

e . . .
. a problem area which effered a promi;\pg test site for j the

\ 3

evaluation of a .proposed visual interactive model building

-~
o . 2

\ approach,

\

N\
A

Th?s ‘thesjs made contributions {n threg general ;Feashlh
First, a novel me;hodo]bgy for . the, design . and
iéplemeﬁt;tion\ of wvisual ifteractive .modeis (VIMS) éhat
1ntégrated concept; from the literatures of VI odafodeling,
# Decision Support Systems (DSSs), ané 'soft systems' theory
. was proposed and tested. The second contributiof’~of" this

A Q

thesis was . in the design of the VIM itself. Previous
applications of1VIMs were pLimarjlghiconic g{thic models
(wherex a physical process was rep?esentad graphiéa]1y).
The cash management problem 1nyest1gatedhoffered a complex.
decision environment requiring rapidzgommunicafion of data
‘and difficult 1mp1e‘mentat,18n exper1er§s - fe&tures wh'i"ch

appear to point toward VI modeling as a useful problem

solving approach. There was, however, no physical process

-




‘ TN

- ' 2

™~

-

thch could be presented on a grapﬁics screen, and
therefore the VIM developed' for this thesis wused
representational 'éraphics ~exclusively. The third
contribution area was the deye]opment of a novel
formulation and solution of a coerporate cash management
préb]em. Thi¥ new formulation arose'thr0ugh investigation

of a practising corporate cash manager's problem situation.
g qﬁ

-

.

Visual interactive modeling is a novel modeling approach
which has been developed by Operational ’Research (OR)
professionals over the last ten years (ﬁyrrion, 1976; Bell,
1984). VI mode]iné makes us; of an dinteractive computer

. .
graphics epvironment to facilitate communication among the

modeler, the decision maker, and the model itse]f.‘ This
&;pgoach, .which saw many of‘ its initial successes in
d;ﬁamic-simulation models of physical systems (Fiddy et al,
1&81; Hollocks, 1981; Hurrion, 1976, 1978, 1980, 198i.a
1984; Hurrion and Secker, 19785; has been found valuable by

many modelers to analyze and represent complex problem

,énvirpnments (Bell et al, 1984; Lyons, 1983). Experience

4

with VI modeling, however, has dllustrated that the
underlying process involved in buil¥ing and utilizing this
typé of model requires a problem solving approach which

differs from traditional OR problem solving methodologies,

such as those outlined by Wagner (1969) or Buzacott (1982):

L 4



To utilize the unique benefits of VI modeling, then, a new
methodology needed to Dbe developed. The developers an®’
users of VIMs have, to a large extent, been practitioners
(Parker and Bell, 1983) w%ose objettive has been the
{%velopment of a‘modé1 for a specific problem environmsnt.

In this demand-pull evolution, practice has led theory.

™

fraditiona] OR modeling approaches have been under
continual review (for example, Buzacott, 1982; Checkland,
1981). New approaches, such as a 'systemic' method . of
addressing a problematic situatioq( have been proposed,
developed, and evaluated. App]ication successes haves been
realized frequently wutilizing VIMs (for efample, Lyons,
1.983; Hollocks, 1981;: Hurrion, 1981; Kaufman and Hanani,
1981), bdt at th? same time, research into the
effectiveness of computer érapﬁics as an aid forl\modelers
or to decision makers has provided ”éguivoca]" results
(Ives, 1982). i : ' *
Experdence with V]I modeling led to the proposal of a new
formal approach for problem solving using VIMs, where the
solutions to a problem could be mapped out prior to mode]

development. This approach was novel in that, rather than

4
concentrating upon problem definition as a first step

(Wagher; 1969) or upon model- development of a subset of the




~/

.

)

real wo@ problem (Buzacott,. 1982), the approach would
¢ - ,/' * ’

seek to determine what the solution to the problem would

look -like in a g’aphics—oriented environment, and fﬂZn

build the model to provide the needed §61utions. The first

major effect of such a %ode]ing approach would be ‘the“

development o; an implicit agreement between thevqug]er
and the problem owner very early on in the brob1gm so]Qing
process to ;grify‘that the problem being addressed was, -in
fact, a useful problem to solve. The second would be an
increased interaction level between the modeler and the
problem-owner throughout the modeling process so that

model-validation could be an ongoing, integral component of

the problem-solving process, - '

In this thesis this modeling approach is formalized and
applied to a‘comp1ex*prob1em environment to gain insight
into the effectiveness of the abproach in a real-waorlid

problem situation,

QeQelopment and Evaluation of a VIM for Cash Management ’

M
Commercial VI modeling packages were originally developed
in the United Kingdom to animate dynamic simulation
processes (Hurrion, 1976; Fiddy et a7, 1981), -but

applications other than simulation have also ‘been

successfully implemented (Chi and Hehnen,  1983; Lembérsky
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and Chi, 1983; Babin et al 1982; Ambroseibj and Ciriana,

19%3’. In order to eva]uaté the effectiveness of the

p¥oposed modeling approach, a newe application area was-:

sought where the problem environment was complex enough %0

offer a suitable test. . c

Corporate cash management is an area where OR has developed
a significant fheoretica1 ‘base, but very few reported
implementations exist (Dae]?enbacﬂ. 19758; Bell and Newson,

1982). The <corporate cash management problem is complex

(Bell and Newson, 1982), and involves ievera] decisions,

which must be made in a dynamic environment. After severél
1nte}vjews with cash management executives and a senior
banking official respbnsib]e for cgsh management programs,
it seemed that a VIM could provide the kind of support for
the decision process which practitioners were seeking. The
task was then to develop a VIM to support the <corporate
cash management function wutilizing the proposed novel

modeling methodology.

The objectives of this the;is were to present the proposed
prob]em‘so1ving methodology and to test it; usefulness as a
means to develop a modeling environment to support the cash
manager's decision process. In order to accomplish. this
objective, a specific <cash manager was selected who was

responsible for_a function complex enough tb both test this

.




6
approach and representative enough to offer generalizable
results for both corporate cash management modeling and for

the development of other VIMs.

Approach

-

Following site selegtion, an in-depth analxsis of a firm
;as.required in order to conduct the desired e{a1uation of
the proposea model building approach. It was expected that
the resulting model would differ somewhat from existing’
models, but that the probLem addressed‘by this model would
more closely repres}nt »fhe practising cash manager's.

s

probleh. e

¥

The steps involved required that the firm be selected early

on in the research, since managerial interaction was an
integral part of the model-building process. Upon
Belection of the research site, the first model building
phase commenced. This phase dinvolved the deve]opmént of
computer graphics which represented an acﬁéptab]e solution

format for the model, and thereby served to structure the

problem solving process.

The second research phase was the development of
inﬁg:actions to enable the computer generated graphics'to

support the cash manager's enquiries and requirements. The



expectéd result’ o} this modeling endeavor was an
interactive- model. whe}e a series of decisions derived
through optimization of some objective %ungt1op would be
presented to the ‘manager, but externalities to this
structured formu]atign could be added jnto the model b§ the
decision ‘maker. In this approach, the propésed model would
" be designed to support the decision >makef rather than

automate some aspect of his function.

’
-

After the graphic% and the interactions were developed, the

next phase would be the development of the algorithms

' -~
required to accomplish the opgjmization within the package.

At this point, the required managerial '1nteraction is
minimized, but the graphics display the behavior of the
model and becoae. an integral part of the va]idati;n
process., The ‘fingl research‘ phase ‘wés,d%\@ collection.
This approach consequén%1; contained a risk of developing a
‘model which . required data that was wunavailable. If this
occurred, however,~ decisi;ns‘\ could be: made between
modifications to the model to use on!y available data, or
to attempt to cohlect the needed datq. This’tradeoff,
however, provides additional information to the decision

maker about the process under study. The steps of the

approach are formally outlined in Exhibit 1, Chapter 4,

. ¢ -

>

»

The final phase in this thesis was-evaluation of the VIM.
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This evaluation involved compd»isons of past, manual

. Y .
decision makdng procedures to pre11q1nary decjsions

provided by the model. The model's "decisiols," however,

were based on a narrow view of the problem, and it was
expegted that they w6L1d be modified by the decision ﬁgker
to account for externalities which the model did not
consider. Still, it was. expected that the model could-

-,

reduce total costs levied against the account after “the

interactive a83ustments. This expectation was based on the’
changedl nature. of the decision making process Qgth'the us;
of the model, First, the cash manager had a starfq;g set of

decisions from whiéh .to determine  his actda] decisionsi
about the cash mahagement pr?cess.' This saved time in both

developing forecasts and in manually developing a feésibTe

solution from wh{ch to judge alternative courses of.action.

Second, the model offered an interactive énvironmént where

several alternatives could quickly be considered without

manually performing a seriés of tédious. repetitive-
calculations,

In summary, this thesis represents a model building

exercise utilizing a novel problem solving methodology, and

offers insight into the process and advantages of using' VI

modeling to provide decision Ssupport in a comp]eg.

managerial decision environment,




Chapter 2

The Corporate Cash Management Problem

The corporate cash management problem has been modeled

extensively 1in the literature with limited implementation

-
-

success. These cash management models (discussed in detail
in Chapter 3) have incorporated various mode]ing‘techniques
and assumpticons, The practising Canadian cash manager
faces a complex, ‘dynamic problem environment with time-
constrained deciéion making requirements. The corporate
cash ' management problem to bg addressed in this thesis is
outlined in this chapter, followed in Chapter 3 by . K other

researchers' problem definitions and solution approaches.

I4

Cash fMmanagement, as praétised in major corporations
involves: (i) gathering and interpretation of accounting
information to determine the current status of the cash
account, (ii) forecasting inflows and outf]ows to the

firm's cash account over some decngion horizon, and (iii) a
decision making function: trading a reserve of cash in the
<

firm's account against investment 1in interest earning

instruments (Bell and Newson, 1982), »

s

A cash manager makes four .basic types of decisions: (1)
when <cash 1is to be injected into the account, (ii) when

cash is to be withdrawn from the account and released to
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>

. PO
the finance function, (iii) when cash from the account can
be temporarily invested - in interest ,earning assets and

-

_1atgr returned to the account, and (iv) when to change the
cash management monitoring and decision making process
responding to the dynamic natur® of the cash forecasts.

To focus this research,’ the following terms are introduced:

Cash Forecastiﬁg is the projection of cash inflows and
- -

outflows from the firm'séfash accounts before a]]owance for

the cash management’decision variab]es.‘ Cash forecasts may
‘bg dependent wupon managerial action: if, for example,
aétion is taken to expedite the receipts of certain
réceivab]es. phen a nw% cash forecast must be derived which
incorporates the results of these aétions.

.

Cash_Management is used to include both cash forecasting

and managing the decision vafiab1es directly related to the
cash account. ,This task requires the estimation and
‘monitoring of stochastic elements (such as time lags for
receipt o;‘ pgérents and cheque <clearings) and the
management of controllable elements (such as disbursements -
and the term df short-term investments). The relationship
between the -“stochastic and controllable elements is

complex: if, .for example, an unanticipated need for funds

o



1

ardsé,_ﬁa receivable (normally a stochastic element) may be
exped;ted thrOugh’ q telephone codfbrsatioﬁ with a‘reguﬁar
custo;ér “(theréby becoﬁing a controllable element).
A]fernati%e]y. a cash .need could be met by delaying a
disbufseﬁeht; p@rﬁ}ps ho}ding a2 large cheque out of. the

- v

mail,

Through mechanisms 5uéh.as those mentioned above, the cash
forecasting process is~managéa by imﬁﬁeménting; changes to
the cash flow? ﬁ;ojegfjdns that arey determined to be
possible. The\eVaiuafﬁon’process involves determination of

v

which of these options is fe sible, and what the effect

would be of séfecting “rom each of these options. Cash

.

management includes the evaluation of, and selection from,

these feasible options.

‘ l M
An option for a cash .manager is the investmeht of funds

from the cash account into short-term securities (such as

negotiable bank instruments). Short-term is interpreted in
-

this thesis to be a maximum of 30 days. Beyond this short-

“term horizon, $nvesiménts a}e assumed ‘to be dealt with by

the finance function of the company, which 1is generally

distinct from the cash management function.

A ) s
Long-Term Financial ‘Management excludes those functions

¢
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denoteg as "cash management" above, and refers to the
*functio\ ustally termedk-"finance.é In this thesis, khe
finance departmeﬁt wi]k be considered a separate entity and
will be assumed to be a source or destination of funds
exierna] to the cash management system. This corresponds
.to the éommon situation in a major corporation, where cash
management T s generally a function of the t;ea5ury
deparﬁment. while the finance department evaluates longer
‘term capital investments (Bell and Newson, 1982), These
functions interact throdgh the maturing and aéquisit*on of

long-term instruments only insofar as they transfer through

a cash account,

2
-

The cash management function is concerned with minimizing
bank fees, transaction costs, and the cost.of short—terﬁ
debt. These costs ma& be offset byiknvestment in a short-
term portfolio, while the reserves in the cash account have
value in keep1ng'the risk of exhausting immediate credit

¢

sources at an acceptable level, /
. / .
“In addition, cash managsment has a longer term dimension
) that includes the negotiation of banking arrangements, for®
J//-v’t:D example: an average compensating balance in lieu of fees,
' Snd the mon1t5§1ng and manipulation of the ;ash forecasting

procedures,
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Modeling support for this decision environment must be both
interactive and flexible. The dynamic nature of the
problem demands a modeling system which provide§ aid in fge
analysis of the formal (or structured) elements of this
process, but allows managerial interven®ion with the
;arameters of the model. The structured elements of the
cash management process are amenable to formal algorithms
‘and computerization since they require many repetitive

calculations which <canmn be prespecified. The combination

and selection from among these options, however, requires

managerial intervention with a model, since there are many
‘contingencies in the cash management process which require

expert judgement.

Potential Support for the Cash Management Function
AN

v -
The pracfising cash maaager faces a dynamic, often ill-
defined, multicriteria decision situation. “Interviews with
y
several managers suggested that their problem solving (or
de;ision making)‘approaches Qere ﬁeuristic as a result of
the rapidly changing decision making environment. The idea

of a combuter—based decision support system was genera]ly

-
met with favour; but some doubts were expressed: the

A
timeliness of information required, the need to only speénd
- . ! ’

Y
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small amounts of time dealing with a model, and the
necessity forgan ability £o pose "what if" iype queries,
Typically, .no more than a few minutes 3t a time on an ad
hoc basis were.available for decision making, although more
time was available for the forecasting or evaluative stages
of the task, ATHe'cash managerk'intervieyed commonly sbent
more than an hour per day on forecasting and eVaﬁuation.

and suggested that this was one of the critical «components

-

of their managerial task.

The Concept of Decision Support Systems (DSSs)

DSSs are interactive computer-based. systems to assist ;
manager in arriving-at solutions to a loosely structured
set of problemé (See, for example, Ke;n and Sco}t Morton,
1978). A structured decision is repetitive, fully
quantifiable, <can be coﬁpiete]y anticipat;d. ana is often
referred to as "prog:amme&;" but most managerial decisions
have certain elements which ’ réquifg intuition and
judgement, Keen and Scott Morton (1978) Sugg;st. "The
methodology wused to develop a DSS is té‘work mainly from

the manager's perspective and accept his br her dmplicit
definition of which components must be\left to personal
judgement." (Op. Cit.). DSS. can support the manager

“through a model of the structured elements of the problem

7
d »h
? f

Ca
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~
° ’

environment, and can ar0v1de a frameﬁork for the manager £o
analyze various decision opt192§,~ The DSS'; appro;ch
recognizes that certain types of problems cannot be solved
or supported by predefined algorithms, but can be attacked

fhréugh the provisfon of flexible models. Keen outlined a

o

specific focus of a DSS by stating that: "None of them give
"the' answer but they respect the primacy of managerial

judgement." (Kegn, 3980).

.
M

Sprague and Carlson (1982) identify the components of DSS

as a "dialﬁgué component,"” a "data bage," and .a "model

base."”" Similarly, .a VIM is composed of a command structure

and graphics which serve as the dialogue, or interface,

v

component, with underlying data. and model bases programmed

into the model. Through thi{i structure, a VIM Could
. . N

support the ,cash managment problem by providing forecasts

and corresponding decision scenarios * based upen

algorithmically derived options. These scenarios could

then be manipulated by the decision maker.to arrive at a
, !

planning solution over the decision horizon.

- 4

Tpe cash mandgement problem 1s‘particu1ar1y difficult to

’

capture Qﬁing formal optﬁﬁizat1on tethniqueé (although many

authors havefdttémpted this uéing a version of  the "cash
|

management" problem -- see Chabt#r 3). A quantifiable

l
|
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'6bjeftive can readily be assumed based on cost qnd interest
rate parameters, but it is complex to_ model all the
tradeoffs that must be examined and. considered by the
practis/ing .cash manager, Possible tradeo?fs include:
differing cost structures at .alternative banks (also
'dependenf upon the abi]ity of the firm's management to
negotiate which is, in part, a function 5)f thedir
informatiog base), differing interest rates fo# available
term 1n$t}uments. apd the downside risk associated with
scasﬁ forecasts. This risk can result from either forécasf
.error, particularly an unde}estimate of inflows, or from
‘unanticipated obtf]ows. ' oL I 7 S

. .

A gésh management decision support system, therefore,
promises to -be a useful problem solving methodology with
the’fb]]owing‘three advantages: the ability 5 support a
‘sémi-structured decision_prote§s; the ability to‘provide an
effective interface between the decision maker and the
modg]; and fhe’pbi1ity to rapidly communicate the outcomes
of .alternative strategies. 'The latter ’advan;age can be
further exp1oitea throggh the use of a visual ﬁnteractiye

mode]. ‘ - ' Y

-
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Visual Infe'r'actjve_ﬂodelingq i

VI modeling is a relatively new technique, developed in the

United Kingdom, that merges theLpower of computer graphic
¢
communication with an operational research (OR) - model. VI
modeling was developed by .operational research
< .

practitioners who perceived a need for better communication

between model and user (Donovan et al, 1969; Sulonen, 1972;

Sohnle,* 1973:; Hurrion, 1976). The current state of the arﬁ e
in VITmodeling involves modeling physical systems, such as
assembly lines (Fiddy et al, 1981; Hollocks, 1983).' or a
transportation network (Fiddy et al, 1981; ‘Babin et al,

1982). A visual model rapidfy communicates overall status

indicators of the modeled environment, and aids
“ﬁ ] understanding of the workings of a complex model for non-
technical wusers. "The power of VIPS (Visual Interactive

Problem Solving) as a decision-making tool comes from the.

confidence 1in the model that grows as the manager sees the

model confirm his understanding of the real system" (Be]]
/et al, 1983). ' . . :
4 , .

. ~

f

VI modeling has bgen described as a DSS-Tike technique,
where VI modelers model cohp1ex and often fuzzy problem
_situations "(Bell, 1983). DSS, however, has evolved
primarily from MIS (Keen»and Scott Mortdn. j978; Sprague
and Carlson, 1982; Parker, 1983),. while VI modeling has

¢
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been largely developed bi OR practitioners (Bell, " 1984).
‘Some OR practitioners have disputed the domaig of DSS
(Naylor, 198&) and suggested that they "... use techhiques
such as computer. simultation, heuristic programming, and
artificial intelligence Fto analyze and solve uns?ructured
problems." (Op. Cit.), ’ but both disciplines offer
contributions toward guﬁporting cpmp]ex decision making
processes. The approach outlined in this thesfs merges
fhese two developmegts. and offers a pr$b1em solving
approach }khich emplays the suggested benefits 6% vi-
" modeling in . a complex, Toosely structured Hecision
s,ituation.

Checkland (1981) suggested that many '"hard systems"

approaches fail aséa result of the ?soétheés" of the real
world "human activity Systeﬁ" being modeled. This
complexity could help exp]ain.the lack of implementation’
success of cash managememt modeling appreaches from the
11ter?ture. The cash management problem has primarily been
addressed by OR modelers as a hard systems problem. An
k/ objective funtion was, defined and &a solution technique

developed-to deal with this specific objective.‘.DSSs of fer

a different focus to problem resolution which may be more

suitable for etHe practising cash -manager's problem. The
complexities and rapid’ information communication

requirements between a ‘modgl *to suppaort corporate cash
. \

»



management and the decision maker led to
that . VIM, developed as a specific DSS,
v ’ . v

most benefit to a practising cash manager.

.
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may provide the




Chapter 3:

Cash Management,
Visual Interactive Modeling,
OR Methodologfies,

N
And Decision Support Systems

The work in this thesis draws on previous work 1in three
areas: cash management modeling, visual interactive (VI)

modeling, and decision support.-systems (DSS).

CASH MANAGEMENT MODELING APPROACHES

Cash is often considered in the Operational Research (0OR)
literature as an inventory item, which stems from the
appeal of applying inventory mode]iﬁg approaches to a
simple cash management problem. This appeal is the result
of the apparent simi]aéity petween the cost e]emen@s
involved 1in the <cash managément and inventory management
processes: there is an opportunity cost of ho1diﬁg cash
(lost interest revenue), a <cost of being short (credit
charges), and a cost of ordering <cash (transfer <costs)

which may be fixed, variable, or both. In order to model

the cash account as a classical inventory problem, however,
restrictive assumptions must be made. Several formd]ations

have appeared in the literature, where the simp]ifying

assumptions _typically involve the objective function (such

20 \
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as the minimizatién of transfer costs traded off against
lost interest revenue: Baumol, 1959; Beranek, 1963; Arcﬁer,
1966; Girgis, 1968; Miller and Orr, 1966; Stone, 1972;
Robichek et al, 1965; Orglér, 1970; Hausman and Sanchez-
Bell, 1975), the '"demand" function (inflow or outflow of
cash through the account), the issue of controllability of
this demand by the decisi&n maker,fﬂand the independence of
events across periods, particularly receipts and
disbursements,
The idea of<\modeling cash ;s an dinventory item was
introduced by Baumol in 1959. Baumol's simple model was of
a cash disbursement account where disbursements occurred as
a steady stream and balancing inflows were either from a
bank loan or the liquidation of an investment, Inve;tments
4;ere held at a constant.average interest rate, and there
was a fixed fee for each traﬁsfer to the <cash account.
‘Given these problem parameters, Baumol -~dérived a cost-
minimizing orde} quantity through an economic order
quantity ‘(EOO) model. In the optim;1 solution, transfér
cos&s were traded fo against the opportunity cost of
prematurely removing cash from the interest bearing
tnvestments.' Subsequent extensionsﬂof this model included
allowing receipts during a period, and including a
proportional comboneng (variable cost) 1in the broker;ge

fee.
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Commenting upon the 'aﬁplicaQ11i§x of the‘EOQ derivation,
Baumol proposed that it: "is only a suggestive .
overs%mp]ification. if for no other reason, because of the
rationality assumption (i.e. the objective function)
employed 1in 1its derivation. Ipn addition, the model is
static.”" (Baumol, 1959). His model was, howévef. a

starting point from a discussion of the demand for cash by

firms and served as a foundation for further research.

Beranek (1963) also argued that cash management could be
supported through inventory modeling techniques. He
1den£1f1ed diffexences - between the <cash management and
inventory maniigwéRé problems by sugg;sting: "There is a
critical distifiction between the two problems: in the
inventory pf€b1em it is the drain on inventory - i.e., the

outflow from the reservoir - which usually occurs at random

~while the inflow of units to add to the stock of goods is

controllable. In the cash balance problem these conditions

are revergedi\ the cash i %677?;/1argely random while the
drain is contréRTab]e. Indeedl in more elaborate models we
can even regard the drain as a random variable." (Beranek,
1963). Beranek expanded the inventory modeling approach to
include shortage coéts. but rather than d;fining them as
the (expensive) cost of utilizing standby credit lines from

the bank, he suggested: "the <entral elements of the




A

23

'short' cost are (a) amount of cash discount foregone and
(b) deterioration of <credit rating." (op. <cit.). This
definition of the "short cost"” referenced a compensating
balance requirement to offset bank <charges, and Beranek
suggested that a zero balance was often a credible minimum

L4

for the cash account.

In extending the model to a multi-period case, .Beranek
accommog;ted inter-period dependencies in the decision
variables as a result of nonzero transacta#on costs, but the
random elements of cash flow were considered independent
across periods. The result of both model formﬁ]ations was
an EOQ for adjustments to the <cash account; <cash was
assum;d to be generated either from the ]1§u{dation of

investments or from borrowing. Varying inter-term interest

yields, however, were not incorporated into the analysis.

Archer (1966) followed Baumol's inventory approach, but
[ 3
considered the cash management problem as a prob]em of

safety stock determination. In comparing the approaches,

" Archer argued: "This paper tends to be more operational

than the Baumol or Beranek presentations and hence tends

perhaps to lose some of the sophistication of the more

B

theoretical models; it attempts to present a reasonably

operational method for providing for <cash balances for

transactions and precautionary purposes.” (Archer, 1966).
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Arcper's model also included the first acknowledgement that
the cash management problem <could include the risk
preferences of fhg decision maker, Archer's model
emphasiiés the precautionary demand for cash resulting from
the lack of synchronization between receipts and
expenditures and for the speculative elements of cash flow,
such as“uncertainty in forecasts or fluctuating prices of a
commodity to be acquired by the firm,
-

The approach taken by Archer involved evaluation of the
cash balance random variable, and determination of a safety
stock of cash as a function of the firm's willingness to

accept a probability of "stockout.” The model assumed a

planning period of one month, but could be modified for any

relevant horizon. .
. . fa

‘Girgis (1968) extended the development of inventory
modeﬁing approaches to support the cash management problem
by‘concentrating solely upon cash outflows through analysis
of "a chequtig account. The three cost functions considered
were the prortunity cost of a positive non-interest
“ . .
bearing balance (holding cost), a shortage cost (standby
credit «charges), and transfer. costs (from <converting

marketable securities).

Assuming "...that the net expenses in successive periods

.
’

+
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are independent identically distributed continuous random
"

variables..." (Girgis, 1968), an optimal policy model was

developed for an n-period horizon. The -decision variable

was the amount to be injected into or withdrawn from the -

chequing account at the start of each period,
;

.

Miller and Orr's (1966) <cash “management model extended
Baumol's work. They agreed with Baémol's basic formulation
fer "a cash account which grew or déc]ined at- a.steady rate
(e.g. ‘"salary-earning househo]ds"). but suggested that
BaumoT's model "is much iess satigfactory, both from the
positive qnd normative points - J# ‘view when appTied to

business firms ..." 'They proposed that a cash management

i N ‘
model for firms would have to be able +to accomodate both
Qgsitive and negative drift to ﬁbpe with uneven cash flows

over time.

Miller and Orr assumed:
i a two-asset setting (cash ang "an interest-bearing
instrument),
. 3 .
41: that transfers can be made at any time,

S

iii; a zero lead time for realization bf transfers,

»
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.

ivs that there is an absolute minimum cash balance of zero

(or some prespecified value), )
) . |
I /
v: that cash balances are generated by a stationary

N ~.
random walk, <characterized by a sequence of (e.sg.

hourly) independent Bernoulli trials,

/

vi: fixed, symmetrical transaction costs. “
I a
The Miller and Orr objective function was: "the firm seeks

to minimize the long-run average cost of managing the cash

balance under some 'policy of simple form. Based on Fhese
premises, Miller 4and Orr developed a control-limit (h,2)
model, where the <cash balance was returned to some
intermediate level (z) 1if it reached either the minim;m

bound (zero), or a derived upper bound (h). The model was

also extended to account for non-zero drift.

Commenting upon the applicability of their model, Mi]]er
and Orr consider such cbmplexities as asymmetrical trénsfer
costs, and suggest that: "Such variations will certainly
lead to more complicated confro] rules and <change other
matters of detail, but the general qualitative picture is
unlikely to be much altered as long as‘the basic framework
is maintained."” Further, their assumption of the cash

balance generating function "can. hardly be defended as
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being literally descriptive.. The size and timjng of m;n}
of the important indiwidual tréns3ctions comprising the
cagh flow are under the direct control of management (e.g.,
dividend = payments). Other transactions are the
fulfillments of past commitments (such as payments on trade
accounts or tax paiments). Even where fgenuiﬁ@]y random
changes do occur they are wusually supefimposed on some
systematic and at 1eqét partially foreqastab]e movements
(e.g., payroll disbursements)." The Miller and Orr model
was the first of several portfolio models to be introduced
from the financial management iiterature.
Stone (1972) extended the Baumol and the Miller and »Orr
models to incorporate other impor&ant aspects of cash
management into a general modeling framework. He suggested
that: "... a firm's net daily cash flow s Tumpy,
discontinuous, and' partially known (forecastable) and

' The novel contribution of

partially unknown (stochastic).'
Stone's framework. was the incorporation of iook—ahqad

heuristics to accommodate both the maturity of short-term

investments and other controllable adjustments to the cash

account. The opportunity cost of excess funds above an
average compensating balance, however, was ignored in this
formulation by the assuﬁption that: "... if at any t?ﬁ% the
firm maintains excéssive balances, 1t can generally apply

P

these balances to another period.," 3

3
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.4 .
management problem as a more general resource allocation

problem. From this poipt of view, they proposed é linear
programming (LP) solution approach. This spproach required
several assumptions, most noteébly: deterministfc inflows
and outflows, and deterministic <costs of all financial

alternatives. Transfer costs were not considered, but

'
L

their model did include various managgment options (e.g.

pledging accounts receivable versus extending a term Jloan

as a source of cash), and the resulting model minimized.

interest ckarges levied against the short-term portfolio.

A significant contribution of this model was the not%on,of‘

shadow costs-and sensitivity analysis: "Management may wish

to cpoose a non-optimal solutjon because of some factor not

included in the model." The authors proposed to cobe with

uncertainty by optimization of the expected monetary value

(EMV) of the, stochastic cost elements, and wused multiple

runs to derive a series of scenarios for sensitivity

] ) d
analysis to permit the consideration of risk.

Calman (1968) also viewed the cash managemeﬁt problem as

one in which LP- could be sucggssfully employed, but

concentrated attehtion on funds flow 1dinto a  centralized

clearing account. This approach was effective for the

evaluation of certain aspects of American banking, whe}e

¢

L]

Robichek, Teichroew ‘ﬁﬁd \Jones (1965) viewed the cash"
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.previous models by modeling wunev
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such facilities as lock-boxes compensate.f8? the logistical

cheque-processing problem., This approach, however, has’

limited Canadian application due to Caﬁada's different

banking structure,

Orgler, (1970) oproposed an LP formulation’ of -the cash

management function which stretched the planning horizon

)

- 5 I )
and reduced the discrete numb:zrof periods evaluated in

time p;riodé.: Orgler
" .. maximizes the horizon value of net revenues from the
cash gudget err the entire planning period.” . Average
cémpensatiﬁg balance requirgments were 1ncbrporated as a

minimum required balance, and both fixed and 'Varjqb]e
transaction  costs could be incorporated into the

-

formulation. As in the. Robichek et al. mode].y)the input

parameters, including forecasts,’ were assumed to be
deterministic but the “limitation of %his .major assumption
was contested bye arguing: ... the importance of

-

uncertaintx in cash management model's decision is

'relatively small 'due,. primarily, to »their short-range

nature," ' ) ‘ -

-
. 2 a
]

The cash mpnagément:pnpblem can be viewed as ) dynamic
“‘allocation ,prﬂb]em. and several dynamic programming {DP)
N T :

formulations have appeared in the ,11térqture; Daellenbach

and Archer (1969) proposed a $odgﬂ with €imilar objectives

i

-~ ‘ * .
-

-

/
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to Archer's earlier formulation (Archer, 1966) to determjne
&15

an opiimaT cash balance for a bank, and suggested that t

"

form of model ‘could be adapted to any organization."

Daellenbach and Archer assume independent, identically

*distributed cash flows, and include a minimum acceptable

probability of stockout as the primary managerial input
parameter.  The model, which incorporates variable

transaction «costs, e us is formulated as a dynamic

programming problem minimiéing the sum of -the variable

“transaction costs, interest cost on borrowings less returns

on Tfeasury bill holdings." ¢ ’ -

-
n

Hausman and, Saﬁchez—Be11 (1975) formulated a similar DP

mpde]. agajn with cash-flows assumed toﬂ be 1ﬂdependeqt,
indentically fdistribufed random variables. fhef# model,
thevéru. ‘1ncorporated an average compensating' ba]énce
requirement, and explicitly allowed both fixed aﬁd’variab]e
transaction costs. They compared the results of the model

£

to a two-sided (s,S) policy from a samplte data base, and

found significant cost improvement (18%Z) from their

formulation. In their concluding remarks, the authors

acknowledged that »".,, the corporate officer responsible

for gash and ea?ning asset transfers felt that major

s . < R .

1nf1gences on cash flows - were known to him through his
‘; - ,1 I3 !

general business experience. The current research has not

2

shed light on the question of whetKHer the latter factor can

Fl
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in fact. dominate the actual results of a cash balance

problem,"

In examining the <complexities  of the overall cash
management problem, - Homonoff and Mullins (1975) suggested

that a simulation model might prove the most useful:

»
s

"The simulation approach does not guarantee optimal
results, Howéver, it is flexible enough to include many
real-world characteristics of 1liquidity mandgement which
cannot be incorporated into an analytical approach, It
allows the .manager's judgements and’ aSsumptions to be
reflected 1in the model, and strategies for improving on
performance of ‘the.simpler*Miller-Orr model can be tested.
The interaction of the manager apnd the model in determining
the best values for the decision variables (h,z,etc.) gives
the manager an intimate knowledge of the nature of the cash
management problem." ) .

In gvﬂﬁhﬁling the research undertaken in working capital
management, Knight (1972) suggested that: "Because of the
uncertainties and complex interrelationships involved,
analysis and optimization must give place to simulation and

" He went on to conclude -that: "The role of

satisficing.
optimization 3} thus reduced to its use in supplementary
studies outside the simulation ., or budget model (1) fof
suboptimizing purposes, (2) to develop or modify &he model,

or (3) for guidance in the final 'satisficing' judgement,"

One of the few reported implementations of a formal cash
management modeling framework was developed by Couturier

(1973);; He demonstrated that a systematic decision making

4
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process based upon ‘é heuristic could s?ow significant
improvement over a practising manager's performance. He
aiso showed that a model which 1ncorp6raxed a more complex
description of the cash management p}ocess could outpefform
a simpler analytic framework (the comparison was against
the Miller and Orr contro]—limif model). Using a semi-
variance statistic, (Markowitz, 1959) to account solely for
“downside  risk, Couturier's mode) ’incorporated projected
inflows and outflows based on such parameters as sales and
purchase f&recasts (accounting for eswpected lags for cash
realization based upon customer and supplier performance),
and developed an optimal daily accsunt activity plan for a

.

one-year horizon,

{
-

The OR literature on thé corporate cash management function
acknowledges T its complexity and“‘suggests that it s
difficult to provide effective modeling support. Many
authors tfurther acknowledge the difficulty of model
development to accommodate and incorporate the expertise of
a practicing cash manag;rl VI modeling is a re]ativel& new
modeling apprpach which includes the p&tentia1 to deal with

complexities of this type.

VISUAL INTERACTIVE MODELING IN OPERATIONAL RESEARCH

-

Computer graph1c§ have become a common tool for< the
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communication of <certain types of data. Empirical or
derived frequency distributions, transportation networks,
and p;oporgions of a population are commonly presented
graphically. Managers viewing such presentations are very
familiar with this medium., A different form of graphic
application has been evolving since.1976 in'the field of
operational research (OR), and has the potential to have a

powerful dimpact upon certain types of OR modebing. This

technfque, known as visual interactive (VI) modeling,
% N e ~ R .

combines , the beneftts of graphic communication, an
. T .

interactive computing environment, and a mathematical

model.

The roots of VI modeling stem from research into the use of
graphic presentations to communicate status indicators in
OR modeling. Visual® interactive PERT/CPM, location
select&on. and routing models were devé]oped in the mid
1970's (Bowen”et al, 1978; Donovan et al, 1969; Garbini et

al, 1983: Hurrioh,. 1976; Palme, 1977). Developments in

visual interactive simulation started in the'Unifed Kingdom-

prior to 1976, and the technique rapidly evolved “as
pracdtitioners further developed technical support packages

for more general visual modeling.

-« -

~
g

3£i
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Visual Interactive Simulation (VIS)

VIS 1is an interactive computer simulation technique that
includes three basic elements: a Monte Carlo simulation
modeling language, a graphics interface, and an interactiog
module. As a simulation runs on a host computer (which can
be a time-sharing mainframe or a devoted microcomputer), a
"smart" graphics termina; communicates with the host and
displays statul indicators of the simulated system's
progress’ion .through time. The model may run in .real time
o; at an~Lacce1erated }ime_ scale, depending upon the
Crequirements of the end—u;gr. The interaction module
allows the experimeqter/observer to change parameters pf
the systém.  or to c;f1 up summary statistfcs at any point
during the model run.w"The basic philosophy of the approach
is that a decision maker/manager will be able to watch a
simulation model of his'problem situation develop through
time. The d%ci;ion-maker can watch' the progress of the
model and can himse]fhcoqtribute to the validation of that
model. Hermcey he will have more confidence in its use,

/

because of his own participation."”

(Hurrion and Secker,

1978) .
,

The effectiveness of VIS for physical Systemé modeling can

be highlighted through a review of practitioner involvement

»

L4
’
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in the development of the techhique. | VIS was first
proposed to suppo proqyction p];nnihg simulation models
by R.H. Hurriof in a Ph;D{ thesis in 1976 (Hurrion, 1976).
British:keyland‘was. at the time, qging computer simulation
to evaluate alternative designs for an assembly plant for a
new automobile. Recognizinglthe potential bene%its of the
new]y-propoééd technique, British Leyland set out to
develop an application ‘package to ‘support their design
project and Qonstructed'a series of FORTRAN subroétines to
drive an intelligent graphics terminal., BL'Systems, the OR
consulting arm. of the corporation, subsequentiy offered
khese routines as a commercial ;ackage called "SEE;NHY."
(Fiddy et al, 1981). .o ’ -
At about the s%me time, British Steel Corporation developed
a series of subroutines td graphically enhance their in-
house developed FORThAN—based simulation language (FORSS),
and their OR consu]ting'gfoup. Busine;s Science Computing,
now markets the product ynder the names FORSSIGHT in Europe
and WITNESS in North America (Hollocks, ,1983)' By- 1982
there wele claimed to be over 100 installations Jt_gﬁpse
two produc£s throughout the United Kingdom (BL Systems.
1984).

OPTIK, the third commercial VI modeling product, was.

developed by the independent firm of Insight International
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Ltd. in the Unigéd Kingdom. This product was the first to
extend the capability of a commerci91 VI modeling package
through a family of related products. OPTIK11 1is a VIS
packaée'which competes directly with SEE-WHY and FbRSSIGHT,
'-but it 1is an extension of OPTIK1, a graphics modeling
language that allows a modeler to develop VIMs without .the
time dependeﬁt’ orientation %f a simylation language. A

third product, OPTIK2, is.a relational data base.

Other visual interactive simulation models have Bppeared in
North America (Kaufman"anq Hanani (19é1); Chi qnd Hehnen
(1983); Birtwhistlie ét al (1984)), ibut these developments
%end to be ver; sbecia]ized. and are less suitable for
geqeral . simulation -modeling than ~ the currént U.K.

offerings. Intergctivé graphic developments for the more

-,

popular North American high-level simulationllanguages have,
been hinted .at, such as GPSS (Genera? Purpose Systems
éjmulatién) o}.SLAM. but few developments have yet appeared
on the market. ‘A new package, called CINEMA, was re]e%sed
in 1985 for VIS on an IBM Personal Computér AT by Systems
Modeling Corp., which requfred specialized hardware and
utilized th? SIMAN modeling language. This‘ package,
however, is being modified and two new offerings (BLOCK

and PLAYBACK) are available for the IBM Personal Computer.

-

1

VIS products diffec significantly from the ‘'playback'-type
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[ 4

graphic enhancements that have typically been made to some
of the predominantly North American simulation languages
" (GPSS, SLAM, Simscript, gimu]a. etc.). Some North American
packages offer graphica]l gummary statistics in
representational format (such as pie <charts, bar charts,
and line charts)ﬂ with options such as colors and
resolution level, dependent upon the hardwaﬁe employed.‘

These graphics are, however, staticy the simulation run

» -

must be stopped and a "snapshop" of the' status of the
system. either saved or presented on a graphic te;mina?.
These simulation graphics havs thedéame gineré] structure
as the non-graphic models on which' they are based, but have

‘added . the graphic. vroutines for statistical output

-

presentation, .

]

0

VIS models employ two types of graphics: representational

(described above), or iconic:-

. . i )

An idcon is a non tratt representation of a physical
entity and an iconic graphic model provides a schematic
~view of a procgss, For example, an iconic VI model of a
steel mill could include icons representing blast furnaces,
®railway. cars, desulphurizing potts, etc. displayed on a
screen mimicking actual system operations during a model
run. . '
(Bell and Parker, 1984)

The major structural enhancement of a VIS model is the
dynamic graphic representation. These graphics can be

iconic, representationa1. or both on a single screen; they
L o4 .

B
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serve to open up the "black box" of a simulation model for

a decision maker's observation, validation, and subsequent

interactive .experimentation.

-

This revealing of the wérkipgs of -a simulation model
provides several advantages for the decision maker, but
often at a cost of increased modeling effort. Aside from
the requirements of 3ncIuding de£a11eﬂ graphics programs in
the model, aspects of the simulation which are to be
diép]aygd_ on the screen must represent the manager's view
of reélity. or the model may be deemgd unrealistic and
therefore unacceptab]é. A common practicé in*simulation
*odeling is to aggregate certain activitihé if they can be
grouped without affecting the results, but this procedure
will not prove viable if this aggregatiom is visible to an
individual familiar with the process who monitors the
simulation in order to validate the modg]. A compen?afing
tradeoff, . however, s the <clarity of communic;tion

resulting from the display of the inner workings of the

.dynamic model. Assumptions can be clarified as the model

is presented, and often modified in real time if they prove

unsuitable. Further, the assumptions and characteristics of
L4 . d ‘
a simulgiion model <can readily be explained through a

dynamic representation of t;§3§§§tem under study.

-~y
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Visual Interactive Méde]ing

VIé app]icatiohs were among the first‘ interactive,
computer-bédsed graphic modeling applications within OR, but
the benefits suggested by the creat;:s }nd users of this
technique aée not - exclusive to a simulation modeling
eﬁvironment. VI modeling, as used'ﬁeré: has become a more
general description of interactive graphic modeling. Some
VIM developments have evolved  from VIS technology (Most
noteably OPTIK11, Insight International Ltd.). but others
have occufred indepeﬁdent]y. - :

!

Routing problems were one of the first non-simulation
applications té be examined wusing interactive graphics,
because of the easy association of these ltechniques to
visual images such as map; and charts. Transportation.
networks are currently a major VI modeling application area
(Babin et al, 1982; Lapalme, 1982: FQSher et al, 1982;
Fisher et al, 1983), and similar routing problems have

incorporated éraphics at such majo?‘firms Sé Exxon {(Lee and

Singer, 1983).

Other VI 'mode11ng application areas include job~ ‘shop
scheduling .(Hurrion, 1978), facilities layout (Lim, 1982),

conveyor flow analysis (Lyons, 1983), mhltiobjective
% y \J

s
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planning (Johnson and Logcks. 1980),statistical data
analysis (Ko]ata.~ 1982), decision tree analysis (Parker,
1983), and log cutting strategy evaluat{on (Garbini et at,
1983; Lembersky and Chi, 1984). “

/
Research into the effectiveness of representational
computer graphics has found "equivocal" results (lves,
1982), with some experimental support (lLucas, 1981; Lucas
and Nieldon, 1980; Remus, “7934). These experimental
}egufts. however, have been | difficult to derive (lves,
1982), and suggesl a need for further research into the
area. The MIS research in this area (Ives, 1982; Benbasat
and Schroeder, 1977), however, ha; concent;ated upon

graphics as a display medium rather than the issues of

graphics as an integral part of the modeling process

- -

itself. A road map, for example, is an effective display
of a large amount of data, but it differs dramatically from
the dynamic output of an interactive simulation model in

real time as an example of visual modeling.

Offsetting these research results are the constantly
increasing numbers of VIM applicatigns, apd new
technological development:s to, further )enhance the

technique. Symphony (Lotus Development Corp, -1984), fyr
example, is a new microcomputer software package that

integrates a sophisticated spreadsheet pdckage with a data



41

base management system, ‘a word processing package, and an
"interactive color graphics driver. This integrated package N
could be wused to develop interactive graphic models for a

personal computer.:

As these packages and correspinding applications emerge,
“effective development techniques must be advanced to assure

the usefulness of the technique. T een displays of a
visual model are integral components of the model itse]?.
"The design of the VIPS (Visual Interactive Problem
Solving) screen displays is critical to the success of the
technique. The old adage 'a picture is worth ; thousand
words' seriously underestimatés the information content of‘
many computer disp1a&s. New formats are being designed to
cram more and more information onto a single screen.'" (Bell
et al,"1984). The problem so]v{ng approach employed, then,
must be a major <consideration in any VI modeling\

application. . -~
OR METHODOLOGY - HARD VERSUS SOFT APPROACHES

Wagner (ﬁ969) suggested that "Model-building is the essence
of the operations research approach.”" He outlined the OR

h Y -
approach as a four-step process:

1: Formulating the problem,
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2: Byilding the moée],
3: Performing the analy$Ses, and
4: Implementing the findings and‘updating the model.
- (Wagner, 1969)

This modeling process has been applied successfully to a
myriad of problems, but is based upon the premise that the
prob]émtcan be clearly defined, and thét some form of
obJectivej function <can be derived. Wagner does not,
however, suggest that the steps, form a discrete series,;
O?her OR researchers, however, suggesf éﬁat formulation of
the problem itsg]f should be an inteéré] part of tAe OR
modeling processs (Checkland, - 1981). Buzacott (1982)
contends that different. approaches can be characterized as
"Qperations Research, " "Operational Research," and

L

"Systeﬁics. The former approach offers an absolute minimum

amount of ‘interaction between the modeler and the problem

owner, while the ]atger two offer 5* evo]utidh away from
"academic respectibility" toward _acceptance and
“{mp1ementauility (Buzacott, - 1982). He - concludes:

"Operational Research seems most appropriate for situations

that repeat themselves from one firm to another ...
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Systemics seems more appropriate for strategic questions,

where the.advantageﬁof experience and knowledge ' lies with

the manager rather than the OR man."

Checkland (1981), conversely, . does not differentiate

between OR and systemics, Rather, he differentiates

between "hard" and "soft" systems approaches, and suggests:
. ] i A

n

... structured problems are what 'hard' systems thinking

and most operational research are - concerned with,"
(Checkland, 1937&{\\ﬁi:fn activity systems are defined as
hard or soft accorgding the amount of structure in the

problem - itself, Fu?]j uné?rqgtured prob]ehs Y., .. are

conditions to‘be a]le{iaied' rathér tﬁqn~.prob1e@§ to' be
solved." Check]ahd outTines the harq’system{%%pproach ;§
‘that portrayed by Jenkins {1969) and the RAND Cé;poration,
and constrééts this §ppﬂvach: ‘with " a soft systems

) methodo]bgy. whe;e the problem definition stage is an

) integral component of the:  process. +°

» - A\

L
- . . \
-

. . \ .
Academic e€ontributions to the <cash maqagement\ problem

express the objective as the miAimization of :expected

-

2 account costs. The cost tradeoffs involve ‘transfer costs of.
R AR
some form, holding *costs, ‘and often a penalty cost of
stdckout through forced borrowing.. With this’ single, clear
v W objective and some forecaning function, a formal model Ean
N s . . ’
A be developed and tested under “various assumptions. .This
U
; A
,,,,,,,, . 8
reareraen mosrarnn st /
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framework: closely follows a hard systems approach. Very
few of these models have been 7imp1emented or developed
using 55 actual firm's data, and the practicing cash
managers i&terviewed exp@gssed doubt about ' thear
app]icab1l§ty. particularly in the Canadian setting.
Check]ana and Buzacott offer insight into the reasons for
the divergence between theory and practice. The problem
addressed is that ﬁerce1ved by tbe modeler, with ‘litt1e
reference in tHe definition stages to an actual problem
owner., G;ven the nature of the cash management Qrob]em

. -

outlined in‘Chapter 2, definition of the specific problem
to be addressed 1s 'a critical success . factor for a
practjca]]y useful, theoretically based cash management

model.

Another ORNmoUe1iﬁg approach to support complex problems

"has beeﬁ computer-based Monte Carlo Simulaéion} Simulation
is ; techdique. often used to build a model of a complex
“problem situation where an objective is difficult, or
impossible,® to derive: "Simulation is the oprocess of
designing a model of a real system and conducting

experiments with this model forl the purpose either of

.

understanding the behavior of the system or of evaluating

various strategies (within the 1limits imposed by a
criterion or set of criteria) for the operation of the

system." (Shannon, 1975). Wagner, thever. suggested that
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this approach was to be used "when all else. fails." Shannon

outlined the following stages for éimu1at16n'.mode1
development:

R

1: System Definition,

<

2: Model formulation, .

‘

3: Data Preparation,

4: Model Translation,

.« .

o

5 .Va]ﬁqatio%s

6: Strategic Planning,
7: Tactical Planning,
8:  Experimentation,

’

9% -IrterpretatiQn,

¢ ’

10: Imp]ementatian. and

117: Documentation,
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This process moves away from é formal" problem statement,

‘but emphasizes the definition, objective;, and scope éf the

problem ~situation to be mode]éd early on in the process.

Simulation, then, remaias a 'hard systems' "'modeling

approaéh. It. moves away, thoygh, from the formalization of
!

an objective function early in the model building oprocess

such as that outlined by Wagner (1969).

1]

J -~
P et

The evolutionary development process propoged ?%r this
thesis was similar to ;n Information Systems prototyping
approach outlined by Earl (1978) and ~ Naumann and Jenkins
(1982). A .prototyping approach necessitates that
implementation issues be considered throﬁghout the modeling
'process: "Prototyping stresses the interactions be:?een the
user, builder, and system. This emphasis alters the

v

, )
dritical wuser skills and abilities that arg‘required for

successful imp]ementatipB of information systems." (Naumann
and-Jenkins, 1982): The me{hodology developed for this
model building approach c]ose]x\aligned with this method,
Qhere a smaller application was first developed ;nd
evaluated, and then the full system was developed. It
differs from many prototyping projects, however, since each
phase of the model was developed for the full system.
NaLmaﬁn and Jenkins suggestd'that a protJ;yping approach

holds a strong implementation focus; the approach to be

outlined in Chapter 4 exploits the interactions between
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»

modeler and problem owner outlined as benefigial for
implementation, but deviates from the steps of a

- -

prototyping approach, Naumann and jenkins ‘identify these

steps as: ‘

7. Identify the wuser's basic information requirements,
2. Develop a Working Prototype,
3. 'Implement and Use the Prototype System, and

4. Revise and Enhanc; the Prototype System. 4‘
- 3

Operational Research .and Management Information Systems
have often 3ddressed similar problems, each employing its
own orientation (Parker, 1983). Management Information
Systems often employ a 'systems approach' (Ahituv and
Neumann, 1982) methodology in a problem so]viég endeavor,
and the emerging disc{pline of DSS offers the opportunity
to integrate successes from each field to suppoft a complex
modeling environment, DSS has evolved from several
disciplines (Keen and Scott Morton, 1978), wi.th the
mainstream research coming from the field of MIS (op. cit.;
Sprague and Carlson, \J982; . Parker, 1983), VI modeling
ﬁ?acpitioners.‘ thever,lthave Primari]y been OR modelers

(Ho\]ocks. 1981; Fiddy et.al, 1981; Hurrion, 1976) and the

-
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}esulting models are often <considered as DSS products

(Hurrion, 1985).»
DECISION SUPPORT SYSTEMS

The <concept of DSS has emerged formally since the late
1960's, when-Dickson (1968) predicted a new "era" in
computer-based managerial decisjon support, The emphasis
of these types of systems was 'éoving away from formal,
structured problem support. Technology was a major factor,
particularly the developement of on-line interactive
computiné. Scott Morton (1971) posed opportunities and

f‘"\

problems for unstructured decision support, and Alter

(1980) categorized their functions into workable areas for

research, -~
L]

The major ‘fOCUS of the DSS approach is supporting complex
decision processes, particularly where solution procedures
cannot be fully sbecified in advance: '"Decision Support
Systems (DSS) are interactive, computer«base&l aids to
assist %anaggrs in complex tasks reguiring human judgement,
The —aim of SHCh systems is' to=- support and improve a
decision process.”" (Hackathorn and Keen, 1981). This
interactive support, primarily on an ad hoc basis..sugge§ts
a fruitful aveﬁue' of research into the development of a

visual interactive cash management model.
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Many OR practitioners, however, hold a dissenting view of
theﬂpotential offerings of DSS (Field, 1983; Naylor, 1982)
Naylor (1982), for example, argues that OR practitiogers:
"... use techniques such as computer simulation, heuristic
programming, and artificial intelligence to analyze and

solve unstructured problems."”

(Naylor, 1982). He toncludes
that: "DSS is a vredundant term currently béing used to
describe a subset ﬂf Management Science that predates the

DSS movement."

A major contribution of DSS, however, has
been the exp]oitétion of' new. technology, and upon
deveftopments toward a genera]fzgd problem solving app?oagh
for loosely structured problems (Parker, 1983).

. . .
Checkland's - concept of structured versus nonstructured
problems corresponds closely with the support for
structured versus unstructured decisions outlined in the
DSS approach. Keen and Scott Morton (1978) <classify
problems as structured, where an objective can be
identified and the solution process specified fully in
advance, unstructured: "An unstructured task does not
permit prbgramming; tﬁe objectives, trade-offs, rg1evént
information, and ‘methodo!ogy for analysis ~cannot be
predeterm{ned ..."‘ (Keen and Scott Morton, ’1978). _and
semistr;ctured,~where some element of a decision process is

-

unstructured. The type of support that can be provided for
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a decision process, then, depends on the amount of
structure which can be extracted from that processr "The

process of making a completely structured decision s
algorithmic; the process of making an unstructured decision
is heuristic." (Ahituv and Neumdnn, 1982).

R4
¥

Sprague and Carlson (1982) further expanded the definition
of DSS, and proposed an "adaptive design" approach t&
facilitate the development and implementation of a DSS.
"The result is that the most important four steps in the
typical systems development process =-analysis, design,
construction, implementation - are combined into a single
step which in iteratively repeated."

-

INTEGRATING VI MODELING AND DSS 1IN

A_VISUAL INTERACTIVE DSS FOR CASH MANAGEMENT

The model building methodology proposed in Chapter 4 was
the result of an attempt to integrate successes of current
¥1 modeling applications with Cu;rent DSS methodologies.
Sprague and Carlson's adaptive design 1idea suggests aa
approach to &eve]op a visual interactive model which
aif¥ers from traditional practice. VI modgling has existed -
exclusively in the realm of OR, and the development of the

screen displays and wunderlying iodels has been typically

performed by modeL\builderg prior to presentation of the
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system to the manager. To adopt ‘the ﬁystemic apgroach
proposed by bhec#land (1981) and Buzacott . (1982), the
problem owner ;Boulﬁ be involved very early in the design
of the graphics which Twill represent the system (or
process) beipg modeled. ;Oncé”agreement has been reached on
the 'visual model' of the system and how a decision maker

should be able to interact with that mbdel, then s~ the

parameters of the problem under stbdy have been delineated

9 .

* " fl .
and the actual model building phase (in the- "degl world"

in Buzacott's taxonomy) can commence. ' }4
£
Visual interactive modeling, then, offers a novel problem

solving approach which is a hybrid of OR, DSS, and Systems
methodologies. Developing the screen *displays 1is the
logical equivalent of Wagner's "Formulat1n§ the Problem,”
since this activity abstracts from reality what the
decision maker wants to work with., Byilgng the aféégitﬁms
becomes a subordinate task which has its objective to

service the screens.

The ,cash management prob]ém found 1in the literature
repre;ents a major simplification of the problem faced by
practicing cash managers. Effective decision support for
thi; function requires <consideration of the 'softer'
aspects of the decision env{ronmeﬁf. The approach outlined

in this thesis is a problem solving methodology which
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emphasizes interaction between the problem owner ‘and

analyst through a VIM.,

The potential to support the <corporate cash management
problem with a .llM led to - the development of a novel
methodology for VI model building. An objective -of the
application of this methoaology was to effectively support
the cash manager's decision process, and to thereby
overcome the maqagerfs lack of acceptance of cash

management theory.

" The function of a DéS is to interactively support, rather
than replace or simply provide 1nformati’n for,, a comp]g{
decision process. If a problem situation <cannot be
structured sufficiently to al{ow automation of the decision
process, “a DSS using a model-decision maker interface is a
logical progression, In thig‘case. the model optimizes the
underlying "primary function” components (Check]aﬁa. 1982)
which c;n- be structured, while the interface allows the

. P
decision maker to address the softer issues.
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A Proposed Four-Phase

Visual Interactive Model Building Approach

%

?

The problem solving methodology for this thesis was a four-

phase, staged development, consistent in nature with the
, .
"adaptive-design" approach outlined by Sprague and Carlson

(1982). This approach differed from an information'systems

life cycle approach (See, for exampie, Ahituv ahd%Neumann,

1982) or from more traditional OR approaches (Wagner, 1969;

~
.

Ye , - .
Buzacott, 1982) through its iterative approach, similar to

@

a prototyping methodology (Naumann and Jenkins, 1982).
Several researchers have suggested that VI mode]i%g
requires a distinct modé] _building apprbach ’énd problem
owner/analyst relationship to derive The full bénefits of

the technique ‘(Lyons, 1983;  Bell, 1984). The model
) . ’ ) .
building methodology developed in -this thesis followed from

these propositions. The approach was designed to exploit

s

the communication bermefits of V] modeling more explicitly
in the deve1opment‘process: and to provide commitment and

validation from the decision maker at .each phase _of the

model building process.
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’
The four phases of the methodology were:

1: screen development -- communication,

2: the interface component -- interaction,

—— e > e e e e e

4

3: algorithm development, and

: »
4: formal data collection.

The phasés‘were interdependent, but this structure outlines
the order in which components of the oproblem were
specifically addresged. For e;ample. the first phase will
necessarily “include a preliminary discussion of data
analysis to determine the specific nature of the> problem
under study. Forma] data incorporation, however, s tﬁé
final stage. The eﬁd result of this approach is a modeling
environment with 511 four elements integrated into one
visual interactive, decision support  system. A more

detailed: summary of the model development activities is

¢
presented in Exhibit 1,

The proposed methodology moves away from the more

traditional optimization approaches to emphasize managerial

relevance and implegentability. This approach seeks to




EXHIBIT 1

DEVELOPMENT ACTIVITIES

COMMUNICATION PHASE 3: ALGORITHM

PHASE 1:

[Company Selection | Discuss Al
I

Design First [Develop Formulation}
x

Four Screens

[Develop Algorithms]
M

Present Screens and
Piscuss Model

Interface
With Model

) No
Teement’ Present Basic
Yes Prototype
. No .
TO PHASE 2
\
PHASE 2: INTERACTION . T PHASE 2
[Discuss Interface]
') PHASE 4: DATA
Collect Representational .
Single Period Informatio
N W Discuss Data
Develop Single Requirements
Session Interface
Simulation ®
RS
[Present Interface]
No-

Behaves
ffectively?

Merge Data

and ‘odn

Yes

Integrate

TO PHASE Functioning
System 3

'[frcsent System]

. h o
‘ Discuss Relevance
ind Effectiveness

.

Codify Results and
Genecralizability -
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-
.

accommoéate. rather than attempt to incorporate, thé
unstructured complexities found in this problem. The <cash
management, problem is dynamicdané loosely structured. Cash
manaéers require the ability to monitor and update their
set of decisions as new information becomes available. By

providing the ability to merge the model's information and

the decision maker's judgement, the decision maker was

expected to be able to improve on the manual decision

process, and therefore wi]lf%g to implement the model,

Phase 1: Screen Development ~-- Communication

4

Séreen development was the first ‘amse of. the, model
building process. This starting point was chosen for three
major reasons. First, practising cash managers {(and most
other - managers) are. sunfamiliar, and 'poteniially
uncomfortable, with the concept of graphic modéﬂing: for
example, when asked if his functiqnvemployed any graphics
to help monitor cash. over time (which 4wou1d ‘provide a
starting point for initial screen development) a Eqsh
manager produced a hand-drawn trend display, but then
suggested that this chart was solely jq?ﬁﬁis‘own pers;nal
tuse to help monitor the performance of his unit.‘ Second,
VIM designers (forvexample; Lyons, 1983) have'notea that
b

the presentation of4grapHﬁc models of processes wunrelated

to a manager's fuhction was perceived as uninteresting and

—

«

X
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irrelevant, but the same managers were later impressed by a
0

much simpler "mock-up" designed to graphically display some
aspect of their specific problem areas. Third, and
i

importantly, the selection and development of screens to

suit a particolar decision maker will dictate the form of

- the 1nterface component.” This will, ~din turn, - largely

N

determine the structure of- the algorithms needed to support N

I -

the interface that, in turn, will determine much of the

data structuré and data requirements. The entire .process
. . - , )

is conceived .as iterative as, for example, tradeoffs are
made between collecting data that has been /determined
- . ~ » . -

benefisial for the. modg ] bqt‘ is curreéntly ungvailpblel

against the utility of some e]émént of "~ the model that

.

relies upon that data.

After "fine tuning" fhe»model, the end product is a DSS

» .

designed to suit the. manager's problem, rather than a

a

problem that can be defioed to suit the model. The only

data and anorithms employed will beothOSe-determined to be '

useful for the decision maker. The decision process under

>

study is time constra1ned and comp]ex,~ and the mode] ‘must

be simple to be usable and to prov1de reasonable response

. + - ] L] - 0]
characteristics on a microcomputer application,

A visual interactive model can have several screen d1sp1ays

.which can’ be 1nteract1ve1y €alled during .a model run,
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therefore the cash management DSS was designed to use more

than one representation,

The, following graphjics were 1nit1a]1j developed on paper:
’

"1: An overall status display for a current month (a

preliminary design for this screen is shown in Exhibit 2).

L} -

2: An overall status display for the past 10 days and neXxt

»

30.

- N [

3 and 4: Displays of jthree trends: inflows, outflows, and

v

overall Balances.

¥

'5:) Symmary display of model -statistics and portfolio (non-

graphic).

6: an interactive menu sg?een.ﬂ .
’ ) -
[ . [

P
’ .

Additionally, a ceport—generatjng functlop was planped for

the mbﬁej. “This function would provide hard copy for

communication purposes after a series of decisions had been

selected by the manager. ,

Ay
< s
|

The design and subseguent selection of the screen display§

is a critical element® of this research, After these

L -] -+
! "
»
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initial screens were prepared, they served as the first

3

contact issue for the field study, and were wused to

introduce the cash manager to the proposed.system. Once
the initial screens were developed to a point where they
were accebtab1e to the %ecision maker, theﬁbkoblém undér
study became more structured and the next model puilding

-

phase of the thesis could commence.

—_——— e e, —————— e —————

The second aspect of the project 1nvd]ved a determination
of the specifﬁc‘decisioas that the cash manager m;kés, aﬁd
how a VIM can support these decisions. Cost structures for
the problem identified in the Titerature as cash ménagement
provide a starfﬁng point for m&de]iﬁg. " but the process by
which deciilghitwere made needed mucB,clarification.

The decision maken'g problem-solving approach dictatéd
several elements of _fhe 1nteract}ve component. It was .
hypothesized thét both the format of the model and the
decision process used by thé cash manager.-would evolve with
the close examination of the hproblem undertaken during
model development,

>

To design the interface co{ﬁonent. the screens and initial

"discussions with the manager were first studied. The

L]
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decision maker began to interact with the model's "shell,"
and another iteration of screen and interface redesign took
place. M the interface’was merged with the screens, tﬁ%ﬂ

manager began to interact with the model, and directed

further developments through these "test flights." )

v
The algorithms were to be developed to drive the graphics
screens. In this methodology, the model bui¥lding phase is

largely structured by the selection of graphics screens and

“the interactions required ofy the model. The probltem

modeled according to this methodology may, 1in fact, be a

subproblem of thgt addressed hy the decision maker, but the

"interaction component was expected to “alow for the

incorporation of any externalities to -the modeling process

by the, user. This phase required minimal input from the

]
‘

decisionN:Makef;“ since the output- of thg' model* was
prespecified via the graphics screens. o

¢

~ ]
Existing cash management models optimize some objective

function and provide a so]utioﬁ to the problem as defined.
v
The objective of this model as a DSS, however, seeks to

provide a solution to a narrowly defined problem, but then

L]

offers this splution as a starting point for further

1

interactive analysis by the problem owner. ,
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Phase 4: Formal Data Collection

. _ )
After development of the comp]eée vfﬁ. the data required to
drive the model.was examined. C&ﬁsideration of the nature
‘of the data req?ired for the problem ;ituation had been
part of phase 1, but the formal requirements were yet to be
determined. This methodology included the risk fhat some
tha element required for the model did not currently
exist, but compensated by offering new information. If the
problem as ¥efined by the decision maker included data not
utilized 1in the manual decision process, the opportunity
existed for further refinement of the definition of the
" problem wunder study. This model building approach was
_iteratdve, since data elements not available at this poiﬁt
must either be <collected, or the model modified to use
available data. fhis decision, however, was made by the
prob]gm ownér.
«

Rationale for the Novel Approach

VI modeling has evolved as much through a demand-pull
evolution as a technological, or theory-push, evolution.

The concept was initially operationalized by an academic
" ,

(Hurrion, 1976), but has since been developed and refined

largely by practitioners (Hollocks, 1981; Fiddy et al,
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1983). Conversely, <corporate cash management has not
Al

incurred the same theoretical - practical integration; the

mané@ers interviewed, for instance, were only remotely

aware of any theoretical re€earch that has been undertaken
in the cash management area. They were all in agreement
that any models they were aware of were inapplicable to the

—~

problem they dealt with,

This implementation weakness in cash management research
corresponde closely with the streﬁgfhs that have been
claimed for VI modeling (Parker and Bell, 1983), and

provides an opportunity to gain insight into both fields.

»
»

Today's computer technology supports the <cash management
fuhction mainly through the provision of up-to-date
information. Canada's major banks offer on-line query
systems for c;:;orate customers, through which account
activity and current balances can be accessed by means of a
computer termjna]. Additionally, software package§ allow
the manipulation of 1nformation to preovide reporting
functions, including graphics, and data can be accessed
through computer-based accounting records. Thg integration

of forecasting, report generating functions, and some form

of mathematical modeling, however, has not yet occurred.

The cash managers' task required that several activities:-
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take place in an extremeiy short time frame, and a modeling
approach had to take account of this. Compounding this
difficulty was £he fact that the cash management process 1is
dynamic. The model had to allow both the immediate
manipulation and copsideratién of new parameters, and had
also to provide ‘1mmed1ate turnaround. It was this rapid
communication and in:eraction requirement that led to the.
propos%] of a VI modeling approach to support the corporate:
cash hanagement decision process. - V
This research project, -by examining the process of VI
modeling, sought to provider evidenge to standardize the
process and to provide the benefits that hdve been alleged
for this technique. Practitioners have anecdotal evidence
(Lyons, 1983) wheré a VI modeling application provi§%d
identical <conclusions to a previous OR report, but the
findings were never implemented until the decision maker
could "see" the results visually, VI modeling packages are
now commercially available in North America, but the
personnel responsible for their uti]iiation tend to be OR
specialists with training specifically in the progr;mminé
and development of mode];l and not in the recognition of
what sHould., o; could, be enhanced through VI modeling.
This research addressed these is;ues by examining the

design process and the corresponding model requirements for

a major VI modeling application.



VI méde]ing is gaining growing acceptance in OR and MIS,
but current contributions tends to be specific projects
(such as Patel, 1979). General VI modelding approaches have
not yet been determined, and research to date has net
provided a theoretical basis wupon which to build (Ives,
1982). This thesis offers a model building approach to

support the further development of VIMs as both an OR and

DSS technique.

OPERATIONALIZATION OF THE RESEARCH PLAN

In order, to develop a research.plan to test the proposed
"methodology, several steps were taken. First, three cash
managers and one cash management representatiQe from a
leading. Canadian chartered bank were ’interviewed. The
banking representative pfovided insight into the Canadian
cash management sgélatﬁon as opposed to that of the Unjted
States where most éf the cugrent models h{d been developed.
This information was u;eful for site se]ecfion.

To evaluate the proposed approach by addressing a
represehtative ca;h gpnagement‘prob]em. a single site was
required for deve1;pment of the VIM, Model building
required inferaction’with the decision maker at each phase

.

of the projec¥, so a research site had.-to be selected early

g .
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on in the project. This site had to “offer a suitably
complex problem to test the megpodo]ogy and to provide

generalizability to other problem situations.

The company selected as the research 'site had to be a
Canadian firm within the Canadian banking strdcture. and
had to employ an identifiable <cash management officer,
Ta‘ee firms were 1n§1any idegt{fied through a ‘survey of
Canadian cash management practices (Bell and Newson, 1984),
and the cash managers of these firms 'were those
interviewed. The firms were all large enough to provide
t:e ‘degree of comglexity w%ic would be representative of
the problem outlined 1in the Afterature: ﬁa large Canadian
insurance company, @& major Canadian wholesale distributor,
and a Canadian manufacturer and distributor of specialized
industrial products. None of the cash managers intervdewed
utilized any formal algorithms to manage their cash acéount
activities, and they all suggested that their major daily
cash management function was the monitoring and fQ&gﬁgsting
of activities in the cash account. Other major tasks were
identified as éhe negotiation and maintenance of banking
arrangements and the consideration, of a]ternati?f uses of

short term residual cash.

-~

While each cash manager expressed interest in the project.-

there was the important requirement of access to as yet

<
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‘.

unspecified confidential data. Additionally, significant
) L 4
time would be required on the part of the decision maker

sihce the proposed approach required frequent interactions

between the ana]yst'aﬂﬁ-the decision maker., Each manager
interviewed was asked about his willingness and capability

to cdmmit to such a project, and. to provide ‘data to

evaluate the model. Final selection was made based on the

r -

manager who could agreg to commit the time and provide the

1nforma£ion needed for the project.
Before the f%na1 site selection was madé. a search for
confounding effects was made.- If, for example, the company
selected was 1n/a state ot?change. éuch‘ as merging with
another comPAnyj or realizing un?Sua] growtﬁ or decline 1in
its 1ndus£ry. Besults would be difficult to evaluate. The
firm seiected was in a stable economic situation, and did
not foresee any signifigant changes throughout the duration
of the project;

?

The selected company was a Canadian manufacturer aﬁd

distributor of a line of ind.ustr*'rﬂ products, a’nd was a

wholly-owned subsidiary of a u.S. corporation. The
subsidiary was, however, independent with regard to cash

manaéément and decision making, and the Canadian firm
»

maintained its oqwn Canadian banking arrangements. The

company had sales of approximately $150 million '\yﬁﬁBl]y.

F - ’ N
- E /
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and was in a stable eco;oﬁic position, The cash manager
was a senior executive officer of the Canadian company, and
agreed to provide time and data as requiréd for the
project.

—

A tradeoff was made bdtween generalizability and intensity
of the model builqing project at this point. The objective
of this thesis was to develgp and evaluate a model building
approach for VI modé]ing. so an in-depth prpjéct at a
single site was selected as the appropriate research
method. V

The expected results of this model building exercise wers
that the proposed approach would offer an 1mp]ementab}e
product which could contribute to improved decisi07 making
on the part of ;he cash manager., Improved, in this case,
could be interpreted as higher quality decisions -reduced
account costs per unit of time; fasger decisions of equal

¢
or better quality; and/or decisions’ made with greater

confidence on the “part of "the cash manager through the

examination of more alternatives or better support. to

. calculate potential outcomes from any given decision set.
C

Current VI modg]ing projectigfhave. to a largé extent,

related value to 1mp]ementab{1

ty. A strength that has

been ‘accredited to VI moddling _is the ability to
. N

7

e
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communicate the results of an OR study to the problem owner
. —

(Lyons, 1983; Bell, 1984). Research into the change in

decision outcomes with the -use of graphics has offered

minimal support for the value of this technology other than

as a marke?ing vehicle (Lucas, 4?@1; Lycas and Nie]sonh

1980), but current research suéEests that VI modeling

offers a new approach to complex problem situations (Bell

et al, 1984).

Similarly, Keen and Scott Morton (%978) outline the
difficulties of evaluating a DSS product, and suggest eight
possible measures for evaluation: decision outputs, changes
in the decision process, changes in managers' concepts ‘of
the decision situation, procedural changes, _c1assica4
cost/benefit analysis, service measures, managers'
assessment of the %ystem's value, ‘and anecdotal egidence;
Evaluation of this model-building pracess included several
of these issues, First, it was expected th;t the VIM which
resulted from this approach would be deemed 1mp1emen1a51e
by the decision maker with whom the project was under;aken.
Second, the series of decisions offered to the manager by
the model were expected to provide: a solution which
fmproved én those made manué]]y. It was expected that the
ﬁanager would change thése proposed decisions to

accommodate the elements of the problem not incorporated by

the model, but that-the total costs charged against 'the
\ \

(— o
y
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“model's functions by wusers. The complex but routine

70

account would still be lower tHan those resulting from the
manual decis}on process. Finally, a large part of thﬁ cash
manager's task involves forecast%ng and calculating
potehtja] outcomes of* decisions, The model automated
several asdects 6f this task.‘ana it was expected thatn1ess
time wou]d be required to make theb‘necessary ;eries o
decisions. Rudelius et al (1982) stated several objective
for a DSS, including the ability to perform structured
arithmetic <calculations and understandabi}it& of the

calculations in the cash management funCtion were an area

where a computerized DSS could offgr significant support.

The model which resylted from this modeling endeavor was
not expected to automate the cash management function. The

results were expected to be modified interactively by the

‘manager after recommendétions were maiﬁ by the mgdel. The

final model was intended to offer a support mechanism for

the decision maker,” so that the 'softer' aspectsﬂ'of‘ the

decision envifonment <could be incorporated. It was not

expected that the VIM could incorporate all of the

)

complexities of the éash~management‘prqcess.

’

After selection - of the _resea;ch site and prelimﬁriary-da‘

investigation, the next step was to devedop the 1initial
%

screens and use them to f$nma1ly introdidce the concepts to

~ -
i L

.
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the problem owner. After obtaininé agreement with the
se]ectéd cath manager, account agtivity déta was collected
for a preliminary anaiysis()f the d¢ash account. It was
thenv agreed thajy the analyst ~would develop the_initiai
p?oposa] for the project, ana.the analyst and manager would
subsequently meet—and commence the' firgt :proposed ﬁod31

»

bui]ding * phase - .screen deve]opmeni and graphic

representation design. oL

v

e 4
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. Chapter 5

. ~ - First Project Phase:

Initial Presentation of Grabhics and Screen Development

The cash Manager and analyst had agreed on the scope and
obpectives of this experiment and clarified the several

. ) N
dastinct project phases., The first step, then, was to

familiarize the manager with the available technology and
, 3

the *methodology to be ysed 'n this novel problem solving

@

approach as a lead n to screen design, Since the

demonstration of VIMs wunrelated to a manager's task has
. ' . ' . )
been ‘found 1neffective (Lyons, 1983) ond there was no

ex1sting VI mode}iné application that could be considered

v

-~ ’ LY ' - . !
representative of the problem to be addressed, the tnitial

*

presentation to the problem owner was a hybrid of three

approaches, ’

- . .
L 4 . ’ -
) .

First, the graphs. and trend lines that ‘the manager

-

personally retained and ' 'updeted were examined| and
e .

discussed.. These hand-drawn graphs provided an initial
»

grabhic format with which tpé “manager was familiar and

pighlighted features of the ’proﬁlém‘ that he "considered

'

important. The graphs showed dai]y'closiﬁg balances, with

the bank's averagé compensating balance (ACB) requirement

superimposed. These ‘'displays highlighted surplus or
K )

shgrtage'posit1ons and ware used to moﬁ1tor performance and

-~

. 4
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to evaluate the merits of decist+ons such as renegotiating
ACB requirements v1s-a—v;s both fixed and variable bank
operating.charges, The manager had used these summaries to

m6d1fy his ACB requirements prior to this study, and

" .expressed confidence 1n has. ability to wuse graphical

summaries %; large quantities of data to facilitate his

policy decisions.

During this discussion, additional features of the cash
management process were discussed. *0f greatest importance

to the cash manager were: o g
¢ r

a

Daily closing balances, particu1a;1y for the month to date.

3

¢ i

_These were important to determine what levels of cash

P

should be kept in the account for the remainder of the

month, primarily to meet ACB requirepents. These Balances

cobld then be traded of f agéinst other. opportunities to use

the current cash balance. _

Projected daily cash activities for the remainder of the

current month,

. -
N Y
b ~

-

These projections were critical for the evaluation outlined

]
‘ above. There were, ‘however, several. components of inflows
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and outflows of cash, - and it was suggested 'by the cash
manager that an analysis of infloés and outflows separaté]y
would be a necessary part of a reasonable férecasting
approach, For subsequent ﬁode1 development, further
analysis® of the components of inflows and outflows would be

required.
Cheque volume for each day of the current month.

This parameter was used by-the cash manager as a leading
"indicator of the variation jﬁ the~femainder of the month's
gofecasts. It was compared to fota] amounts outStanéing to
_anticipate the 'lumpiness':.of the remaining cash ouiflowi

as cheques cleared the cash account, This was done through

-

comparison. of the total dollar value of outstanding cheques
~ . ]

with the number of cheques outstanding.

1
'

Variab%lity of the forecasts. -t

Several .parameters céntributed to the .variability ‘in the

account activity for?casts. and this Qas an area where the

cash manager's judgement was wutilized most heavily, He

L]

cons{EEFed'the'seasona]ity‘of g]eménts within the forecast,

\

past forecast accuracy, and recent price fluctuations 1in

‘the réw‘materialﬂsupply markets to détermine how accuyrate

.

\. ’




’

the cash activity forecasts could be assumed to be.

Following this overview of the components of the problem,

potential graphics screens, were prebared' on paper and

presenteq to the manager at. 3 second meeting. These-
screens had evolved %rom tpe graphics that the manager had
‘beqn using, but were adapted to'incorpqnate both the other

p;ramete}s which had béen discussed and the résolupion and

| L 3
" capabilities of the hardware to be employed. The manager's

»

reaction to the preliminary status screen (Exhifit 2-1) was
positive but brief (the, examination -laste about two
minutes for each proposed screen, and the.manager offered

opinions on his preference for the fprmats rather than

- -

suggestions to change any specific screer), wuntil he wés

. - told twat the data was derived from actual corporate data
. he had supplied earlier. He ghen tookAihe graphs back ‘to

. study for a.signific;ntly fongef time in{érval; and asked a
ser1e§ of qbestions régarding. the fgrmat of'the graphs
(e.g. scaling). Thesercommengs proved garticularly-hglpfu]

for the design of the initial compdter—generﬁféd_ layouts.

. R At the end of this discussion,. the managef‘expresggd'
) ' interest in the continuation of 'the project " and suggésted’
e that he- could row more clearly see the potential benefits

\
of this appﬁoach.'

v




D

The third meeting, held at the computer-facility, included

76
the initial presentation of VI modeling to the manager,
although both VI modeling and ,the particular problem

-

environment had”already been discussed.’

There was no existing visual interactive financial model or
a visual interactive model employing a., similar form of
representational graphics. Therefore, four models were

v

demonstrated to~;:11ustrate VI- modeling. The first two
N R v .

demonstrations were VfS‘aBplicqtioh§fi one aﬁ<*conic mode

of a steel-plant's railway car queueing system (Dofasco

Lance D?su]Qhurizing-bﬁqnt Case, The University of Western

Ontario), and‘thé other a continuous flow model of a

polymer production/g distribution ,sysfem (International

-

Polymer Case, The University of Western Ontario). The

objective of these demonstrations was to illustrate <an

overall VI modeling problem analysis approach, overview

potential interactions and interventions with a VIM, and to
: -
highTight both the capacity and the limitatiors of this

technology.  The third model was a deci¥fon tree model

’

(Ontario Brewing Company Case, The University of Western
o ~ N
Ontario) used to demonstrate ~a form of repreSentational

4

'graphic modeﬁing. ]he finaY demonstration model -was an

2

interactive Gantt chart for, a production scheduliné problem

written using the software package to be used for the cash.

-
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. management model.

When the manager was more familiar with VI modeling

technology, six alternative cash management graphic screens

-
-

were presented to him on the grapbics ﬁerm1na1. These
screens had no model driving them and the only interaction
available was the ability to call anotheé demonstration
séréen to be d15p1ayed.' The datp displayed was from thé
manager'g firm so that scaling and formag specifications
could be ‘included\in the discussion. While the objective
of-this'discussién was to select the icreen(s) to be Qsed
in the model development process, the _managér o}fered,
several suggestions which c0u1a not have been \preconceived

by The analyst. Axis ]abel;. were changed to ’be more
readily interpretable, realistic ﬁinimum and maximun va]ue;
estab]isﬁed. and one screen was rotated ninety deg;ees‘
(horizontal bars bgcame vertical) so -the problem owner
would be readily able to . evaluate . levels at a ‘glance.
Colors were modified to be more meaningfulAand attempts
were to be made to superimpose two graphs. Additionally, a
bar graeh tq represent cheg;e véldmeé was added iq a cash
inflows and outflows &i;pTay to ;jlow héuristic évaluatioh

of the forecasts. ™

The 1n1£1a1 screen designs and proposed interactive

’ _‘ N
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capabilities were originally developed by the analyst, bug
the problem-owner completely redesigned the screens -after
sufficient exposure. to the technigue. Further, he
suggesgéd several revisions which c;ulq not have béén
preconceived by the analyst following the preliminary
interviews.

o
Following compﬂetion of this phase,’ three.m3j6r aspects of
the project had been completed. First, the manager had-
expressed commitment to the project and aéreed to the’

solutions, in the form of the graphics screens, which Ehe

system wougg provide, If the model <could be built _and

validated by both the manager and the analyst, an

1@p1ementabie system should result. Second, ' the ,problem
had been defined to a point Qhere the a]gdrithms and
required analysis were clarified. By agreeing on _the
'solutions' to the process, the problem was now more

structured. The analyst's task, at this - - point, was' to

develop appropriate interactions so that the strgftured

aspects of the problem, to be handled by Ehe'VI modeling

(system, could be developed. These interactions would also

provide the <cash manager with the capacity to impose the

unstructured elements of his function on \the model. This

was the second phase ofthe model building protess. .
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Checkland (1981) scribes soft problems. as ones "where

goals are often obscure.” The goals of this cash management

modeling exercise remained unstructured, or 'obscure,'
» ’

through the initial phase of the process. A shift from the

soft systems approach to a more structured, bhard agbroach}

however, was a major objective of this first phase. The

objective for this modeling approach was to derive a model

¢ * .

which was valid to support the cash management problem that
\ .

the decision maker faced. This objective required that the

model achieve face validity (Kiddér, 1981) from the cash

manager to facilitate implementation. Face validation by

. . 4 .
the decision maker who would ultimately use the model was

. b4
the first st%p in evaluating the usefulness of the model to
support “the cash management decision making process. .
n ' ‘ ’ - : ] P -
Validation and evaludtion of decision support systems poses .
A

a difficult problem (Ives, 1982; Keen, 1975; Keen, 19871;

Keen"and Scott’ Morton, 1978) due to the difficulty to

- -

relate intangible benefits to somewhat more tangible costs. s
There were two major v&l1dat$ng steps in this wmodel X
building exercise, First, it-had to be determined that gce .

shell of the model.‘ as %t existed at this phase of the

1.

project, would be .perceived -as . effective by the’ cash

L}

manager to support his decision making process. Second, -

the series of decisions which resulted from the completed

s K
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model Fou]d be compared to past, manual decisions in ;erms
of acceptability as judged by the cash manager, and ‘in
terms of éosts levied against the atcount.

The mode]’wou]d.initia]1y offer a series of decisions which
were based upon a narrowly-defined cash management problem,
These, decisions, it was expected, would show a cost
}mprovemené over manually der}ved‘deijsi::s. but would be
deemed unacceptable by the cash manager because the
unstructured elements of the environment had not been

Fonsidered. From this starting point, .however, it was

anticipated that an intermediate ‘decision set would be

derived through interaction between the model and the

'/decisfon maker.' This intermediate solution, should the

]

%

model be effective would offer both a cost improvement -
manual ;becision making ‘process and  an 5

b ) : .
implementable series of~acgoynt activity decisions.

This first ‘phase was a critical succeés factor for the
. / . : ‘
model., As the manager developed familiarity with VI

modeling and the deJe]opment'processt he .could ;Hen provide

»

input to refine the model on an ongoing basis, rather than’

dealing with major revisions on presentation of the>‘fina1

model, '

»
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- -

The model building approach diffened from those in the
literature as a vresult of this interagtive pfyblem

definition step. It was also expected that the underlying

Wt
W

mathematjcal models wéujd differ from those previously
deve]éped. Buzacott (1982) differentiates betd%en the
"model world" and the "re;] world," and suggests that OR
modelers frequently define the problem to be modeled
witHo;t consultation from the brob]em owner, The result,
he argues, 1is a “ﬁgaei repr%fenting the OR Sh@lysg's
defin{tion of ?ea]ity which can {ea& 'tQ ‘a difficult
validation én%“implemeﬁtation process. He out]ined 66
alternative model building approéth entitled "systemics,"

where the problem owner's "definition of reality™ is

-

- accepted completely as the situation to be modeled by  the

. h 4
OR analyst. The flaw in this approach, he syggests, is

that %t: "... assumes that there are'no objective facts,"

He concludes: "Since the OR man must adopt the manager's
values, there 1is the risk that his OR will come to serve'

the devil." The model builder, however, must at least

acceptsthe preliminary problem definition from the decision

maker, and it Is the dectsion. maker who must make the

decision to #mplement the model,

3

1

The faur—phasé approaéh~ developed in this thesis differs

from the discrete categories offered by Buzacott.

'l
-

‘-

f
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Employing the reported maﬁager-analyst communication
benefits bf VI modeling (Lyons, +1983; Bell et al, ‘1984).
this approach initially 1nco}porates the manager's problem

definition into the specifications for the model through

" design of the graphic representations of -the 'solution' to

the problem ung%r study. Subsequent steps focus upon
modeling -the problem, as agreed upon, wusing the OR
analyst's model building techniques to develop a model of

-

the situation wunder study. Limiting assumptions required

. ’ :
in the-modeling process, however, are prespecified' and

agreea'on by both the decision maker and OR analyst. oo

The next phase of this procéss was the integration of the

developed screens 1into a ecomputer graphic format and

‘\\development_ of an interaction module to support the

requirements which were now specified in detail.,s

h ] hd ~



Chpﬁ;er 6
Second Project Phase:
Display Integration and Interaétion Development .
Tﬁe sécond.projecf bhase. following the development of the
screen displays, was to develop the interactive component
of the model. The software package and hardware available
included several functions which Tlargely dictated ‘the

v

capabilities and® limitétions of  this component, In
addition, a]though‘ the graQ:ics displays had been defined
by this point, <changes were needed and detai]s\wOUId have
to Bﬁ‘ added- to facilitate the required interactions. For™
v example,. colours selected would have to be reconsidered as
the ' selected disp]ays' weﬁe merged togéther onto the
graphics.screen.
It had been dete;mined in the firgt project pﬁa;e-fpat the
manager wanted two major gnaphics disp1ay§. Several
'windows' oé‘a sing]e géaphics screen were required to
i-ncorporate th.e_display'requir'ements. A window 1is a
distinct graphic representation, such as a bar graph.of
account balances. whj]e~]ook#n%ﬂ at a graph{csr disp]gy,

several windows which comprise a single %1splay screen cah
4 . i

be observed simuﬁthneousﬂy.
. ,

83
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. The first desired graphics window was a trend d{sp1ay of
the <closing sccount balance for eacﬁ working day. ?his
: ‘
graph would accommodate both actual and projected balances

and would scroll across a time line with dates 1}b§11ed

‘below the horizontal axiii

A critfcal objective of thé graphics ~display was the
ability to stan the ° forecast cash balances while
s{multaneougly consideﬁing the variabilitj of . the
forecasts, which translated ~to risk for the manager,
Several methods to address tﬂis objective had been
conside}ed; for example, varying the width of the trend
. i line according fo the expected level of wvariation. This
approach, however, made it diffiéllt to determine the
expected closing bal?née§ 1n!highly uncertain periods due
to "the thickness of the line, and allowed only - ne
threshhold ‘level of —vari§§16n “to be ,~d1§plqyed. The
availability of eight colours on the ISC Inteco?ér terminal

. . ) . Y
of fered other informative, and useful,

oﬁportbnd;jes. It
was decidgd to superimpose a-multi-colour bar chart below
.the fore§a§t trend line io display differing probabilities
\\\ ‘ of cash stockout.- This display would both highlighé risk

resulting from forecast varjability, and serve to

\
differentiate between forecast and actual data, since the

*

—

area wunder the \actual peq<od trend" 11nes_would.rema1n

’ ,b]d"Ck./ ’ ‘l ‘ \a
v : ‘
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After discussion regarding the display oﬂﬂt forecast

° * ' '
'riskiness' with the managerqy, it was determined that there
. * L ' : o,
should be fourofhreshholds highlighted The.firsg wes to;\

[y 5 :

be a level of forecast uncertainty uhere tbe manager could

.

be reasonably sure that the yalance wouLd rema?n positxve.

e
* -”»

4 ,
. .
- b
< Xy
[ '

The, def1n1tion of reasonab]e had been discussed with ‘the

manager at . a pnelimxnary stage in the deve1obment of the .

_,:;—44splay. “but there wére two major factors which w0u1d‘have

to be evaluated before values could be agreed oh, Tne’

3 I B
first were‘%he extreme value? of fofecast variatian Z(;hich'

< /

e .
had' not.yet been determined These extremes would provide

fnfovmat1on on'the usefulness of the forecasting approach

i

to the manager.. The c]oser‘ tog‘ther ‘the extreme values

4

" were, the closer,LQe threshhoh’ valyes within rthis range'

could he.. The second factor: was the)frequency-aistribution

fe
-

N )

of the forecast vq;iation wiihin these ranggj. For examp]e.

,ft "would © not’ b vsefuyl to- use severa Lo lours tf the

.
—

forecesting techgique used_placed”ehcn day's forecaitgvcash-

. 5 v L. coy

balance 1into. the same cateBory and hence only provided a . -
ode co]our d1splay. ngbe'usefuf. then? wou1d hafe %o be

differentiat1on “ among Eateg&?{&gi‘ vhich was..g diréct’

function of the sens1t1vity of.the forecasts themselvés.
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g
The second whreshhold level was to be a warning of a cash

stockout with some, as yet unspecified, 4 probability. The

.

third threshhold was a higher probability of 'a stockout,

-while the fourth was that of an expected negative balance,

¢ . .

Color combinations. té convey this information had been
discussed, and the.manager had made §everay suégestions
during the final presentation of the second projec; phase.
As a resblt. the colours green, ye]]gw, yzred, and blinking
red had been selected for the four 'forecast risk levels'
in ascending order. Further, 13o maximize the information
Rﬁpsented to the manager‘H:had beédn agreed that, since a
negative balance was consider,ed both unusual and
ﬁhaccegt;b1e, it would be represented as a-red blinking

zero point on the graph. for both forecast or actual days.

¢ ™~ /\
»

The vertical axis, which repr&sented dollar balances in the
account, could then be s;aled from a minimum value of zero.

To accommodate ,a maximum value, two alternatives were

.

examined. Ffirst, vrelative scaling was considered, This

would involve redrawing the graph each time any parameter
was changed, since this might change the maximum valug and

the vertical scale may then have to bé altered. The manager

4
~expressed concern that this approach ‘would not provide

&

comparisons across time periods, so a second alternative

i

- -
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. was employed - that of absolit® scaling of the vertica)

axis., After examining several mohths of account data and
3

discussing potential maximum account values with the

'
manager, a reasonableq maximum value was found. It Qqs
agreed\that values above this level would be represented# s
a white blinking up—ar;ow 1in place of the trend line on the
graph. White was se]ecte& since the colour of the trend
Tine showing the <closing <cash balances .was also to be

white, A high cash balance was ‘not considered as critical

as a low or negative balance, so a.change in colour from

.
.

that of the. trend line was unnecessary. It would
L \

typically, however, require attention and possible action

by the manager so the blinking function was used.

The «second graphic representation was a display of account

.

activity for the same daily time horizon as the cash

balance display. This graph highlighted cash deposits,

withdrawals, inflows, and outflows as different series of

coloured bars. WBile this graph would not highlight the
same :Tends as the first éisp]ay.q it provided a rapid
mgthod of Feviewi%g the components of the cash balance. A
histogram of cheque volume was added to this display
providing another item for the cash manager to wuse to

heuristically evaluate the relative accuracy of the daily

forecasts. The colour options emp]éyed were designed to
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.

facilitate maximum discrimination of the available colours

among each displayed 1tem. Seme  adjacent .colour

-

combinations, such as cyan and magenta, were more difficult
to contrast than others; such as Eyan and yellow, SO tﬁe
colours were rgconsidered aad modified once the complete
screen dwspléys were observed: \\‘

~

]
The dai?y; detail required on the two.displays andufhe

*

resolution limitationty of the graphics terminal meant that

¢

the” number of" days to be displayed at one time posed a
difficult problem. As the nq@ber of da;: displayed grew,
the amount of space available to 5re§ent other 1nf&rmation
on the screen diminished.‘ Conveéniently, displaying a
maximum of twenty-five déys was technic;llyAviable given
the other ;creen ;equirements. while the manager required.
at least one month's data to be simultaneously displayed.
A twenty—threeAdayﬁdisp1ay was agreed on which, since there
“was. no account activity on .wgekends, was the maximum number
of working daysﬂin any calendar month. Following design of
the basjc disblaxs, éttention'turned to the interactT;n

-

component, Yo
F

L R Fi

A
PR

. ° I‘
The first finteraction component to be designed was the

idféraction betyepn»the'twd main displays. It had been

-

agreed that ‘these graphs should be tied togéther logically,

.
. N
. v * [t
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but the resolution of the .graphics screen prevented display

of both graphs simultaneously. There was also no apparent

-

reason for the manager to need to access both di§§1ays at
once, but rather, he needed to be able to refer to.a

. !
particular position in time from one to the other, This

r

réquired the interactive capability 'scroll' across the

time line, and to '¥lip' screens from one to the other at a

selected point in time.

\The primﬁfy _function of these <capabilities was the
monitoring of account activilies by the manager, whd/cou]d
peruse the cash balances display wuntil a situétion was
found which reduirgdjfyrther investigation, With a -simple
'1nferaction. he c0u1&) then '%Jip' to the cash inflows,
outflows, and cheque volume display, which appeared in
exactly the same space on the graphics screen, to break out

»
the <cash activities in the time period under study. The

scrolling capabilities required that the horizontal axis’

-

(the time line) of each ;green was tied together, so that
screen flipping would result in the same relative time
\ = . (

Upon completion Of the interactions required to access the

position for either display.

. graphic displays, .the next requirement was the abfl{;>\to
. ' i ) - M
access exact gqumerical data, values "and to modify any

v

"desired aspect of th scenarios.

7

[ d
&



An interactive spreadsheet.
‘?‘1‘ ?

The wmanager needed to ’;céess the numbers behind' the
graphics display on an ad hoc basis. With this capability,
anomalies discovered by examining the graphic Fisp]ays
could be analyzed in more detail to determine their exact
composition, and the magnitgde of each <componeft, Ffor
example, if the <cash balance display exhibited a suaden
decline, the manager required access to }he cash balance
‘components to dftermine if the cause was an umusual inf]oQ.
outflow, yithdrawa]. or combination of’these. and of what
magniéude this was. T#e former requirement could be met
from the inflows and outflows disp]ay. while provision of"
the ]qtter réqdired a spfeadsheet., Discussing éequirements
"for DSS design, Benbasat (1977) suggested that "...
. preceptive individuals should be given aids to summarize
and ﬁ]lter data, Suéh as exception reqorts and routines for
determining patterns of given attributes over time.
Receptive and maximal data user types should have a data-
retrieval system ‘with flexible and \time1yu search
capabilities to large data base%:". The cash management
problem 1m§o$es a need to sc§n large quant1tfei 6f
information rapidly and to examine portions of this

information in detail. Depending on the decision maker's’

characteristics, a spreadsheet of?ered a tabular sabstitute
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for the detailed cash inf1ow; and outflows graphic disglay.
Decisions made by the manager, however, require¢ numeric
input which was also handled by this §prgadsbeet. ’To
accommodate f]e;ibi11ty for the user, then, scanning

" ,/"\ .

capapilities were required for this display. ,
[\

The spreadsheet would provide the manager with the abi]izg

[}

to override the modgl's suggested decisions. He could alse
change a forecast wusing information unavailable to the
model, or <choose to modify a previously determined series

of deposits or withdrawals.

The elements nequired for input or interaction within the

3

.spreadsheet were: the date, status (forecast of actual),
receipts, disbursements, depdsits, withdrawals, and cheque
volume, Additionally, opening balance and values including

high and : low forecast ~ estimates for ~ receipts,

disbursements, and the closing balance were displayed.

With the screen sensing capabilities of the software
. )

"package, this interaction was feasiblg wusing cursor

addressing to ch!’%e a displayed ~value. To move: the

spreadsheet display to a new date.‘ the manager could
“ ~

overwrite 'the displayed date and the spreadsheet would

automatically move to the desired date., To modify a value

in the data filew a similar technique was employed: the

i 4
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manager would overwrite the data item, and the model would

- automatically update the data fi!é apd_corresponding'screen

’

displays on depressing the ENTER key.

Because of the limited réso]ution capabi]itiﬁs of the
screen, the.spreadsheet could not display the same time
horizo; as the graphic displays. Therefore, the sprea&sheet
did not scroll ;1th the graphics displays. If a value was
changed in the séreadsheet. however, the program would

instantaneously update the graphics displays. - This

interaction offered two major advantages: first, the

manager could - scroll along the graphics displays without

viewing a distracting'chanfging spreadsheet (Additionally,
the cbmputatioﬁ9] difficulties of synchronizing the
scrolling to g?e spfeadsheet would slow down the scanning
capabilities somewhat)., The second major advantage was an
ability.for the manager to modify the data file in one time

/o
period while viewing the impact graphically on a subsequent

time period.

—— . N

L4

-

\;; - - ) ~

. e . . -

To differentiate the sp?éidsheetNQispTQy from the adjacent
. o T

graphic, the background colour w&s changed. SIt was decided

. K ,
that the displays whith could be addressed via the cursor
would have a yellow background colour while those which

served as displays- only - would be on a black background.

Additionally,’ numbers in the interaction displays (there

4
[

o
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were to be three) which could be changed by overwriting

were to be red, while display-only values would be black.

The spreadsheet, for example, was found to be of most

benefit if it displayed not only the active day, but also

the previous and subsequent -working days. It then had

.

. three columns, the center of which was red on yellow which

could, be modified, while the other two days were qxfbiiyé

' .
! »
only and were represented as black on yellow.

.

-In addition to an ability to overwrite dates, a scrolling

capa;ility‘ was built into the spreadsheet, This function
would allow the manager to examine individual days 1in a

critical period by scrolling day by day, <changing entries

as’ required to arrive at an acceptable position‘ on the

‘ correspoﬁding graphic display.

The second interactive requirement was a display of
statistics to allow the manager to. examine his b;nking
position between any two dates. The manager often needed
to calculate his average»c]os{ng balance between specﬁf}ed
dates to determine how the banking arrangements were being
ﬁet by the current set of decision$s and plans, To

accommodate this requirement, a display.was added which
R

Showed the required statistics.

N S




A Display of Selected é;}bﬁﬂt Statistics

N B

The manager had negotiéted an average compensating bh1a6ce
requirement with the company's ban; ‘a common practice 1in
the Canadian banking industry. ,In this type of agreement,
‘the bank'a1lows a portion of bank charges to‘be ogfset by a
-guaranteed minimum average monthly balance jn the account,
There is, however, an informal understanding between the
parties that the balances retained over the weekendj\;:;ing
each month will not deviate 'significantly' from the
overall average balance. Further, the a;erage balance s
- expected to remain (elative1y~c6nstant over time, rather

than being 'padded' by large deposits at the end .of each
month to meet the requirement, In the event that the
average balance does not meet ‘the specified requirement,’
there‘ is a 'deemed loan' at a reduced corporéte lending
rate automatically charged to the accouht. Should. parts of
an jmplicit agreement .not be met, such as the weekend

2 requirement, ‘the bank was free to rengéottate this average -
compensating ba]ancg agreement at any time, "The e;istence
of informal agreements' like this was one of the major

complexities not accounted for by previous cash management

models,

v

Rather than attempt to incorporate a flexible, dynamic
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constraint into the model, it was digjded that prom}nent
display of the statistics on"which this agreement was based
would be most appropriate for ihe cash manageér and became

the fhird major display and interaction area. t
The balance statistics display showed a starting and ending
date provided by the manager., Once tﬂfse dates had been
selected, the average <closing balance 1in the period
selected and the average weekend balance were disp1ayegf“/
These values could be examined alongside ’the ’closing:
balance display to evaluate the account's compliance with
the banking. arrangements, Additionally, total <cheque
volumé between the <chosen dates was displayed. This
display would "also be automatically updated as a valuesin
the spreadsheet was changed{

-

The basic command window.

»
.

The software package structure allowed movement from one
interaction window to another via commands entered in a
command window, Sincg the model would be employed for
sevqral different activities (Such as scanning the cash
balancé, examining items 1in the 1nflows and outflows
graphic, examining numerical data values in the
spreadsheet, changing values in the spreadsheet and vieﬁing

[y

their effect wupon subsequent balances, and exam%ning
' [ 4
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balance statistics over specified time periods), several
macro commands were designed to allow movement into and
around the window areas corresponding with these

activities., The objective of defining these commands was

to .make. thetm as obvious as possible while remaining simple

~ And easy to remember, The commands initially developed

“were: DRAW - to ;edraw the screen, MODIFY - to allow access
to the spreadsheit window, UPDATE - to allow ‘access to the
spreadsheet  window at the first forecast date (to
facilitate data updating over time); and BALANCES - to
allow access to the statistics window., . The first three
letters of each <command were suf*icient for execution:
Additionally, in the event that a command was ?orgottqn.
any command ent;rgd which included a qués?ion mark would
briﬁg a menu summarizing the available commands‘ into the

“command window. The available <commands are detailed in

Exhibit 3.

Presentation of the VI Model's 'Shell'

*

The preéentation’ to the decisiqn maker on completion of
phase two occurred ?t the computer site. The modeler and
the manager had been in frequent comﬁuﬁ1ca£166 regarding
the modifications and tradeoffs required during the
development of “‘the packazeﬂg but the product itself was

significantly different from the graphics 'slide show' that

£ S
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UPDatwe )

MOD1fy

BAlLances

EXHIBIT 3:

THE INTERACTION COMPONENTS

+ FUNCTION

ENTER SPREADSHEET
AT FIRST FORECAST
DAY ‘

0

ENTER SPREADSHEET
AT DATE LAST
MODIFIED (OR FIRST
DATE)

ENTER BALANCE
CALCULATIONS
WINDOW .
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USER TASK(S) MODEL TASK(S)

ENTER ACTUAL . UPDATE FORECAST
DAY™S ACCOUNT PARAMETERS °

ACTIVITIES
UPDATE DECISION-
RECOMMENDATIONS
UPDATE BALANCES
CHANGE AN UPDATE FORECAST
"ACTUAL" PARAMETERS
VALUE (ERROR ‘ o
CORRECTION) _  UPDATE DECISION

RECOMMENDATIONS
> UPDATE BALANCES

)

CHANGE A . | UPDATE DECISION
FORECAST RECOMMENDATIONS
VALUE -
UPDATE BAQANCES-
v
CHANGE A FREEZE DECISION
DECISION RECOMMENDING

SUBROUTINE FROM
CURRENT DAY BACK

UPDATE BALANCES

» UPDATE SUBSEQUENT

DECISION
.o RECOMMENDATIONS
ENTER "FROM"™ CALCULATE AND DISPLAY:
DATE ~AVERAGE DAILY BALANCES
AND/OR ~AVERAGE WEEKEND BALANCES

ENTER "TO" DATE -TOTALLACCOUNT COSTS
(OR "END" FOR. (ACTUAL OR-PROJECJIED)
END OF CURRENT -TOTAL CHEQUE VOLUME
MONTH) ’




EXHIBIT 3 (CONTINUED)
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COMMAND

FUNCTION

USER TASK(S)

MODEL TASK(S)

_______________________ L 2 M S I S e
- s

SAVe

REStore

A

set INTerest
rate

INItialize

GENERATE HARD

. COPY OF BALANCES

-

FORECASTS, AND
DECISIONS

SAVE CURRENT

DECISION AND
FORECAST SET
FOR COMPARITIVE
PURPOSES -

RESTORE A
PREVIOUSLY SAVED
FILE

PROVIDE A NEW
PRIME RATE

GENERATE A
DECISION SET .
FROM CURRENT DAY
FORWARD

HELP .

ENTER START
AND END DATE

PROVIDE A
FILENAME

ENTER
FILENAME

ENTER NEW
RATE
¢

SET CURRENT

"DATE THROUGH
"MODify" OR-

START AT

T BEGINNING OF-

DATABASE

DECISION SET

PRINT HARD COPY OF

BALANCES AND ACCOUNT

ACTIVITY BETWEEN
SPECIFIED DATES

SAVE AS A FILE FOR™
FUTURE RETRIEVAL

P

1)

,

LOAD ACTIVITY, ng

INTO THE MODEL

UPDATE PROJECTED

" ACCOUNT COSTS AND

ACTIVITIES FROM
CURRENT DATE ~
FORWARD

& CALCULATE A

RECOMMENDED’

‘PROVIDE.A MENU OF

ALL OF THE ABOVE
COMMANDS



ADDITIONAL
F1
F2
F3
Fa
F5

F6

F10

-

-

EXHIBIT 3 (CONTINUED)

COMMANDS: (FUNCTION KEYS)

"MOVE
MOVE
MOVE
MOVE
MOVE

ACTIVITY
ACTIVITY
ACTIVITY
ACTIVITY
ACTIVITY

DISPLAY
DISPLAY
DISPLAY
L 4
DISPLAY
DISPLAY

THE CURRENT MONTH

MOVE ACTIVITY DISPLAY
THE NEXT MONTH

99

~

LEFT GNE DAY
RIGHT ONE DAY
LEFT FIVE DAYS
RIGHT FIVE DAYS -
LE&J TO“THE BEGINNING OF

LEFT TO THE BEGINNING OF

TOGGLE BETWEEN THE CASH ?ORECAST SCREEN AND THE
ACCOUNT ACTIVITY SCREEN
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had been presented at the end of the first phase,

{
\
The fundamental question to be asked at this point in _the
: «
project was whether the package, as it then existed, would
support the practising cash manager's task. His response
to this question evolved as he examined the capabilites,

and asked questions regarding the package's ability to

hqnd]e‘\various scenarios. The spreadsheet was examined
v vy M -

first, and was used to <change ©parameters to test the

graphic display's abilities to update until the manager had

assured himself that the statistics were truly interactive

as data entries changed.

No forecasting algorithms had been developed yet and only

1

actual data were available, but the colours and forecast

d%sp]ays needed to be examined. A forecast honth was,
_therefore, 'mocked up' at the end of the actual data, and
after examining and experimenting Qith the package to
become familiar with it, two mino}‘additions were found to

be required.

First, the scrolling capabilities of the two graphics
displays had been discretized to facilitate either week by
_week or month by month scrolling, The manager noticed
that, if "he wished to have a very accurate estimate of a

value from the vertical axis, he needed to use a straight-

3

O
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8 an the screen. He found this unsatisfactory, and so
it was agrea%iﬂmt a daily scrolling capability—would be
added which would allow any  specific date to be moved
immediately -adjasent to the Y-axis for more ‘detaiied
examination,

.The ~second unanticipated requirement was A2 way of
communicating the results or for comparing severaf
a]fernative scenarios. A report-generating function to
provide hard copy output was needed so that the manager
could compare alternatives and _communicate witﬁv the
accounting and finance departments, régarding cash account
activities. The required report was of simple tabular form

with predefined headings, and required on1y' minor
. . L]

modification of the model.

+ .

] - SRR .
The final issue for this project phase was clarification of

any possible omiésions from the model, or anticipat?on of
any data which  would be “unavailable for a]éorithm
deveTopment and incorporation ;nto the . model. . Thév 6Q€e1
required data for inflows and outflows of the account aJ
balance data, which 1is a <combination of the previous
values. Additionally, it was determined that_all of the
variable cost p;rame@ers fo} the model were a fixed

function of the Canadian bank's prime lending rate

calculated at the beginningt of each calendar month. A
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cababi]ity was therefore required’ito input the prime

lending rate calculated for each month.

Agreement was reached ?egarding the characteristics of the

system and the "next phase became <clearly défined.
. .

Algorithms to provide useful, managerial decision support

P .
had to be developed which were both valid and credibled -




Chapter 7
Third Project Phase:
The Formal Cash Management Model

1

Following construction of the VIM shell tn phase 2, the
next step was to make the mogdel "smart.,' Development of the
series of, a]gorithps which would drive the graphics screens
, was facﬁ]itated by the problem structu;ing that had taken
place "in phases -one a&d two. The ne;d for multiple
algorithms for forecasting and decision making had.been
identified during diye1opment of the interactions and
displays. An impbrtant step in algorithm development was a
review of the cost struéture facing the firm.

¥

Cost Identification

?

The Canadian banking 1ndust;y is unique, largely as a
result of Canadian federal banking regulations. The
Canadian 1naustry is comprised of a few national branch
banks with multiple branches, each providing such services
as online nationwide <cheque <clearings. This capability
allowed the corporation:under study to consolidate several
territorial cash accounts Hntf a central clearing account
at the end of each working day, and hence concentrate upon

N

7 the management of a single central account, ‘

103
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1

An Amportant part.of the cash management process involves
the minimization of bank charges.ﬁ The <corporation —heing
investigated had typical banking prabtides. as outlined by
the bank executive interviewed, and the following cost

functions were identified: -

~

-

1: Overdraft, or Negative Balance Costs:

?
«

If the company's account balance was negative, the firm
s
incurred a charge against the “account at a prespecified

interest rate. . 7

2: Average Compensating Balance (ACB) Chairges/Revenues:

~ vmor

As out]inedq}n Chaptef\G, thé bankfgj{ered an ACB in lieu
of service .xharges against the account. This requwirement
stipulated that a minimum average balance, calculated
monthly, had to' be kept in the account. Ffor any average

[

amount below the requirement, the bank provided a deemgd’i

loan at & rate which was a fixed function of the prime . ¢
lendiag rate at the beginning of the calendar month, If
the average balance exceeded thHe required ACB, however, the
bank paid the cor&oration interest for the amount in excess
of the ACB requirement at_dhe same rate as the deemed Joan.
1f negative balances vere {ncufred which brought the firm's

average monthly balance below the ACB requirement, both

v
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overdraft chargeé and ACB charges were levied %gainst the
account. . A

o

3: Borrow/Lend Rate From/To the Corporate Parent:-

In 1ieu of a prearranged line of credit and short term
deposit rate from its bank, the firm wunder “study had
arranged for short term loans ‘and deposits with its
Aﬁerican parent. The parent company reeeived a dividend
from the firm at the end of each month and any outstanding.
balance from these activities was cleared at this time.
‘1f, for exgmple. the cash manager required~cash to cover a
temporary shortage, he could arrange to borrow this amount
from the parent until the end of the month,. If, ﬁBwever.
he did not require thé money * for the entire month, or:
should he have a cash surplus, he could invest the money in
the parent'; account at the ~same interest rate as the
loaned amount. This rate was below the overdraft charée.km
but above the ACB rate. The}g was, however, a‘fixed
service charge from the bank to transfer these funds, and;
the <cost of a long distance te]ephone‘caLl to make the
necessary arrangements: These funds could be tr%ﬁgferred !”
immediately, and served as a buffer against foreseen cash
shortages. |

The variable part.of all of the above costs was a function

3 &
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of the_ corperate prime lending rate at the beginning of

each calendar month,

The assumptions for the formal model, then, include the

following:

A linear cost with a fixed charge for transfers to and from

the American parent,.

Instantaneous transfer Bf %unds. assumed to kake place at
the beginning of each day.

’.
A period length of one day, with a one month decision
horizon, This decision horizon is a result of both the ACB
calculations and the <clearing of the short term positién

against the American parent's dividend. .

Since the opening ba1anﬂé' can be modified by the cash
&anager through a transfer %o or.from the U.S. parent
company, this opening balance is the deciston varjable for
the ﬁroblem formulation. This formulation sBeks to minimize
operating costs, subject to  the” forecast receipts’and
disbursements on a mon;h1y basis. The interest rate for
the overdraft and the lend/borrow _ACB rate are assumed

constant over the month.

LIS



The Mgﬁel; ,iu:

Given these costs, the decision process can now be formulated:

&
Define:
§; "the intérest raté for an overdraft,
- ' '
: ) _lga the lead/borrow ACB rate.
R the amount of the ACB monthly average requirement
- (in $). ,
- J
) K the fixed cost of a transfer to or from the U.S.

parent (in $).
For each day t (t=1,...,T), define:

c the-daily lend/borrow interest rate for transfers to or

- from, the U.S. parent in period t. Note that c, is . a

v t
(T+13t) period interest rate.

Lt the amount transferred to (positive) or from

(negative) the U.S. paredt (in %),
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! A
B the balance 1n the cash account at the start of period t
(in %),
a ’ <
A3 . .
X, =B, ~R the 'balance in excess of the ACB requirement at the

beginning of period t (in $),

Tt(Lt) the transfér cost functjon for period t (in §).

.
T (L= - 3 Ly =0

K+C.tl.t . ‘:' L.t#O"

~y - - .

I; the demand for funds from the account on, day t, a
continuous random variable with density ft(Tt) and
cumulatife density Ft(?£) (?% may be negative for a

.
net inflow,of funds).

The .problem can now be formally stated as a cost

minimization problem:

On day T (751;..;;7)}

Minimize E [ ’T‘Zt cT[xT]] (7.1)

X .
T, (T:tv--'v.T) s

«*
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-y
Where
oo 3
Ct[xt]=cp (If—x —R)ft(Tk)dFt (overdraft charges)
X +R
oo .
+R : -
. N (X - TPf (M )d T, (ACB revenues)
—oo v
+ Tt(Lt) (Transfer costs)
Subject to: \\n
Xt = Bt - R 2= 1,2,...,T
. .Bt = B.t_1 + L.t "r‘t_'l t= 2' 3.---"T
The constraints for this formulation exploit two major
features of the specific problem under study. First, costs
are éymmetrica1.with respect to R, since the cost of
borrowing from the parent company are the same as the
/ .
revenues generated from lending to it, and the ACB charges
are at the same rate as the rev€nues, Second, the ACB
requirement can be stated in a daily formulation, since
¢ there .is no distounting in this model. For this case, an

’
average monthly compensating requirement is equivalent to a

daily requirement.

3
This formulation

is novel

literature, While the

costs is standard in the literature,

in

_objective

the .cash management

of minimizing operating

this is distinguished
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by the symmetry of‘the cost functions, although it remains
simildr in general structure to models which were
previously rejécted as 1nappropriate by the cash hanagern
The forecast data enters the f@rmulation as the
distribution of %Yhe demand for funds from tﬂe account
(ft(ft)) which, assumedly, s non—stationary‘over time as
the <corporation earns profjts. Other models have assumed
this distribdtion is independent,' identically distributed
over time, ‘

Theoretical Results:

Consider, ’ first, the single period problem:
Hininize € [ct[xt]] - : (7.2)
N .

Nhe}e Ct[xt] is given by equation (7.1).

o

Since Ct[Xt]>is continuous (in'Xt) and differentiable as

long as ft(rt) is® differentiable, then a necessary

*

+ to be the minimum of (7.2) s that:

/

o '[X: ] =0 (where .

denotes differentiation)
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Differentiating (7.2) with respect . to the decision

~ - variab®we, Xt' and dropping t _.subscripts for notational,

~ convenience leads to:

' = : > : X .
. C'(X) = -;p/; L f(MaT, l F(TAT - ;af FOTFTAT +T' (L) (7.3)"
+ - ~o0

Note that: B, = B + L, - T

;mp1y1ng: 'Lt ='Xt + R + %

Hgn;e. T (L) = T (L) ‘

Writing f(TMd T as 1 - f(T)dT = 1-F(X)
X . oo

. (=]
and 'l(‘ f(T)dT as 1-F(X+R)

t-1

Ca

1 By

+R

leads, to: .
C'(X) = ;cp +o) F(X+R) -z, + T'(L) 1 ; | (7.4)
Further: : ' v

C"(X) =l;p,F'(X+R) + T"(L) |

but T"(L) = 0 for a]]KL_ A

and F'(X+R) = f(X+R) > 0 —for all X.- .

Therefore C"(X) > 0 for all X

and C'(X ) = 0 denotes a‘minimum.

Setting C'(X ) = 0, from (7.4), leads to

! . R
. % l;p+ Ty - T(L) ‘/
F(X 4+ R) = -==--_%_____ ——— (7.5)

Cp .

N
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As lonk as L* #.0, (7.5) becomes: “

F(X* + R) = _Ep_t..c_%_:_f. ‘ ‘ ‘(7.6)

“p

<

This result depepds on the symmetry of the cost Functions

~

in this fbrmulation., Should, for example, the variable
transfer costs differ between inflows and outflows ffom the

account, another step would be required. Two expressions
- .

would ‘take the place of exbression (7.6), and a decision

-

rule would be required to evaluate the optimal decision,
In that case, it has been shown (Bell and Hamidi-Noori,

. -

1984) that there are three alternative strategies:. (1) a
’ 3

do-nothing strategy, whe&;' no transfer waé)maéer (2) a.’
) . N

transfer-out strategy, wheré only funds are transferred out

i

of the account; and (3) a transfer‘ip strategy, where funds
v .

are only transferred into the account. It has also been
» . " .
shown that only pure strategies are c<andidates for cptimal

solutions, so this would not increase thé‘complexity of .the

formulatfpn significantly (Bell and Hamidi—NoBri. 198g)h

’ ° . \

(~/

Ignering the fixed t{jngfer cost, equation (7.6) provides a

pl

- * ] ‘
. target value of Xl‘(and hence’ L*) for the minimum ‘cost

solution. .Existence of sdch a taréet'requires:n



(7.7)_

Note that ¢ represents thewfotal cost of a negative

p .
balance (i.e. "the overdraft charges plus the reduction of

the ACB return or an increase in the ACB costs).

This reSU]t fol]ows;]ogica]]y from the definition of the

«

cash management problem Since c, the lend/borrow rate, must.

. Y , )
always fall between the ACB rate and the penalty cost of an

overdraft. for convergent cash management decision making.

This rate repre%ehts the (longer term) rate vrealized for
. B : ~ )
being able to predict eithér a need for funds or a surplus

in the cash account. If, :'for example, <cx<0, the(xgmount
borrowed at this rate would be infinite if the account
~balance could provide any positive return. If c was less

,
« than the ACB rate, transfers out of the account would never

occur, since alternative investments could not-offef® a

- 4
.

1

”~ . . !
better return than the cash account rate, Conver&ely. if ¢

was greater than the sum of the ACB rate and the penalty
cost of an overdraft, _the overdraft alternative would be
the cost minimizing decision for borrowing ﬁunds to cover a

shortagé of" funds in thé/cash account. ‘ : .

.
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T " J
If.condition (7.7) is 455, and in the absence of fixed

transfer costs, the optimgl solution is given by L*,and X*.
The existence of a posiﬁive fixed transfer cost complicé€es
analytical determina%ion of an optimal solution although,
conceptually, the problem can be for%u]atedias a dynamic -

programming (DP) probleg with the single state variable:

Bt' t=1,....,T7. Expected costs levied against the account

.

can be minimized by recursively wexamining all possible

st?tes that result from an optimal policy which ;ompareg.é
"transfer" strategy to a "do-nothing" strategy each day.
Solution of this problem, however, is slow and complex (See
Bell and Hamidi-Noori,- 1984)., Since d;termination of an
exaét optimal solution 1nqreal time to the T period problem
was_deemed impractical, it was decided to use the single
period problem vresult to develop a heuristic so]ut}on

procedure for the multiperiad prob1em.

The single period solution (7.6) provides an optimal plan
for cash -management transfers (in the absence‘of fixed
transfer costs. MWithout these fixéa cost combonents an
optimal ‘target level for* the opening baf%nce would be

derived and the optimal set of decisions would be to adjust

'

~the opening balance to this level every workday morning.

This result provides the basis for both upper and lower
bounds of a heuristic to incorporate the fixed cost

component.




f ‘ '
~
€

'
- ST

The lower bound on total expected ober%ting cost% f g2
model with non-zero fixed costs would be the expected va]ue
of the optimal set of decisions outlined above. An upper
bound on total exPected gperating costs would be the lower
bound plus the transfer cost mu1tjp11ed by-‘the number . of

working days in any given month. That ‘is:

. L]

T ’ T . , T
E[\Et‘%(x? 1< BT ]« (T-e-DK 4 £ -thx’i ))
= T= . T == .

.
~

for t=1,2,...,T '. -2

Since the fixed transfer cost for this firm was small, the

_upper and, lower bounds were quite close together, Within
this range: san  heurtstic coyld be tested which could
readily provide a series of decisions to be programmed into

-

the VIM.

An Heuristic to Incorporate the Fixed Cost Component

- €

Utilizing the symmetry within the problem structure (since -

both the transfer costs and the cost of borrowing or

.

lending were symmetrﬁéa]), a simple combinatorial heuristic
could be employed without directiopnal bias. Additionally,

since ﬁpe horizon was qu{te ~ short, no discounting was

»

provided for. This followed from the activities of the

a

\
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cash manager who sought to minimize monthly charges against

the cash account without considering the
7 .

o -

money within® a month, and allowed devel

memoryless one day look-ahead heuristic.

An ’unantfcipﬁted cash shortage whe&re the overdraft

time vafue of

opment of a

v

financing would have to be employed was much more expensive

than either an arranged loan or an unanticipated surplus.

At this extreme, the costs Jlevied against

the account,

then, were not symmetrical. If the cost of a shortage was

the same as the return from a surplus, the manager would be

able to transfer all of the funds from the account into the

parent compan&'s interest earning account with no penalty

and the oproblem would be trivial. The basis of the

I‘Jristic decision rule was therefore to only

seek to hold

funds in'the'account until there was sufficient differences

in the yields of the two accounts to offset*ﬁhe fixed costs

of a transfer,

The decision rule developed was as follows:

o

Each period T.T( [tee.asT]:

Solve the one period problem for periods

(giving L; ,l%+1 ....l% ) assuming:

v

tot+l, 000y

&




B o= By ELTqlvl g0 wte..lT

If L7 >
T

: +*
Examine L for each T([t.....T]
0 * (transfer out)
¥*
and L_ (cT—ca) > K

. # *
Combine LT and L_r+

1
. . * * *
Such that: LT+1 becomes LT + l_T+1
and: L? becomes 0. ‘
AN

Similarly,
If L:' < 0 (transfer in),
ang -L: (c.- %) > K

. 3 *
Combine LT and Lr-l
‘Such that: L:_l becomes L: f Lj:_1
and: L* becomes 0.

T

The above model and heuristic to incorporate fixed <costs

were evaluated by comparison to “upper and 1owercbounds.

after the distribution for the demand for funds from the-

account was determined. Determining this distribution
necessitated the development of the forecasting component
of the model.’

Evaluation of the Cash Flows

-
«

A frequent assumption in the literature -is that of
independent, " identically distributed cash flows into or out

of the cash account (Girgis, 1968; Daellenbach and Archer,

A

9
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1969; etc.) This was a model weakness perceived by.the cash
managers interviewed at the outset of this ;esearch. and
this assumption was rejected by the cash manager with whom
the project was undertaken. These managers all suggested
that a <credible and valid forecasting component that
allowed for non-stationary demand was imperative for anyi
useful cash management model. . .
Seven mont;s of cash account ba]ancé&u including both
inflows _and outflows of «cash but excluding deposits:or
withdrawdls by the manager, were examined. The objective
of this.‘eiamination was to attémpt to determine the
distribution of demand for funds in the account. In order
to be able to forecast this demand, either the overall
demand fo; cash would have to be éstimated. 8r the inflow
and outflow componerits estimated separately,
The first“test was to determine if there was any change
over time in any of the above parameters. Analysis of
Variance (ANOVA) was used to test whether a siénificant
difference in the means could be detected between months,
The ANOVA for;days proved insignificant at a'significance
level of 0.05 for receipts or disbursements.  The results

of this test are summarized in Table 7.1. .
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ANOVA Results Between Months -
Daily Receipt and Disbursement Data. ‘
For 7 Months

F-Ratio Significance
Receipts 2.14515 N.05195
Disbursements 0.18989 0.97924

The null hypothesis that the mean values by month did not

differ, then, could not be rejected.

A scatter plot of the <cash. balance data for separate

months, however, suggested that patterns®existed within the

months. At «this point, the manager was <consulted ta

determine if there were wunderlying accounting practices
which could be exploited in the forecasting techniques. The
company was in a stable environment, experiencing neither

growth nor decline, and was not subject to seasonal

variations in . cash flow over time. The manager suggested

~that both billings and payments to creditors were performed

according to a monthly routine. There was, .however, some

random variation as a result of postal delivery variations

and variations in cheque clearing times.. It was suggested

*
that the account operated to a large extent on a four-

period cycle, which could loosely be interpreted as the
weeks within a month. A <customer, for example, would

typically have a cheque run at‘about the same time each
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month, . so the receipt of these funds'could reasonably be
anticipated within a weekly périod. The account data was
then tested to determine if mean account activities qou1d
be estimated for four separate periods within each month.

’

These groups were broken out- for the seven months, using as

L
the first seven calendar day period, the seéond. the third,
‘and the remaining days of the month. ’
The ANOVA tests (Table 7.2) resulted in the rejection of
the chypothesis that the mean receipt levels did not differ
across groups, but the hypothesisethat mean disbursement.
levels and, hence, demand levels did not differ could not

B be rejected at a signiffcance level of 0.05. Subsequent
ANOVA tests for days within the four groups did not lead to
. o, .
rejection of the hypothesis that receipts differed within
these groups. These results are summarized .in Table 7.;.
Table 7.2
ANOVA Results: Between Groups
y - s ) Daily Receipt and Disbursement Data
e - For 7 Months
’ F-Ratio . Svgnificance

< Receipts by Groups 6.21600 0.00050
Disbursements by Groups 0.61400 0.60680
Demand by Group 1.63600 0.18360

r p
£ ¢ ;‘
o »
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: ~ Table 7.3 )
ANOVA Results Between Days Within Groups
Daily Receipt and Disbursement Data .
For 7 Months

1 F-Ratio Significance
GROUP 1:
Receipts 1.52900 0.20810 -
Disbursements 0.74900 0.61600
Demand 0.55600 0.76080
GROUP 2: -
Receipts 0.39700 0.87450
‘Disbursements 2.54500 0.04290-
Demand 2.39000 0.05440
GROUP 3:
Receipts 1.74200 0.15100
Disbursements 1.64400 0.17500
Demand 0.98500 0.45550
_ GROUP 4:°
Receipts 0.79200 0.62570
Disbursements 1.17800 0.33920
Demand 0.65000 0.74710
Based on these results, a forecasting technique was

"selected which treated the four groups separately. There
was no indication of +trend or seasonality within the
forecasts for each group, agd therefore simple exponential

\smoothing models were uﬁed to estimate, and subsequently

Qgﬁte. the means and standard deviations for each of the

‘fOur ‘groups. qur separate estimates of receipts and
disbursements were prepared “by this 5pproach. The‘ next’
step was to bresent these forecasts and explain /the

- technique employed to the manager, in order to determine if
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the approach was évnsideréd acceptab]e; This determination
of face wvalidity by, the cash manager was considered
critical for the implementability of tﬁé model.

]

Computation of. the sums of squares df the error terms for

differengfva1ues of the smoothing %oefficient showed a

N

- ;
minimum at 0.1, This “final formulation can be expressed
f

.; ‘ e
as: - i \
-l ’ Expected Mean Demand for_g}oup i (i=1,4) and day t, .
3
Dg, st S° ' '
Dt’i = aD_t_l’i“*' (T'G)Dt_l'i (7-8)

Expected Demand Variance-for group i and day t,

\ 7
o X
\ N .‘, (St,i) : - ‘ ‘//
| S R LN T S U LS R I CNPIFO N C YD
\ CGy,5) s B (Dy 5~ Xg,3) # (1 -B)(S¢_q,1) (7.9),

Where: Dt,i represents the. demand for funds on day k.

‘ group 1. )
. /

a and B are smoothing constants (a =8 = 0.1},

(For a full description of exponential smoothing techniques

see Montgomery and Johnson, 1876).
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Equations (7.8) and (7.9), wevaluated through equation
(7.7), 1gn9ring fixed costs, resulted in a target ogening
balance for each of the four periods. -The incorporation of

the fixed costs through the heuristic resulted in a setd'qf

suggested account activity decisions for the modeled time

horizon. .

These decision! were then evaluated aga%n;t the upper and
lower bounds, providing a benchmark to determine the impact
of the fixed costs and the decision rules, 'The decisions
that this formulation provided were recommendations based
upon the forecast cash f1dw data' and Qhe cogt estimates.
This result was only the first step in the evaluation of
the model, for it was expected that the cash manager would
change these decisions to accommodate the externalities of

the problem environment. These activities were to be

tested and evaluated in  the final phase of model

A

development - implementation and evaluation.
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Chapter 8.
The, Intégrated Model:

Implementation and Evaluation

U
»

i
'

The cash manager began his pfénﬁfng process with accounting
cash flow forecasts. Projected cash balances had to be
calculated, and decisions were made to inject or yithdraw
cash to mod4ify the projected baTfances. The <costs of
borrowing required funds and of iﬁvestment opportunities
were evaluated Qy hand, and total account costs for the
period were determined. This process had to be repeatéd

each time new information was received. The proposed cash
"\
management model, which was complete at this point, had to

-
be evaluated in terms of its ability to support, improve,

~

and facilitate the cash management function starting from

a

a

‘this planning process. ~.

The final presentation of the integrated model required
introduction .of only those aspects of the model which had
been developed since the demonstration of the interaction

component,  The evaluation of the <completed package,

however, was the critical element of this project phase.

Each separate element of the model had been examined in
terms of its function, but the integration of these
functions determined the .mode]fs usefulness to the cash

manager,

124 3
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) . ’ .
Prior to final model presentation, each component of the
mode had\peiﬁ/d;>e1oped. tested, and discussed with the
manager for whom it was to provide decision support., This
final phase of the development process, then, was not a

~.
distinct implementation step. The decision maker was

familiar with what wés tp be. presented ana wsought to
validate the modej as a complete ﬁackage rather than as
pieces designed to meet specified design criteria. The new
characteristics of the model to be ezaluated included such
aEpects as respo;se time on changing an account activity,
the effectiveness of interactions with the model 1in .an

acLual prob]ém situation, and the usefulness of the model

in supporting the cash management function.

For this final presentation, seven months of actual data'.
weré retained in the model and two months of forecast data
were calcutated. The maﬁager was asked to eva]uate'the
package, and to consider the appropriateness of using the

decision set that the model had recommended as a starting

point for decision planning.

At the final presentation, the manager's first activities

\

were to again familiarize himself with the mide]ﬂs

functions. Included 1in this test was his observatTon ‘of
¢

.

the model's new ability to update the displays when he
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* modified the ~cash activities 16 the account. The final

screens provided by the model are illustrated in Exhibits 3 |

and 4. -

.

-

After verifying that the model could perform the functipns

that had been previously-discu5§edf;the manager turned from

© -

verification to a process of vélidatjbﬁ and evaluat{od:
First, the forecasts vere exam}ﬁéd without the magei's‘
decisions imposed‘upon theﬁ/r'}hg mapager. was familiar with
the app;oach emﬁ]oyed to derive these ‘forecasts. and

{getermjned that they offered a reasonable expectation: of

account activities for the next twb«montbs. The account
: AR ’ ,
data was then loaded with the model's decision

recommendations. The graphic displays were Used to help

: - , . .
explain in detail the algorithms “used’ to make these .

decisions. The fixed <cost hurdles for 'the heuristig had
been estimated,from‘actua1 coﬂts>inclﬁding a long dis£a;cé
telephone <call for each trans%er and appropriaie bank‘.
charges. The ﬁanager noficed that the model made tfansfgrs

" for amounts. smaller than those ée would normaﬁﬂy make, so

the appropriateness of . this fixed, cost <calculation was

-

‘ 7
discussed. The implicft value of the manager's time ‘and
x ‘ . » ¢
the inconvenience of frequently contacting head office .for
© - J h

smallerg than wusual transfecs made the cost- estimate, he

1

@

/ - N ' * ¥ “ *
suggested, 1inappropriate., To determine the . costs Jlevied
- : N

@

. ; ,
against the account, however, these costs were accurate.

Kl
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. | EXHIBIT 4

L : THE FINAL MODEL'S SCREEN. f
(SHOWING ACCQUNT,BALANCES GRAPHIC WINDOW)

- - NN

s
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EXHIBIT 5
THE FINAL MODEL'S SCREEN

(SHOWING CASH INFLOWS AND OUTFLOWS GRAPHIC WINDOW)

A
rd
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To resolve this problem and provide what the manager felt

. \ \
was a more reasonable starting point, the hurdle rate

considered by the  heuristic ‘outlined in Chapter 7 was

-

changed, while the <cost calculation remained at its
original am%unt, The fixed cost of a transfer was
approximately $5 1in Canadian funds, but the manager‘

suggested that: "I would only transfer funds into or out of

{ X
the - account if it could save me $100 or more...

T

" As a

result, the final cost in the heurfstic was raised to $100.

@
L

The result of this change to the fixed cost hurdle for the

)

heuristicc reduced the number of transfers over the seven

month evaluation period from an average of 16.43 per month

ko 2.43,, wBich more closely approximated past activities.

After installing this new parameter into the mogel, the

manager could see the efféct on the projected accounf

costs, and determine if these costs merited the change in

the model's policies. He'détermided that the cost change
R ..

was insignificant, and the new parameters were adopted into

the. model. Additionally, as Hhad been expected, the

decisions over ‘the immediate - term (a one to two .week

horizoﬁ).. with which the manager was intimately familiar,

were modified somewhat to accommodate various options and

7
activities that were not considered by the model, such as

”

anticipated reductions .in raw material costs leading to a

"larger thadn usual purchase of these materials. : ;
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The model, through its displays of projected account costs,
quantif}ed the cost of a decision po]icy- change. This
quantific;tion was a major e]ément of the model's unique
information provision to the man;ger. If, for example, a
decision maker were risk .averse and sought a seriés of
decisions to accommodate these risk preferences, thé “cost
of deviating from an expected value solution was,
prominently displayed t6 h%m. Also, a change in expected

costs to deal with the external elements of the problem

environment were quantified through ' this mechanism. “The
; - :

By N e . . :
_combinatfon of these -external <characteristics ,of the
a L
decision environment made up the expected difference

between the model's unaltered decjsién set and ‘the series

-

M I
of decisions arrived at after the cash_  manager's

interactions,

The activity of modifying the decision set to derive an

., acceptable series of decisions took less than half an hour,

in contrast to the manual process that- took approximately
oﬁe mornihg per week, and the mdnagef was prepared to
utilize these decisions for the short term planning
process. With this package, the manager would be able to
modify these decisions on a daily basis as new account
igformation becamé available, aﬁd to automatically print

these results in a modified decision report. The ’'package
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was efficient in tha} it could automatically pfovidg such
features as report preparatiqh. but the major objective was
an increase in thé effectiveness . of the decisions arrived
at. Efforts were therefore made to evaluate the decisions
arising thfoﬁgh use of the model versus the manual

decisions.

‘Evaluation of the Model- Against Manual Polic¢ies

o

To test the model's abi]iﬁy to provide effective cash
manaéement‘decisions. two operational tests ' were carried
out, Jﬂn the‘ first,test}- a forecast for the seven months
. ‘ '
fér’whichjdata had been obtained wa§ made and total account
costs calculated as if the model's feEommended  decisions
had béeﬁ implemented without modification (i.e. a seven
month static proiection): This tested the model's ability
to project:  over a longer time period than the manager had
been conside(ing, 'and pr;vided an estimate of costs for
longer te¥m oplanning suppert. (In practice, howéver.
decisions are modified daily as new information is

[

received.)”
The second test statted’ the model from the first test's
forecasf and planning position with updating.‘ The model
would receive da1ly actual account activities and

iteratively update the decision. set from the next day

<
’
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forward given. this new information. This test simulated

. the actu cash “management decision procedures, and

-

provided{an effectiveness measure for the model.

The results of these tests are summarized.in Table 8.1, and
the outcome of each individual day's activities are

provided in Appendix 1.

Account_Costs:
Actual Cost Data -
Against the Two Test Policies .

MONTH - : ACTUAL ° TEST 1 TEST 2 ‘\
ACCOUNT ACCOUNT ACCOUNT
COSTS » COSTS ~ COSTS \
January $-6232.76 $-6856.93 $-2182.97
Febwuary - -2686. 34 -3036.86 -1508.10
March 2008.52 664.20 -1727.88
April 2709.42 1838.23 . —-1628.61
May N -1856.28 1519.48 -1669.87
June -2509.97 - 310.66 -1671.33
July . 1122.02 . 875.57 -1492.91
Totals $-7445, 39 $-5306.97 $-11881.67

________________________________ e o e e —n g v—- - —— - —— - - —

A\l

As a méasure of the heuristic, an optimal sol@tion was
determined assuming zerd .fixedU costs for Testf?. This
solution was determined bycadju§t1ng the opening ba]ance to
its opt}mal level each day. For this eva1uat§on. both
upper and lower boundé (calculated Ss an upper bound whe"res

‘transfers would be made every day with fixed costs being

\



133

“incurred, and the zero-fixed-~cost lower bound) were
determined. These bounds were revenues of $5151.90 and
$5891.90 :respectively. to be compared with the mode1'§
solution revenues of $5306.97. The modef's solution
represents a deviation from the optimum solution assuming
zero fixed costs of $584.93 over a seven month period, or
an averaée of $83.5§ per month, This solution was 103.0
percent of ihe-loWe; bound and, as a relative measure, is
20.96 percent of the distance above the lower bound toward

-

the upper bohhd.

Bell and Hamia%-Noori (1984) solved a similar problem usiné

a discretized approximation that -‘had been solved wusing

Dynamict *Programming. This approach <could have lead %0 a

cost 1mpr5hement‘ over the géuriétic results, but
programming*® and caqmputation time would have increased
significantly. The potential cosﬁ improvement of such an

v

optimization routine s difficu]t to determine since the

cwst differences would include both fixed transfer <costs

based on the optimal number of transfers and variable costs
levied” against the -account at, possib]y. balances which
differed from those determ1ned in the model The euristic
solut1on. however. managed to absorb fixed costs/of fé? 14
per month on. average, which were notvconsidered in the
lower bound solution, but remained within $83.56 per ;onth

on average of this solution. As a measyre of the

13

o
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heuristic's effectiveness, the increased varigble account

costs, then, represent only an average of $1.42 per month

over the lower, bound (from the optimal solution with =zero

fixed costs).

The final t%gt of the package was an evaluation of its

usefulness to the cash manager. The focus of this research ™

was on the effectiveness of the proposed model building
; v e
approach for VI modeling to support a <complex decision

environment. Cost/benéfit analysis of the hardware and

- -

" software was not an issue gg be explored in this thesis éo

" - 4
software and hardware was selected to allow maximum
programming flexibility to develdﬁ the model. To proviae a

more reasonable framework for the manager to Eyaluate the

package, he was informed that ' the final model could be

‘rewritten in a high level programming language rather than

using the Vf modeling software employed. Additionally, it
could be loaded onto a less expensive microtombuter’such as
an IBM Corporati n's P?rsona1~ Computer XT or Personal
Computery, AT. The cash manager agreed that the model would
be of enough behefit to merit his acquisition of the
graphics monitor, card, " and software ~"for such a
m1crocompdter installation, and that under “these
circumstances ﬁe would use the model. Further, he kept tge
forecast§' generated from the model fot the four months
remaining in the year to aid 1dn his manual planning

process. )

v
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The Model's Support of the Cash Management Function

The cash managément problem, as it ,appéars in the
literature, involves, the optimization of some objective
function, ‘;uch as the‘ minimization of operating costs
levied against the cash account or the maximization of
return onninvestment on a short-term portfolio withdcawn
from the account. The model employed in this application
soqght {nitially to follow this objective, but it had been
fou?d (Bé]] and Newson, T1982) that the cash management

“function dncludes complexities ; that haq . not been
incorporated iﬁto existing models (or into the formal model
outlined 1in Chapter 7). The'_p\cma1 ‘model. however,
provided an in%tia] series of account'ggctivity decisions
~for {he cash manager to//wqu ‘%;om.,; and allowed
incorboration of the softer system‘aspects of bhé probliem
through user-friendly interaétion and - com&unication

1

elements. If, for example, funds must ?emain¥ in the
account for a known cash-on-delivery order the model sought
to idnvest these funds, but ca; be overriden by hanageria]
intervention. Once the manager has modified a 'day}s
Jecisians using this package, it would not reverse that

-} [ ]
mqﬁificat1on' but sought to optimize the decision horizon

from the next day forward.

-3
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In add;f?on. the change in expected+costs of deviating from
a model-recommended solution was 16mediéte]y disp]ayéd
through the account statistics display window. Should, for
exanle. the cash manager choose to reduce risk levels for
a particu]ér period or periodz by mov}ng .iasﬁ into the
account for  a particular » }ime period, the modeJ would
highlight the new éxpectedl ‘costs Qhahged against the
account anmnd thereby illustrate the cost 6f fhis reduced‘
risk position. . ‘ ' S

Additional constraints could hive been 1nc1udeJ in the
model to accommodaée- the f}ierna11tfes o% the cash
management pfob]em.d but there is a tradeoff between model
comp]exit; and its marginal utility. If a facil{ty\were
built 1into the model to inteﬁactivgly add cénstraints as
“they were identified, \p?ogrémming complexity Awéu]d Lhave
increqsed - con;’iderab]y~ and response time for a
cmicrocomputer application could Have become unacceptable.
Additionally, these constraints tended to be structured to
the extent that the cash manager codld ;asily deal with
them without integrating them into the model. The required'
support was the ability tg cha;ge the model's decisions to

accommodatg_the‘actions required by these externalities.

-

] =
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Computiqg resources were a major consideration throughout
this model buidding apprSach, Microcomputer technology was
employed exclusively, and response time was an important
factor for ‘interactions between the compuéer and the
decision maker. The completed model had a batch operation
to initially develop the forecasts, and could then be used
interactively. The first test outlined in Chapter 7, the
seven month test wiyh daily updating, for example, required
more than one hour t&jzaﬁpute with a Sage IV microcomputer
equipped with 1 megabyte (Mb 6f random access memory (RAM)
and a 12 Mb h;rd disk. fhis'test required 161 individual
"iterations of the interaction employed by the cash manager
to change a decision set. The cash manager, however, works
on a one-month horizon in his day-to-day decision making
which could be fun by this packages each time in a few

-

seconds.

Had the decisions selected by the model in the second test
been implemented over the seven month horizon, operating
costs would have been reduced from the manual deEﬁgion
outcome; by $4436.28, but this is a somewhal artificia]
saving. As was outlined 1in Chapter @, thgre are many
externa]itiesvin the cash mahagemeﬁi probleﬁ' which this
model, by design, +ignored in arriving at its recommended
decision set. The ménager pointed out several situations

in the scenario outlined by this decision set which would

have been wunacceptable 1in practice. It was agreed,

-
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however, that the information provided to the manager by
the model would speed up decision making and 1lead to an

intermediate solution between that portrayed by the model
. . /. ,
and that arrived "at by the manager using _his manual

-

procedures -- that is: bperating costs, as incurred with

the use of the model, would crease.



Chapter 9

Summary and Conclusions

This thesis emerged from the confluence of two research
streams. Visual interactive (VI) modeling has been a %Jjo} ‘
new research area within Operational Research {OR) since
1976 (Hurrion, 1976). The distinction and unije'
adVantages of this problem~solving process over other"ﬂE,,
approachds _ has, however, remained soﬁewhat obscure. s
Computer graphics 1in general have proved a di?fﬁc&lt
research area to develop specific contributions and
generalizations (Ives, 1982), bdt‘have remained a major
research area for OR (Bowen et al, 1979; Fiddy et al, 1981;
Hurrion, 1978, 1980, 1981; * Parker and Bell, i98é: Withers
and Hurrion, 1982) and DSS:(Beagley. 1984; Canning, 1982;
Cooper, 1984; Editorial-Staff. Canadian Data Systems, 1981{
Tves, 1982; Keen, 1981; Kelley, 1980; McEwan, 1981;
McLenhing, 1983; Watson and Driver, 1983). Major successes,
have been realized utilizing VI modeling (Lyons, 198&3:
Kaufman and Hanani, 1981; Hollocks, 1981; Hurrion, 1928;
Haorrion, 1980), but each application was a "one-off"

Ay

project which made littde attempt to genéralize a

v

development or problem solving approach., This apparent

—

.
vacgancy 1in the 1literature provided an opportunity to

synthesize the successes of past endeavors into ° a

generalizable problem solving approach. Discussions with
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VI modeling practitioners cited a strength of VI modeling
as . the ability .to aid in . the aﬁalys{s of complex .and
difficult to define probliems (Kaufman and Hana%i. f981:
Hur}{on. 19765 Fiddy a$'a1. 1981: Lyons, {983). This
thesis describés  a modeling exercise utilizing a

predefinéd. novel problem solving approdch building‘uddn

_these experiences. .o

- * -

The second research stream, cash management, has proved a

complex and difficult modeling area for OR researchers, and

‘even . more® complex to 1mplement“ ‘Very few reported

'1mplementations exist in the 1iterature (Belk and ’Newson.~

1982; Dae]]enbaxh 1975). and the ¢ash manangs and bank1ng

experts 1nterviewed reported few algoritbm?c approacﬁes to

s
F

the problem in practice. -
b ! :

¥

After consideration of the cash managément problem ana the

[

major d4ssues within it, a VI modeling approach was

3

‘proposed. Interviews were made thh several practitioners
who expressed interest in the propdéYed approach and

suggested that they would® be w1111ng‘ to 1mp1ement a

o~

decision support technique 1f one could be found to support’

3

a .realist1q definition of the‘cash management prob]em. It

was with this objective that this thes1s was then proposed.

A practising,cash manager'(fs found w1th a suffic1éht1y

complex problem to offer a realistic problem to -address and
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-

~develop an 1mp1ementab1e model whi‘ch could rea]iftica]]y

y
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who had su ient interest 'in the process to offer his

time and supply/confidential data.

A

The visual interactive grob1em solving (VIPS) approach, as

outlined by Bell (1984) is time consuming, but promised to

support the,decision process under study. The)first step of
this thesis was to develop a formal prob]ém solving,
approach which exploited the unique nature of VI modeling.

v

This.approach, , as outlined - in Chapter 2, requires the

-r
|

d

-

‘-

- pAY

development of mocked-up graphical solutions through

_interactive problem definition bgtween manager and ana]ystj

©

Sg the first step, and thereby seeks to structure the steps
which remain. This~1s'a.dev1atioé from‘a moFe classical ORN
}rob]em solving approach, such as that .outlined by Wagner
(1969). where 5rob]em definition and model building are the
first two d1§¢inct steps. Check]and-%Q]9815 outlin;?\ a
"Soft. Systems Approach,” where the definition of the
problem it ditself part of the process. The approach
outlinéd in this thesig follow¢ Checkland's philosophy
closely, but differs in that its first goal is to delineate
and, hencé. structure {he prop1em and subsequeatly develop
models to support the decision maker, Interactions with
the decision maker after fhis first stép are for validation

and fine-tuning of a problem which has been qgreéd upon by

both.problem owner and analyst.. After thi|.first step, the

a
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problem - to be addressed is more clearly defined than the
approach outlined by Checkland. This' procedure, = then, 1is

-

similar to a prototyping approach where a subset of the

final model is tested prior to full model deve]opmeqt

(Naumannsand Jenkins, 1982; Dennis and Burné;.1984).

The résu]ting model differéd somewHat‘-from the eXx ante
expgétqtions of _the mode]ér. and expamded up?n models 1in
the f1€eréture. VThe\a1gorithms employed were novel froﬁ
those in the l{terayure. a]though.the defiéed objective
function was similar, A mﬂjor contfibution of the package,
however, was its ability to derive an 1m91ementab1é
solutionxthrough interaction-with +the <cash manager. Thé
model differs from " ihvé&tory approaches through its
considération of thé problem a¢ a précess rathe{ than as a
stock problem, and from other ‘models through .its
inéqrporation of complexities encount;red by the practiﬁing
cash manager, such és:fhé issue .of fi;ed costs. The major

difference of the VIM from other cash management models was

its interactive ‘component with the cash manager: A cost

‘saving could be determined from the results derived and
&

'presente&§~in Chapter 8, but the reality of the cash

' e v .
management problem could. not facilitate implementation of
these dé2151ons ‘without 'modification to consider the

externalities and contingencies encountered on a dynamic

basis. A model, then, which ‘offers utility to thew

9
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practising cash manager must be -dynamic and flexible. This
flexibility has been attained through an interactive model,
and the rabid communication required ofgthe process through

dynamic graphs which are linked to that model.

4
’

)

Generalizability

‘a : There are three distinct asv?ets to the generaf&%abi]ity of

this research. They involve the methodology appliéd-to

other modeling endeavors, other firm's cash management

applications, and the hardware and software employed.
:’The main focus of this thesis was the proposal and
. ® )
implementation of a generalizable VI® approach. The
approach was devg]oped in  fsolatiom from the cash

management modeling task, and could serve as a starting

point for a modeler intending to utilize VI modeling.. The

[~

"approach outlined in  this  thesis integrates  the

’

identification of basic infrmation requirements ¥nto the

overall process, and incorporates a modular approach, The
problem is divided into outputs, ~interactions, algorithms,

and data collection routines, and .then developed in a

[\

predefined, "solutions-first," structure.® This developments
R

\

s

approach requires - the wuse of graphical outputs from the

L] 5

model to communicate’ exactly what the model will be

. | expected to do, Through this interaction, the formal
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modeling process remains the task ofvthg'analyst.. but thé
underlying processes and‘ assumptions are agreed upon by
both analyst and decis,ijon maker prior to model development,
This process is not, however, restricted.  to cash management

applications,

fhe model resulting from this problgm analysis hadmsevera-l
unique characteristics, such as the forecasting routines
employed and the form of the cost functions. Additionally,
it included the idea of management of an ACB  requirement,
which few. applications in the literature hﬁ addressgd.
In order to generalize this model to another firm's
specific ..cash management problem certain phases of the

.model building apbroach would have to be reﬁeatedl 'ThéA
final® graphics 3disp1ays would provide 1input for‘the first
phase, and th;|.a1gorithms modified to accomﬁodate new
scre features or the data from the new firﬁ._ This would
not z:ove an onerous task.i}but each company could be .
expected to have unique banking and credit arrangements.
New forecasting routines couldlbe developed to estimate the
moments of the daily cash flows, and the symmetry of cést
funcﬁions could be replace& with a three-pb]icy Dynamic
Programming formulation such as that der1ved by Hamidi~

.- “~

‘Noori and Bell (1984). ~ -

-
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This application was developed using OPTIK 1, a state-of-
the-art ~software package developed by Insight
Infernational. Ltd. 1in the Un®ted Kingdom. This package
offers the flexibility to devé]op an integrated VIM in a
modular format, so that eiements can bé readily changed as
the model s being constructed. Current applications
'requiré that an ISC Intecolor 8052 (Intelligent Systems
Corp., U.S.A.) graphics terminal be used and a SAGE IV or
eqhiva1ent ficrocomputer (STRIDE Corporation, U.S.A.) at a
combined cost of approximately $20,000, excluding software

costs., OPTIK has recently been announced for an IBM

Personal Computer AT, which eliminates the need for the

‘separate graphics terminal, and reduces these costs by
~approximately $10,000. To implement this model, however,
'more cost-beneficial miéro&omptter equipment could be
employed without a generalized VI modeling soflware

packhge. This software package proved an  excellent

brototyping tool to allow the mbdeler to rapidly develop

graphic displays and models in a mody}af'format. Once the
-protqtype has been deemed valuable for the decision maker,

the derived package can relatively easily be rewritten for

- 1
T~ L4 . -

a less” expensive, but ‘more ’ complex " to program,

¢

A

-

* The grabhigs displays, for example, can be written using
FORTRAN or BASIC subroutine calls, and the models linked to

i '
these subroutines. through the selected high level language.

J . .

microcomputer without the generalized software package.
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Thé next phase of an ongoing resea;ch proéram will be the
development of an IBM PC, or comparable, application
written in a high level programming language. The

completed package from this subsequent project will then

have applicability for smaller firms for cash management.

Future Research Issues

This thesis focused on the development and testing of a
novel methodology .for building VIMs.‘ The test site for
this research was a med%uﬁ-sized Canadian manufacturing and
wholesaling corporation. ~Opportunities for futuré research
from this thesis are in three ﬁajor areas: the +problem
~ which was addressed, the model building methodology, and

the technology employed.
The Cash Management Problem

Many formulations of some form of a cash management problem

are offered in the litergtJre. but the problem encountérgd
at the research site differed f% several aspectsn The cost
structures had a form which allowed a nevel formulation
‘due, to a 1;ﬁgé”extént, to the symmetry of séme of the
~variable  costs in the prbBlem. Further research Q{]l

involve consideration of the differences between this

formulation and others which have been examined, and of

8

>
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alternative models to deal with this particular

formulation. Additionally, other éompanies will offer cost

structures which differ from the one outlined in this
thesis, and the nature of these differences Qil] be
examined to'evaluate the appkopriaieness of ‘the form of
mode] .derived in this work against others in the

)

literature.

Visual Interactive Modeling

The methodology developed in this thesis shows promise for

the . future development of VIMs., It required the
involvement of the decision maker early on in the problem
solvingg process, and offered an a]tern#tive to current
model building paradigms such as those outlined'by Buzacott
(1982). This approach ‘requires that ‘the problem-owner
participate 1in every phase of the problem definition -
modeling - validating - implementing procesg. and used
computer graphics as a communication vehicle for these
interactions, VI modeling ha; beeﬁ developed largely
through OR academics and practitioners, but the vobjecéive
of provaing decision support . for a cpmp1ex problem
énvironmeni has been an objective of both OR and DSS. The
1ntegrét106 ‘ of- techniques develoéed througﬁ the DSS
research area offers}sign{fic&bt support for OR probiéms

(Parker, 1982} and promise for future VI hmodeling projects.

.

~
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Current.. VI - modeling practice foc&ses on the building of
1coﬁic graphjc-mode]s. A major new development area in .
this f‘ie]dN is‘ the application of VIMs in complex problem
situaffons.vhich caﬁ be.graph{ca11y represented ﬁlogically
rather  then phys%cally. Notable areas include ?other
financ1ai analysis, such as portfo]io.management-exfending
from the work of Gerrity (137i).' or corporate "wHat if..."
modeling such;as the ippact Jf potential takeover bids:
With cohtinua]fy 1mpr%vi;g—tedhn6}ogy-and theory in related
areas, such as database and model base management systems,
t;e nog#on of a generalized interactive graphic corporate
mode] is becomfng realizable. This kind of. facility would
allow top level executives to intenaci?ver poseé possible

scenarios to a- graphics-based modeling system, and

experiment with high-level decision aJternatives.

Additionally, <corporate simu]a.t'iorl'ar‘e uséq in many North
"American business schools. The promise of adding a VI
modeling capability to such a simulation suggests two éajor
résearch questions.' First, further evaluation of' the
,effectiveness of VIMs could be undertaken in an
experimental mode, where teams with iddentical problems
could be pr;vided with different de§1s1on support gystems.
Lucas §1980) and Lucas and Nielson (1981), fof example, .

developed an experiment tc evaluaté batch, interactive, and

~ - »

-~
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graphic information presentation. Utilizing the problen
solving methodology outlined in'tﬁis thesis, an interactive
graphic mode could be included in this type of analysis to
attempt to overcome the research difficulties outlined by
Jves (1982). Ives outlined computer graphics as a data
summa;ization vehicle, but new opportunities are ;vailable

to utilize and evaluate computer graphics as a powerful

modeling tool,

The second 'research question involves the development of
more ngn-iconic VIMs us{ng this model building methodology.
This research would serve to expand the area of VI modeling

and to aid in the formalization of an approach to deal with

the problems of evaluation. F |

Teéhno]ogy

Most of the. VI mode]izg;techno]ogy avatlable today réquires
expensive, special pdrpose hardware and software. New
prbduct offerings, such. as Commodof? Business Machine's new
Amiga microcomputer.‘ offer high reSoTut:on graphics and
‘rbﬁtines integrated into their operéting systems for the
price wof a personal computer. These systems, which offer
more computing power and primary storage capacity than many
m1n1comphter;. present an opportunity to de;elop cost

‘ b
effective VIMs in new problem areas. In addition to
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L

hardware developments, software products such agv Symphony

x%

| (Lotus Development Corporation) allgw the development of
some interactive graphic models without additjonal special

purpose graphics software, e
'

Major areas for future research and development wutilizing’
this approach, then, are: the evaluation of the differences
between the algorithms developed utilizind this approach as

- « - . (
opposed to a more traditional OR modeling endeavor, the

utility of the graphics to provide better, ~more confident,
and/or faster decisions on tge part of the manager
P involved, and the abi]ify to develop less expensive VIMs,

. These areas will vrequire significant effort and time to .
develop, but computer grapgicsaremain prevalent in Business

P

and the area vremains a fruitful one  for Oferational

)

Development and evaluation ' of models employing computer o

Researchers,

b
4 ..

graphics remains an -extremely complex issue. Improving

methbdo]ogies ib develop and wuse graphics, improving

.

- : software, improving technology, and continually_declining
, . ol N

costs per unit of computing power are hajor F&ctors which
L 1'“ ) : ’ .
alter the basis from which to” make., evaluations. The

industry, it ,@ppeérs, will continue to develop, and new
obportun1¢§es will continue to exist to implement and

\\ evaluate cost-effective VI modeling applications for

managerial decision support.

2 L . '




APPENDIX 1

SEVEN MONTH RESULTS:
L4

1: ACTUAL ACCOUNT COSTS -
o’

TEST 1 RESULTS:

SEVEN MONTH PROJECTION

TEST 2 RESULTS

DAY-BY-DAY PROJECTIONS
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1: ACTUAL CHARGES (+) AND REVENUES (-)

LEVIED AGAINST THE ACCOUNT
» : i r
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4

~ JANUARY ACTUAL RESULTS:
DAY ACTUAL : ACTUAL

OPENING DEPOSITS WITHDRAWALS  ACCOUNT .
BALANCE - | COSTS
3 220157.22 0.00 0.00° . -211.12 T
4 802690.00 0.00 0.00  -277.94
f/ 5  1047265.88 o 0.00 0.00  -354.67
6  1328076.50 0.00 0.00 - -380.47 —
9 . 1422519.00 ____ 0.00-- — ~0.00 -384.09
10 1435785.25 - 0.00 0.00 -290.15
11 1091961.75 0.00 0.00 -277.4%
. 12 1045436.25 0.00 0.00 ~217.40
13 825702.25 0.00 - 0.00 _231.42
\ 16 877014.25 0.00 ' 0.00 __ -319.78
N 17 1200397.00 10.00  0.00~  -259.40
18 -979406.88 0.00 F . 0.00 ° -261.05
I 19 985448.38 0.00 0.00 423,85
. 20 1581276.25 0.00 0.00 _447.99
- 23 1669650.25 0.00 0.00 ~474.61
24 1767081, 00 0.00 000 ~269.01
25  10)4587.50 0.00 0.00 -246. 80
26  933294.75 0.00 0.00" ~195. 45
27 745341.75 0.00 0.00 ~227.79
30  863707.00 0.00 © 510009.31 % -231.06
_ 31  875670.13 0.00 0.00 -251.25
3 " : TOTAL ACTUAL COSTS= ~6232.76
L
T ~~— ;.
-
S ,
X
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Co FEBRUARY ACTUAL RESULTS:
’ DAY  ACTUAL 5 / ACTUAL
¢ - OPENING . DEPOSITS WITHDRAWALS A?COUNT "

- BALANCE . _ 0TS, - .
////,////////T' 1 949573.75 0.00 0.00 ~240.16
| 2 911185.25 °  0.00 0.00 -215.80
: 3 - 819812.50 ° 0..00 0.00 ~267.85
6 - 1010340.88 0.00 - 0.00 -293.'84
7 1105458.50 +0.00 : 0.00  -296.54
. 8 111532625 > 0.00 - 0:00 -287.94
9 1083872.25 0.00 A\Aklgfoo ., --157.33,
10 605823.13 0.00 O 00 -179.78
13 685813.00 ©0.00 - 0.00  .=200.76
u 14  764785.13  *  0.00 0.00 -108. 34
15 426520.31 ©0.00- ©0.00 -100. 96
16 399516.56 0.00 0.00. -75.17
' 17 305116.50 0.00 . 0.00 -142.79
“ . - 20  552613.25 0.00 0.00  .-260.13
3 21-  982077.13 0.00 | 0.00  -25.23

N . 22 122346:25 0.00 . 0.00  ° -65.51

. 23 269149.50 0.00 0.00 . 161.87
24 "--247225.38 0.00 2042.19 ° 111,47 °

27 -166150.16 " 0.00 0.00 - 87.14
“ , 28  -127008.36 1 0.00 . 0,00 -68.77

29 281690.94 0.00 0.00 -59.92

©
’

TOTAL ACTUAL COSTS= --2686.34

LI
L]

1
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MARCH ACTUAL RESULTS: o .
DAY  ACTUAL . " ACTUAL .
' OPENING DEPQSITS WAHTHORAWALS  ACCOUNT R
BALANCE COSTS
1 249315.59 0.00  200000.00 192.77
2 -296937.50 0.00 0.00 .109. 81
5 -163479.34. *  0.00 5601, 86 -58.44
. 6  214597.50 0.00 . 3.50 -28.91
.ot 7 135824.84 0.00 0.00 ~14.59
, 8 83408.47 0.00 0.00 192.7
9 -296933.75 0.00 0.00 120. 35
12 -180432.28- 0.00 0.00 15,31
13 . -11439.02 - 0.00 0.00 «  166.86
. 8. -255258.47 . 0.00 0:00 . 144.84
15 -219826.69 0.00 0.00 200.91 -
16- -310036.69 °  0.00 0.00 -0.50
. 19 31835.37 0.00 9.00 -75.33
20 305726.00 ©0.00 0.00 176.17
21 -270241.38 Q.00 0.00 -26.64
22 127%09.16 . 0.00 0,00 . 236.12
23, -366686.50 254920.00 0.00 7.61
, 26 2143.81 0.00 " 0.00 -28.33
: .21 133689.91 0.00 0.00 200.92
"t ..’ 28 -310053.81 . 0.00 - 0.00 . 206.36
29 -318805.63 0.00 0.00 257.40

30 -400919.38 318925.00 . .0.80 5.07 o

. - 'TOTAL ‘ACTUAL COSTS=  2008.52

(- ~
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APRIL ACTUAL RESULTS:

DAY  ACTUAL h ACTUAL
OPENING ° DEPOSITS WLTHDRAWALS ACCOUNT
BALANGE , COSTS

2 11458.58 0.00 0.00 -146.66

3 566767.75 0.00 0.00 -166.41
4 639047.00 0.00 0.00 v -170.62
5 654464.88 ©0.00 0.00 -6.18
6 52626.01 . 0.00 . 0.00 -13.32
9 78742,22 0.00 0.00 -57.48

10 240380.34 . 0.00 0.00 381.23

11 -600129.88 ©0.00 0.00 346,35

12 -544015.38 0.00 0.00 521.47

13 -825747.00 - 0.00 0.00 339.76

16  -533419,25 0.00 0.00 160.89

17 -245643.59 0.00" . 0.00 . 280.69

18  -438377.06 0.00 0.00 230.96

19  -358386.31- 0.00 0.00 246,35

23 ~383141.19 - 0.00 0.00 211.67

24, -327344.00 0.00 0.00 105.58

25 - -156675.63 0.00 0.00 - 92.96

26 -136366.59 0.00 0.00 217.11

27  -336091..00 386.25 0.-00 151.33

30 -230265.4) 0.00- 0.00 -16.25

‘ - . "y

TOTAL ACTUAL COSTS=  2709.42 ' !

b}
™. ¢
R
-,
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MAY ACTUAL RESULTS:-

DAY ACTUAL
' . OPENING
BALANCE

\_l_.‘_a

—_

— —) — N
OO 2o WRNEWN —

TOTAL ACTUAL

89463.
324926.
666234,

36109.
887304,

1086449,
489751,
414702.
125935..
286201.
379812.

-233720.
150571,
436323,

22 587567.
.23 461%32.
24 170680.
25 4”%&748.
28 160897,
29 339459,
30 ' 417706.
31 483030.

)

DEPOSITS
36 0.00
94 0.00
13 0.00
81  645400.00
25 0.00 -
00 0.00
75 0.00
63 0.00
97 . 0.00
38 0.00
44 0.00
69 0.00
88 . 0. 00
50 0.00
13 0.00
50 0.00
47 0.00
20 2524.13
16 0.00
44 0.00
15 0.00
94" 0.00
C0$TS= -1856.28

WITHDRAWALS

13003,

-

* 300000,

QOO0 OOOOOOQOWOOOOO

OOéOOO

ACTUAL
ACCOUNT
COSTS

-80.58
~173.83
~1.67
-234,24
~288.65
~125.62
~105.11
_-26.21
270.00
-95.58
153,47
-32.94
5111.02
-152.34
~118.01

-38.44,

4,17
-35.76
-84.55

-105.93

-123.78

-9.66
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JUNE ACTUAL RESULTS:
DAY ACTUAL ACTUAL :
OPENING DEPOSITS WITHDRAWALS ACCOUNT
BALANCE : COSTS
1 65346.44 - 0.00 0.00 -44.88
4 194267.97 0.00. 0.00 , -68.72
5 281523.00 -0.00 500.00 -120.62
6 . 471458.88 0.00 0.00 -60.96
7 253105.88 3.00 0.00 = -49.31 ’
8  .210483.72 0.00 0.00 -67.22
11 276036.38 0.00 0.00 -97.48
12 386791.38  454860.00 0.00 -6.82
13 54947.36 0.00 0.00 -6.54
14 53947.36 0.0 0.00 24.82
15 -26749.01 0.0 0.00 -84.19
18 338145.69 0.00 0.00 -171.91
19 659201.13 0.00 0.00 -184.82
20 706456.13  305547.00 0.00 -296.22
21 1114182,50 0.00 0..00 -334.63
22 1254756.00 0.00 27.23 -427.80 -
25 1595741.00 0.00 0.00 - -442.44 .
26°  1649335,75 0.00 800000.00 46.55 o
27 -61698.62  157236.00 .-0.00 - -6.03
28, .. 52068.93 0.00 0.00 -29.96
29" 7 }139664.72 358.73 ©0.00 -80.76
' TOTAL ACTUAL COSTS= -2509.97 ' - '
~ 4 .
v @
€ .
]
. <
»
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b JULY ACTUAL RESULTS: |
DAY ACTUAL - g e ) ACTUAL
OPENING DEPOSITS WITHDRAWALS ACCOUNT
BALANCE ¢ COSTS
3 325587.06 0.00 0.00 . -164.86
4 633397.38 - 0.00 0.00 -215.06
5 817102.13 0.00 0.00 -30,02
. 6 139879,25 0.00 0.00 -59,565
9 247963.75 0.00 0.00 -110.09
10 ¥ 432932.00 0.00 0.00 82.25
11 =419136.06 0.00 0.00 . 2.67
12 20219.99 0.00 0.00 24.97
13 -26982.01 0.00 0.00 -36.91
16 165106.94 0.00 0.00 -151.97
17 586220.88 0.00 0.00 -  376.05
18 -591800.88 0. 00 0.00 330.67
19  -518791.94 0.00 « 0.00 429,99
20 -678570.25 140000.00 0.00 283.57,
23 -443011.13 36380.00 0.00 73.07 ’
74 -104361.88 0.00 0.00 478.08
25 - -755940,25 0.00 0.00 472.75
26 -747366.75 0.00 0.00 -125.31 o
27 488644.44 0.00 0.00 -179.42
30 686664, 88 0.00 0.00 -179.42
0.00 0.00 ~179.42

31 686664.88

TOTAL ACTUAL COSTS=  1122.02 .




/l
SEVEN MONTH PROJECTION -RESULTS
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JANUARY TEST 1 RESULTS: .

DAY  EXPECTED® , EXPECTED -
OPENING DEPOSITS WITHDRAWALS  ACCOUNT
BALANCE . COSTS

3 220157.22 76035.77 0.00 -33.39
4 878725.88 0.00 582532.88 -228.36
5 540768.75 0.00 2445%5.88 -310.22
6 577003.63 0.00 28Q810.63 -404.21
9 390685.50 0.00 v 0,00 -416.23

10 403901.75 0.00 0.00 ~420.54

11 60078.30  345332.50 0.00 -300. 44

12 358885.13 0.00 0.00 -290.17

13 139151.16 ~ 219734.03 0.00 ~211.62 .

16 410197.25 0.00 0.00 -247.54

17 733579.88 0.00 335941.44 -350.79

18 176648.47  220990.13 0.00 -276.83

19 403680.00 0.00 0.00 -283.85

20 999508.00 0.00 601869.50 -478.27

23 486012.50 0.00 105456.25 -529,61

24 477987.06 0.00 97430.75 -562.22

25 -371937.31  833786.38 0.00 -309.80 -

26 380556.25 0.00 0.00 -288.15

27 192603.34 187953.00 0.00 -220.25

30 498921. 50 0.00 118365.25 -259,86

31 - 902528.75 0.00 521972.50 -434,57

TOTAL EXPECTED TEST 1 COSTS = - -6856.93

COMPARED TO A LOWER BOUND OF: -6933.23

AND AN-UPPER BOUND OF: -6828.23

.




FEBRUARY TEST 1 RESULTS:

DAY EXPECTED . . EXPECTED
OPENING DEPOSITS WITHDRAWALS ACCOUNT
R BALANCE COSTS
1 949573.75 0.00 614992.25 -277.33
2 296193,00 0.00 0.00 -269.68
3. 204820.28 91372.75 0.00 -234.09
6 486721.44 0.00 190528.38 -297.86
7 391310.63 0.00 95117.63 -329,70
8 306060.75 84278.50 0.00 -308.42
9 358885.25 0.00 : 0.00 -303.03
10 -119163.80 478049.19 0.00 -138.03
13 438875.19 0.00 0.00 -168.95
14 517847.38 . 0.00. 158962.00 -191.23
15 20620.55 404021.88 = +0.00 -91.70
16 ©397638.63 ~ . 0.00 0.00 -87.74
17 - 303238.56 94400.05 0.00 -51.14
20 645135.38 0.00 247496.75 " =133.98
» 21 827102.50 0.00 429463.88 -277.72 -
22 -462092.31 892648.63 0.00 -11.73
23 527959.63 0.00 147403.25, | -61,07
24 -136418.50° 516974.88 0.00 111,97
’ 27 46367375 0.00 83117.50 84.15
28 419698.06 - 0.00 0.00 ) 66.18
29 -828397.. 38 0.00 447841, 00 -65.75
o .
/ . e TOTAL EXPECTED TEST 1 COSTS = -3036.86
COMPARED TO A LOWER BOUND OF: -3118.26
AND AN UPPER BOUND OF: -3013.26
. -
P ]
’ o
Ul
| o}




MARCH TEST 1 RESULTS:

DAY

OCONEWNOVI~JOAUIN —

M) = ad el )

n N
N =2

23
26
27
28
29
30

TOTAL EXPECTED TEST 1 COSTS =
COMPARED TO A LOWER BOUND OF:

EXPECTED
OPENING
BALANCE

249315.59 -

-50060. 09
429651,13
679871.63
296192.94
243776. 56
~21456,90
475386.63
§27878. 38
115065. 84
397638, 50
307428.50
739510.50
671529.13

-178328.88
795388.88

-113639.42
494466.44
§12102.25
-63187.57
380556.19
298442.44

DEPOSITS

[4

46877.41
346253.00
0.00

0.00

0.00
115108.69
380342.,13

.00
0.00
7140.88

0.00
90210.05
0.00

0.00
575967.25
0.00
494195.63
0.00

0.00°

452495, 50
0.00
82113.75

AND AN UPPER BOUND OF:

WITHDRAWALS

0.00

0.00.

133458.16
304909.50
0.00
0.00
0.00
116501.44
168993.19
0.00
0..00

0.00

341872.00
273890.69
0.00
414832.69
0.00
113910.30
131546.13
0.00
0.00
0.00

EXPECTED

ACCOUNT
COSTS

-43.15
72.74
28.07

-99.55

-78,98

-31.99
95.31
56.32
-0.25
81.36

. 50,74

85.93
-28.49
-120.16
72.61
-82.27
83.13

5.01.

4
0.98
v/}49.51
AN47.43
~~"179.

664,20

568.40 -
" . 678.40

163




" APRIL TEST 1 RESULTS:

DAY

— s s N
CONAHARWN—=OOWOOA~WMN

NN
(810 - V)

N
-J

30

TOTAL EXPECTED TEST 1 COSTS =
COMPARED TO .A LOWER BOUND OF:

~n
N

EXPECTED
OPENING
BALANCE

11458.58
851502.13
368472.25
383890.19

~305645.88

358885.06
520523.19
-481625.06
414999.56
133267.94

651212. 753

685414.00
204904.88
477629.13
452
508671.44
'551224.50
400865.19
201140.78
485995..50

4.25-

DEPOSITS WITHDRAWALS

-

«
9'= *

, L ]

284734.38"

840510.
O.
225617,
0.
0.
192733,

o

17941
0

AND/ AN UPPER BOUND OF: ,

0
0.
0.
0
5

~

: 0.00
555309.13
. T0s00 -
. 87697.13"
. 0.00
. 0.00
161638.06
,0.00
0.00
0.00
253574.38
287775.75
©0.00
©0.00 -
Q.00
128116.25
170668. 38
0.00
0.00
105439, 38

¥

EXPECTED
* ACCOUNT
COSTS

36.46
~149.40
-177.92
-178.75

22.86

33.39

-15,71
1265.60
242.25
341,12
©229.51
133.20
197.70
166. 56
152.90
138.78
81.66
69.90
141,71
106. 42

1838.23
1765.84
1865.84

»
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MAY TEST 1 RESULTS:

DAY

- ) ) ) ) = —d

n N
w N

24
25
28
29
30
31

OO =0V WN ~
.

EXPECTED

OPENING
BALANCE

89463. 36
531656.50

637500.25°

~333931.31
501987. 38
495337.69
~234808.97
358885, 13
70118.47
519150.63
452496.19
-161036.94
781931.00
683390.13

548882.00

554921.50
89304.19
224623.91
524181.00
559118, 38
458803.50
524127.69

DEPOSITS

206729.
. 0.
0.
630124,
0.
0.
668743,
0.
288766.
0.
0.
558675.

4

WITHDRAWALS

0.00
235463.53
341307.19

0.00
205794.47
136452.41

0.00

0.00

0.00
160265.50

. 0.00

0.00
384292.50
285751.75
168325.78

.174365. 31

0.00

0.00
143624.88
178562.19

0.00
143571.47

TOTAL EXPECTED TEST 1 COSTS =.

COMPARED TO A LOWER BOUND OF:

AND AN UPPER BOUND OF:

EXPECTED
ACCOUNT
COSTS"

10.35
-68.46
~182.69
28.2]
-40.67
«82.88
116.59
135,95
237.60
183.96

134,17 .
344,21
215.59
119.95
47,57
~10.79
86.69
138,88
90.81
31.05
0.38
-17.01

1519, 48
1422.90
1532.90




JUNE TEST 1 RESULTS:

DAY

P N
OWORONEWN =0V & —

NN
NoOonNn = O

N
(o]

29

TOTAL EXPECTED TEST 1 COSTS =
COMPARED TO A LOWER BOUND OF:

EXPECTED
OPENING

. BALANCE

65346.44
425114.50
383448.00
486628.88

77840.00
253567.84
424437.94
535193.00

-427818.75
358885.25
278188.88
762533.25
718693.88
444893.63
547073.00
538211.88
721568.63
434151.00

~-476883.40
380556.19
468152.00

DEPOSITS
‘ N

-

- 230846.53

0.00

AND AN UPPER BOUND OF:

WITHDRAWALS

0.00
128921.52
87255.02
190435. 88
0.00
0.00
0,00
176307. 66
0.00
0. 00
0.00
364894. 75
321055. 38
0. 00
149434. 44
157655. 69
341012. 38
0.00
0.00
0.00
87595. 80

EXPECTED
ACCOUNT
COSTS

18.42
~24.73
-53.93

-117.67
~44.59

-5.87
-32.23
-64,88
198.43
193.76
212,07

89.88
-17.58
-38.17
-67.60

-136.40
~250.54
-273.23

36.61
.45.99

21.67

-310.66
-391.88

: -286,88 -




JULY
DAY

né

DUAAWN = QO aW

—.—J—-I—I—l‘l—l—)

19

- . .
TEST 1 RESULTS:

EXPECTED
OPENING
BALANCE

325587.06
'633397.38
479897.75
-381029. 94
404277.50
589245, 75
-193182.75
498241, 25
358885, 19
55097413
818752, 50
-780383,13
470647, 50
310869.19
493197.56
682825, 50
-271022.06
389129.69
1625140.75
578576. 50
468828.25

DEPOSITS

OO
(o]
o

677222.88
0.
0.00

0.00

0.00

0.00

0.00
1178021.75
0.00
86769.25
10.00

0.00
651578. 25
0.00
0.00
-0.00
0.00

\]

552068. 00 -

WITHDRAWALS

0.00
337204.38
183704.75

0.0

Q.0
230360.44
, 0.00
92754.05
0.00
153335.63
421113.94
0.00
0.00

0.00
112641.25
302269.25
0.00

0.00
1244584.75
198020. 5
88272.05

TOTAL EXPECTED TEST 1 COSTS = -
COMPARED TO A LOWER BOUND OF:
AND AN UPPER BOUND OF:

167

EXPECTED

ACCOUNT '
COSTS .

-73.56

. -171.70

-233.19 )
Z6.52
-22.97 .
-80.16, \
104.62
58. 28
68.77
Z4.28
-145.23
249.05
220.15
278.10
224.35
123.18
341,27
333. 40 A
Z75.29
F141.57
-171.12

875.57
794,33
899.33
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‘_\¢) )

WITHDRAWALS\

0.00

' 582532.88

244575, 75
280810.75
0.00
0.00 .
0.00
0.00 *°
0.00
, 0.00
335941, 38
©0.00
0.00 -
601869.38 .
105456.25 .
97430.80 -
0.00
0.00 - _
. 0.00
,118365.13 .
521972.50 .

. | 4
a‘ ." R
@
! LY
» .
N JANUARY TEST 2 RESULTS:
- DAY  QPENING DEPDSITS
BALANCE -
3 220157.22  76035.77 -
“4 ' 878725.88 0.00
* 5 540768.75 0.00
6  577003.75 0.00
- 9 . 39063550 0.00
10 403901.75 0. 00
n 60078.31  345332.63
) t2  -358885.25 0.00
13 139151.28  219734.00
‘ 16 - 410197.38 0.60
S T7. 733580.00  0.00
18~ 176648.66" 220989.97
19 403680.00 0.00
20 999508.00° 0.00
23 486012.63 0.00
24 477987.19 . 0.00
25 . -371937.25- 833786.38
267 380556.38" 0.00
27 192603.41 187952.97
30 498921.50 0.00
31 902528.88 ©.0,00
TOTAL TEST 2 COSTS= -218%.97
& J -
“-_. i »
4
p .

ACCOUNT
COSTS

-231.89
-139.55
-149,45
-98.53
-102.16
-8.22
-89. 86
129,82
--103.88
-192.23
"-40,07
-102:10
-264.89
~124.59
-122.40
239,39
-95.78
-44,43
-128.12
-238.40

- -115.97



" . FEBRUARY TEST 2 RESULTS:

DAY

f

L

OO N EWOWO WM —

D) b b e et b

21 "
22
.23
24
27
28
29

"TOTAL TEST 2 COSTS=

~

OPENING

-BALANCE

454460.00

296193.00
204820. 28
486721. 38
391310.56
306060. 75
358885. 31

-119163.77
438875.13
517847.25

20620.51
397638.56

1303238.56
645135, 38
827102. 50

-462092. 31
527959.50

-136418. 41
463673.75
419698.13
828397.%50

e
DEPOSITS WITHDRAWALS
0.00 119878.55
-~ 0.00 0.00
91372.72 ©0.00
0.00 190528.38
0.00 95117.55
84278.50 0.00
. 0,00 « 0.00
478049.00 0.00
r 0.00 , 0.00
. 0.00 -158961.94
404027%88 0.00
. 0.00 0.00
94400.05 . 0.00
» 0.00 247496.75
0.00 429463.88
842648.63 0.00
. 0.00 147403.13
516974.75 0.00
0.00 83117. 38
-€0.00 ~ 0.00
0.00  447841.13
-1508.10

ACCOUNT
COSTS

-72.73
-47.77
-124,79
-98.72
-75.43
-89.86
82,27
-111.71
-133.29
2.56
-100.45
-74.66
-168.07
~217.79
295,43
~136.05.
92.99
-118.49
-106.47
~218.14
-86.93
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MARCH TEST 2 RESULTS:

DAY

[T Y I g— ,
AU EBEWNOWO NN —

—
o

20
21,
22
23
26~
27
28 .
\ 29
.30

TOTAL TEST 2 COSTS= -1727.88

"OPENING
BALANCE

348180.94

1927.89
429651,06
679871.75

296193. 06

243776.69
-21456.83
475386.69
527878. 50
115065.97
397638.63
.307428.63
739510.63
671529.25
~178328.69
795389.00
-113639.17

494466.56

512102.50
-63187, 34
380556. 38
298442.63

DEPOSITS

'0.00
294265.00

0.00 .

0.00
0.00

115108. 63
380342.13

0.00
0.00

247140.88 -

0.00
90210. 00
0.00

0.00
575967.25
' 0.00
« 494195.50

0.00
0.00

452495,50

- 0.00

82113.75

R

WITHDRAWALS

0.00 -

0.00
133458.03

304909.50

0.00
0.00
0.00
116501.38
168993.19
0.00
0.00
0.00
341872.00

273890.63

0.00
414832.63
0.00
113910.19
13154613
0.00
0500
0.00

-

ACCOUNT
COSTS

7.67
-109.19
-177.56.
-72.73
-58.41

21.53
-121.69
-136.03
-23.24
-100.45
-75.80
-193.86
-175.28
119.04
-209.12

78.83
-126.90 .
-131.72

47.47
-95.78
-73.34

~121.31




APRIL TEST 2 RESULTSY

DAY

»

®

TOTAL TEST 2 COSTS= -1628.6)

OPENING
BALANCE

434010.06
851502.25
368472.25
383890.19

-305646,00

358885.25
520523, 38
-481624.88

414999,75

133268.13
651213.00

685414, 25.

204905.25

477629.38

452874.50
508671. 69
§51224.63
140086550
201141.09
485995.69

DEPOSITS

4 0.00
0.00

0.00

0.00
638415.00
0.00

0.00 -

840510.13
0.00
225617.19

0.00"

0.00
192733.38
0.00

"%, 00

0.00.

0.00
0.00

179415.25

. 0.00

WITHDRAWALS

. 177817.03

253574, 38
287775. 63

172

ACCOUNT
COSTS

-224,45 .
555309.25 .  -92.48
10,00
87697.19
0.00
,0.00
161638.03
.00
. 0.00
0.00

0.00
0.00
. 0.00
128115. 30
170668. 25.
0.00
0.00 _
105439,30 * -183.14

¢y

- Y
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MAY TEST 2 RESULTS:

DAY

N = e e b e s oy
NV e—cocLudUswN —

NN NN
O 0O e

w
o

31

. TOTAL TEST 27COSTS=

OPENING
BALANCE

700285,13
531656.63
637500.25
-333931.38
501987.44
495337.75
-234808.91
358885, 31
70118.66

519150.69

452496, 38
=161036.75
781931.13
683390.2%

548882.25..
554921,75%

89304.39
224624,06
524181.19
559118.63
458803.75
524127.88

DEPOSITS

0.00
0.00
0.00
630124.38

0. 00

" 6$68743.38

0.00

288766.63

0.00

0.00

568675. 38
0.00
0.00
0.00
0.00
291251,94
155932, 28
-0.00
-0.00
0.00
0.00

-1669.87 .

WITHDRAWALS

. 404092.13

235463.63
341307, 25

0.00
205794, 44
136452.44

0.00

' 0.00

. 0.00
160265. 38
0.00

0.00
384292.50
285751.63
168325.88
174365, 38
0.00

0.00
143624.78
178562.25
0.00
143571,50

ACCOUNT
COSTS

~137.06
-165.98
215.76
-128.96
-127.14
© 154,15
-89.86
~10.96
-133.65
~-115.44
108.29
-205.45
-178.52
-141,77
- -143.42
-=~16.20
-53.18
-135.02
-144.57
-117.16
-135.01

3.27

173



DAY

— d b b D —d

19,

20
21
22

25
26
27
28
29

L

RN HBEWN =IO - —

OPENING
‘QALANCE

/-37128.07
425114.50
383448,00

486628.94 -

77840.00

. 253567.81

424437.94
535193.00
-427818.75
358885.25
278188.88
762533.38
718694.00
444893.75
547073.00
538212.13
721568.75
434151.13
-476883.38
380556. 31
'468152.06

‘JUNE TEST 2-RESULTS:

DEPOSITS

333321.00
0.00
0.00
_ 0.00
218353. 00
105317.50
0. 00
0.00
787704, 00

0.00 -

119449.75
0.00
0.00
0.00
0.00
0.00

. 0.00

900908. 13
0,00
0.00

G

TOTAL TEST 2 COSTS= -1671.33

<.

WITHDRAWALS

0.00
128921,50
87255.00

1190435.94

0.00
0.00
0.00
176307.69
0.00
0.00
0.00
364894.75~
321055.38
0.00°
149434,38
157655.75
341012.38

0.00 .

0.00
- 0.00

87595.69

ACCOUNT

'COSTS

-107.95
-96.57
-124.76
-13.07
~-61.08
-107.77
-138.03
274,12
-89.86
-67.81 »
-200.15;
-188.17
-113.36
~141.28

. -138.86

-188.95

-110.42
304.62 .

-95.78
-119.71 .
r146.48

" 174
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JuLy

" DAY

19

TOTAL TEST 2 COSTS= -1492.91

2

TEST 2 RESULTS:

OPENING
BALANCE

566120.00
604003, 38
479897.75

~381029. 94
1404277, 44
589245,75

~193182.78

. 498241.25

4358885, 31
550974.25
818752. 63

-780383.13
470647.50
310869.19
493197.81
682825, 50

-271021.94
389129, 81

1625141.00
578576.75
468828. 50

rs

DEPOSITS

N 0.00
0.00

0.00
677222.88
0.00

" 0.00

552068.00 .

0.00
0.00
0.00

0,00
1178021.75 -

0.00
86769.44
0.00
0.00

651578.25,

0.00
0.-00
0.00
0.00

[

WITHDRAWALS

1269927.00

307810. 38
183704.75
0.00
0.00
,230360.44

0.00 .

92153.94
0.00
153335.63

421114,00.

0.00
0.00

0.00
112641, 44
302269.13
'0.00

0.00
1244584,75

. 198020. 38

88272.13

ACCOUNT
¢0STS

~156.83
~122.92
245.04
-102.26
-152.80
128.28

=127.93

-89.86
-142.34
-215.51

493.27
-120.40

+76.74
-126.56
-178.37

176.66

-98.12
-435.83
-149.88
-119.920
-119.90

<
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