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" of continuous variation which negates the existence of+types.
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The reader of this thesis ig presented with a v1eW'Qf,~fVegetaiion Science
as a dynam\x;,’deyeloy’s’ing tield. Changes are siej\ ag producing increased
‘\ - = i - 0 s P , .

complexity in the-;methoaology and increased émph&sis on pi‘edxctmn. As pointed

out in the texfé, early work has mainI'y been descriptive and the methods of:

- -

arfé‘lyéis used werk not so much. prédiction oriented as they were a vehicle.

- ’

for presenting current descriptions of vege‘tatioh strtuctlurje and function. Method .

d'evelopment}é traced from the early descriptive schemes .’(_hr*dixgh more evolved

ones which have reflected different and often Qpposmg toncepts of what

¢ Na

'veggtation is. The most noted are the ideas df discrle‘;tg’ types vergus the idea

\ PN

; 3

e

The methodology of Vege:ta’(idh Science con‘tinueé to see changes. It is

proposed that at this point in the evolution of the field, it will bé more

productive, in a statistical sensje, 1f methods are Zb‘plied in concert rather than

o

individually. With this in mind -‘tﬁreg method types are considered, The three

are complemen‘tary both in their aims and through the revealing of information

.
Ty
>

which enables the user to more succes&fully gpply the others. The concept =

\ -

© 9 oA
at the base of these methods presented in the thesis is that of continuity”
of vegetatid}:\ types. The ?irst)method type’ is that of simulation modelling. ‘,
Past efforts have been .e-Hective mainiy 1n simulating the dynamics of small

_ systems. A model has been developed to effectively. simulate a broad system,

1i1 >

%




an entire e,c‘or;’egioq in the Yu errit ,ry,-The,,éecbnd method' ’t\/pe,.tlme static

I
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modelling, a noveél, me‘thod in that it 1nc0rp0rates 4crmalla( the idea of contmmty
a0 Y5 \ £ N -“'/-"' Y

of types, q:s concerngd w1th the gredlttzon of eventual states of the vegetation
following perturbatmn, w1thout concern for time. 'I‘he fmal method type isa
‘ 5 "5 -';4 4 = - 3

falry«re’éent method, called non-linear pred1ct1ve ordmatmm wh1ch by 1mbedd1ng

speczﬁcmesemblanc measures, helps ‘to reveal the complex underl/mg structure

3 =g
7
m‘ veg‘etatxon data.: The three ’types of methodologles arg-inevitable when the
& *
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Then thg voices of the Amur, like unto harps and lutes, and pipes and

trumpets, and vieols and. organs, and like unto countless choirs singing thh

L . . words, began to fashion the theme of Ildvatar to a great music; and a sound

- L. arbse aof endless interchaﬁging melodies woven in harmony that passed béyond
ot b . - '
(.ﬁ

) ) hea}‘ipg' into the depths\and into the heights, and the pfices of the dwelling’
. \ . . ’ '

64 Ildvg’tar were filled to over‘;lowingy 'énd the music and the echo of the music
( . - . . A

o .- went out into the Void, and it was not void. ) ’
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Chapter 1

v

- INTRODUCTION 2

‘ -

A
- N

The scientific method is the investigation of natural b!henpmeria, and 1s
essentially a formalized approach for conceptualizing and expanding our thinking

and understanding. This quite often involves model building (although 1t may

->

not be obvious), since we grasp, digest and communicate to others the various

4

facts and idgas through models, transforming a loosely .related set of facts

and intuitive ideas into a set of formalized and abstract relationships, Itis
. ’ [ ]
from this generalized viewpoint of the scientific method that we look at a

-~

particular area of plant ecology. ° . e

One of the mo,st/bm plant ecology 1s trying to understand

why vegetation occurﬁévhere it does. Two related aspects of this problem
are the understandin; of what vegetation is and its response 16 many factaors.
}:Ilsiorjcally, terms.such as.physiognomy,.association, classification,.ordination,
dvnamics and ‘pattern have been used to r‘ebresent broad classes of 1deas about

vegetation. These ideas are expanded upon in the next chapter. The second

aspect, the idea of response, carries with it the notion of prediction. This

leads ‘tb three guestions. What is prediction? What may ane prédict‘? How

may one predict?

[
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Prediction may &anote various ideas depending on where and how it is

’ <

used. According to Websters--Dictionary, prediction means the declaration of

some happe’,ning in advance; the foretelling on the basis of ®bservatipr,
/ . -

~

. : s pd .
experience or scientific reason. Of more relevance here is 1ts statistical

meaning? In makKing a statistical siatament about an unknown state or value

‘D

of a variable unaergoing' response (Orldgi, 1972), one speaks of forecasting

‘ N -

the future in such a way as to minimize prediction error. This i; important

to statistics, In evaluating various methods, Feoli, Lagonegro & Orloc: (1954)

£ -
add to this idea of minimization, that predictive value and prediction efficiency

L 4

are related. Sokal & Rohlf ({9&1) recognize that causal factors have

uncont‘rollable and pften unidentifiable.variation. For them, statistics measures

such variation with prédictabl.e error. Sokal & Rohlf go on to.say that statistics

has contributed much to science and therefore has altered our approach to

>

experimentation and philosophy. . —

-

Predictibn,.. as 1t will be used here, must carryewith it a statistical sense.
However, it is interesting to turn this last statement around and suggest that
the needs of science, in. this case plant ecology, have affected methods of

0& ’
prediction as wgll'as method selection. At the forefront of data analy!s are

°

methods for which the error measurements are not always easily understood

and therefare not éiwaysﬁci:'ém‘parr;ab]e. This is often true with many non-linear
methods. Rather than using a minimization of error criterion as the sole means
- "

of comparing various predictive methocis and subséquently determinmng which

ones are valid, one might also consider any method to be valid 1n a specific

- »

instance, if it maked a contr_ibu‘tioh\'to one’s overall understanding (Lambert

8 Dale, 1964; Williams & Dale, 1965). Having described various definitions of




% SR
“.Q - N 4 . 3
—F
& .
. . P . \.\\
t : *  prediction, we can now suggest wh,g‘t one may predict and how mlxght one go
>~ : about it. - K .
~ - ‘ - '
, o~ . s \ ¢
Many contemporary methods exist deéaling with various aspects of the
s prediction of a veg*iétatiori'pr‘ocess, be th& temporal or time static (Juhdsz-
. . P~ . ' )
s ’ Nagy & Podani, 19€3). Three of theseé will be examined in detail in Chapters

i

3,4 and 5. It is noted that these methods have been applied at the regional

level. In Chab?erlap I will consider processes in time usiﬁg’i"the trathtional

method of simulation modelling. This has been a productive area of research

for systems defined over fairly small.areas. Hegre, I examine modelling time
. ?

processes of a r‘ela'tivgly simple system spread over a large area. In Chdpter

. . ‘ \
| R 4, I discuss vegetation response to perturbation and establish connections

LR

SO . .
. between types, A new method of simulation, time static modelling, has been
o

- developed with a different and yet inferesting perception of model time. 1}1
» ,/' - ' N *
1 Chapter 5, ] will consider relationships, to the environment, using the method

called non-linear predictive ordination. Past vegetation work, using the Kruskal
multidimensional sca]ing\zlgorithm, hhs"generally included the Minkowski metric

£

as an internal distafce function. We will consider how an internpalized dist:mce
function, which is more clgsely related to an en\‘/'irohmental gradient, might

improve the predictive power of-this popular method.

.
.
- .

persqp;al interest and

[P

ree topics were chosen because of

outstanding problems. The three offer diverse views of what to predict, and

¢ »

by themselves have been regarded as being very much distinct. -Yet the
objectives at the community level, or more broadly the regional level, are closely
related. It is suggested here, that the combined application offers much more

both in predictive power and in .t?!t,ility.' ’
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The perspective ofrknc':dellling,' as it relates to the whole field of plant
R ‘ N \ :
~ecology, will be revisited in the last chapter where the three topics will be |

compared and corr,‘tr‘aéted. Among the various points of discussion stands the . -

issue of the apprbgch to modelling. As will be shown,.different and sometimes
conflicting avenues have been used to deal with essentially the same question.

The value of using multiple approaches will be further discussed.
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HISTORICAL OVERVIEW
. The '::;aesnon of why vegetation occurs where 1t does 15 similar to

questions asKed by biologists regarding animal populations. The

- cqnceptuahza}'ion, understanding and development of related problems have

relied on models as tools for co_rr;munication and f;::r method deyelopment. The

Nﬁ"i’é’tpry of this as it rélates to biologicalmodelling generally

modelling specifically will be traced. Consideration will be given to the

. evolution of various philosophies for understanding systems and the parallel

. . , v

development of methods and model types. S

2.1 Systems, Models and Methods - _ 2
. I N .

The use of models is basic to developing one’s understanding of systems.

To better comprehend what a model is, it would bé helpful to first look at

the concept of a system. A S)fstem is a collection of elemenjcs united by some
- ' ' o

form of interaction or interdependence. From a holistic perspective, one ﬁught

. - -
tonceive of there being a single gigantic system. For €onvenience, however,

ﬂ -( v X .
© we tend naturally to énvision many systems., We recognmze certain elements
A}

as bezné more or less static and hence outside the functioning of the system,

EY

, while others exhibit relatively close interrelationships. One of the first things
4 v

L E)

.
|
Tt
-
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- ~ we do in trying to understand a system is 1o divide these elements into two
. . groups. Those wh1ch are dependent on the operation of the system are termed =~
ca ' ’ P
. endogenous while those mdependent of its operatlon are termed exQgenous

{(Goodall, 1972).

. .
N N

}. S\/stems are typical‘ly very comp]ex and th;r*efore not easily understood. &
The process of understandmg them involves the perception oﬂlmportant
. - " components which‘ar‘e merely groups of similar endogénqus elements. Th1s

simplifying process 1s model building or modelling. The model is not a.

¢

minmaturized version of the system but rather a homomor‘;:"h. This is attributable
. o

to the many-to-one relationship formed between the system and the°modeA1.¥
Hence, the development of a model is intimately associated with an

understanding of the systen,
° "
- ~ All of the above has mdde little reference to the size and scope of the

€
system. This is because there exists a certain amount of freedom in choosing

which elements will be endogenous and which will be exogenous. Also,-nothing~
v . has been said regarding the form of tie -model. In general, sx%l\e forms such
¢ f - \\ A

F

‘as verbal déscriptions or flow char‘t"’h‘chaijms are often used as preliminary
models. This is followed by more advanced forms, usually involving a set,of

mathematical equations. It w111 be seen tha\choosm a model farm is based,

2

vetem, what the aims

g e s e e N

. : among other ‘chmgs, on how much is Known about the

w— e i & N = e =

-

of thé .g’cddy are, and the particular approach onethooses to take. i

What has just been said about models also holds flor method selection.

Models and metﬁods are closely related. Methods, as used here for analysis

Y v

“and prediction, are algorithms basegd on models. When we spedk of a conceptual

¢ R g N

¥,




s mf:del, then tl% rr')‘e.thod sele&ted"‘for use is easily dis*tinguished fr‘pm’it. When,

'. r—

o K bowever, we spea'l—( of a model as. a set of ma’chematlcal equations, then the
J s By

-model ‘and method are not S0 easﬂy dxshnguzshed This is because an algom’chfn

is formed from a set of equatmns, by impressing upon 1t a recur'shye s’crjuctur‘e.

- -
' - 4

. To suﬁwmarize, s,ys*téms."modéls :and metho'ds are related. An important

o 3
R -

dszem‘ence is the level at which they are used. We apply the concept of systems

at the most abstract level and methods at the most concr‘ete level,
-K' ) | ‘91 - -
2.2 Early Approaches co ‘ . -

Early bmlo,gica] work dealing with. _exponéntial growth (historically
]

Malthus, 179:’, more recently Gause, 1934). loglshc growth (Pearl & Reed, 1920;

- x

Pearl‘ & @arker, 19”2 Gause, 1934 and others). and varmus types ofspecms

‘m't_elj-a‘ctwrfs (Elignf 1924; Lotka, 1925; Volterra, 1926; Nztholson, 1933, 1954,

% N

Thompson, 193%; Park, 1948) webhe important in that they not only illustrated

"_onme of_ the prime directions of the science (the discovery of general principles)
I @ ) N « f 53

. .
3 . -

“but also dembjns'trafted the natural use of medelling as a ltool ir description

and research. ‘ ~_ A o
' ~ oL x h ‘ ;o ‘
Thé system level'choéen by‘mo‘sf’ early workers was that of the popula'tmn.

-

&
A populahon was recognized as bemg dynam:c and composed of individuals of

o ——— PR———

¢ -

a smgle specms 1nteract1ng,~w1thm the same space/txme frame. The worKers
R .

.were at‘temptmg;@o d1sa0ver basic “trutHs abnut the system s ecology, or .

-~

rather, general ecological pr1nc1ples.under1ymg the system. To accomplish .'th:s

much simplification was ﬁeeded 1t might be said that the empirical perspective

was minimized and so the models devejoped were, in a sense; based more on

-

sw
theory than obse*rvatmn. The advantage of this was that it led to more useful

A -
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- - " " One of the fir'st’r?b’d{'ls developed,. that of the exponential growth model

*a
’

/ ' (/Qause. 1934), illustratés the simplifying process.well. A single-closed

population with ‘dis:quete g'enerétidns is considered where all outside 1nfluences

4 N *

are ignor‘e'd. To simplLfy',,a few essUmptions are made. We begin by considering '
t’che'Malthusian pé”"’ramétemie) the growth rate ger generation, Note that R

1s actuall\/ a ﬁttlng cunstant (Wangersky, 19?°~) and although we might choose

g,.waﬁ

b & . - to see R as ’che glfference between a bll"th ratea(B) and a death rate (D),

X ’-ve!p,-
"

it 1s—not, strzctl\] speakzng. tﬁe case. Exther wag, we must also assume that

\ & R is the same for all ages within the population. Fmally; it is assumed there

~ e s W
wzll always be enough space and food. The equatlon describing the system iskwi
o - . ¥

48 .

©

"+ Npsq = RNy : I3

e where N is tﬁ? population size at time 1 While not a'great deal could be

& S learned +x;gm sueh‘ a sxmple relatmnshlp. it Pepresented an 1mpor‘tant 1ns:.ght

\
¥

h-r-iddrnon, an r‘}nprovement can be made by changing the constraint of a
. IE . 9 .

populatmn wfsth discreté generahons to one, wh1ch breeds contmuously However‘p
t 3

the assump{’mn that there wzll always be enough sp,ace ahd food remains. °

‘} - '; .
"'\v.,,,.a" P _ SENSPUEY WIPRDUP SRR e
Ao

A number’ of models grew ou‘t .of the exponentJal model as various

assump’cxons wene rgconsldered. The logzstxc gr‘aw’(‘h model (Pearl & Reed, 1920;

X
Nt _5‘ f
B W '

¢ Pearl & Parker, 1922; Gauseq 1934) was one 1mportant recgnsideration and 1s

%

ladked upon as a general ecologxcal pr‘znc1ple. Like the exponential model it

? can be manipulated so as to reflect other poss1bxl1t1es. One example is a. tlme .

s Y -:'-17'9" .
o - b o
i la.g response (Wangersky & Cunmngham. 1956). As well, it can be 1ncorporated
) . “ .
. bl ¥
S . .
in, ¢ “‘ ) fﬂ Py
» . L . cua e g
pin e Y cet -
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into a more ;ﬂg'mplex model.

‘ il N o
- e . A .

) There were two models whxch considered.a two- spec:es system. The flrst

k " was the predator-prey model (Lotka, 1925; Volterra, 1924) developed from

Gause s (1934) exponenhal model’ whl,ch assumed that the two species controlled-
each other®s population size. :-The second two—species mod%l considered

competition. It was based pn the lom',s'tfc: growth equa‘tipn. Hence, not only

- ®» .

were the two species assumed to have an effect'on each.other’spppula‘tmn
A L

2

sizes, but there was also assumed. to be an envirodp\en'tal limiting factor. Out

, of this' model came the principle of compgtitive' exclusion.

[ L
* N \

v

A trend to increased cq_mplexi'ty‘is.;‘e‘pr‘ese'nted by.the single species,

' multiple age class model. This model de'\7e.16ped from the recognmtion that there

exists diversity within a population. Fa ‘ _' sugh as variable fertility and

&

P

e 2 . e «.

,survival rates, and the observation that 1nd1v1duals, often fail to reach breeding

age until well mto thexr life, are all cons‘ldered Leshe (19435, 1948) approached

4 .

' ,,;, the problem by assuming discrete age classes and desciibed a mudel 1n téFms

.

* of matrices containing fer{;tility indices and survival pr‘obabihties. The nature -

of.the population lg'ynam'ics, specifically ‘the prediction of age structure

. a g : :
/ stability, could be examined by extracting eigenva]ues from this matrix, As
. “‘w‘ C e
was suggested earlier, a one- 5pec1es éystem is too s1mple forﬂfs pr1nc1p1es
\“x e ‘_0)47 '_,,_... . DV e

POy _SSNISIPESEEES SRR

to be applied to real systems. Yet the nature o'F th:s model, ‘with the posszbmty

of an algebraic solutidn, was 'attractive enm_lgh ‘for some to incorporate 1t into M

. - N
- . - . £l

more realistic ones.’ e ) - . ‘
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) N 2.3 Vegetation Models : y ALY

N ‘\ . - . = L\l
i . _ 2
\ . , The preceeding simple approach to modelling biological systems, while
' T unfolding the science, diminished m,use{-ulness as it became clearer st how

complex these systems really were. The extent of this complexity was perhaps
not as fully app'arent. as it is now. It was'recognized that different models

were required depending on whether animal or plant systems were being

. examined. However, it was less apparent just how complex or even how different
. variolis models might bg if one wére_ to consider various ecosystems dxHenr:lg
QPa'matiCall); in p;mysiography, témperature, moisture and so on. For two systems

- . at different ends of these environmenial scales, different families of

i . \

| relationships would be used %oo deséribe them, resul‘tiﬂé in radically different
< ) ’

mo&els. Yet, in spite of the efforts of early wc;rkers not much was reflly

-

AN

Known about these specific interactions, and researchers still’ had to view the
bgt%ad system. Because the study of hypothetical systems would probably not

bring about any advancement, it appeared that work had to deal with broad
. .

.

systems in real settinas. There had been a number of people doing st this
and their work came to the farefront. - , ’Hm

. -
The history of work yvhi‘?h attempted to describe what vegetation is, has

br'ought different conceptuah‘.atmns (models) which are perhaps best described

et e _—— . NI [T ,-* P40 GOSN VA U - U VUM Y

e by consxder:ng the units of study. To illustrate this, five somewhat arbxtrary

N

groupings are used: early descriptive; floristic-phytosociological; dynamic;

Y )

individualistic; and battern. P e T

B

€

-
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A/g\oodnplgce to begin 3ooking at.the g"a__j[:ly descriptive phase 1s with

Kerner’s' (1263; see ‘translation by Conard, 195{> work of the Danube basin. His
. /

vegetation units (formations) were defined primarily by floristic composition, .

-

physiognom)‘f and dominance (Becking, 1957; Westhoff & van der Maarel, 1973).
These formations -were subsequently correlated \v:/i‘th environmental factors
(Becking, 1957). 1t seems natyfal that the northern Europe;n physiognomic

schbol and the southernn European floristic school would grow out of this. Yet
' 7

> /

Kerner’s work had wider implications. In.Conard"s .(1951) introduction i1s stated

a

“all of the.fertile ideas which hav?&’hce been developed are here in embryo™.

In addition to influencing the previously mentioned schools, are ideas
paralleling.Cowles’ sand duneé and blow outs, Clements’ successicn, Gleason’s
individualistic hypothesis, Cooper’s less structured dynamic viewpoint, and the

pattern concepfs of Greig-Smith and Whittaker, "With regard to Clementsian -

succession, Ker%g uses terms like development andgymaturation. Shadows of »

o~

Nichols” polyclimax i§as or perhaps the concept of pattern are seen frc;m

[}

the quote Kerner bdrrows from Goethe

All 4orms are similar,.but not one is like another;

-

So the choir interprets a hidden law.
Much of Cooper’s arguments are also évident. In work on plant' forms (e.q.

trees, shrubs and herbs), Kerner recognizes the existence of intermediate forhs,

suggesting that in pigeonholing, we may not be correct as born out by later
work., After much productiveo work charac;ter:izing these forms comes the
statement ““the eternal laws by which they live and grow have an elasticity

that is very difficult to calculate®. This idea extends from forms to Formaﬁon_s,
. . .

. .
in a description of how a swamp becomes a meddow: “but in nature there 1s

~

no ending and no standing still, bu*t'only an ever coming anfcf ever going”,




.:"

Another important contributor to the early descriptive phase is Warming

whose approach was based on’physiognomy or vegetation structure (Westhoff

-

/ : ..
/+ & van der Maarel, 1973). Warming’s (1909) unit of study was the growth form.

-

He perceived these units as being analagous to species as the units in
systematic botany. Warming said the growth forms were molded by the
, environment, Hence th\e local existence of a species was based on 1ts ability

to conform. Growth form as a natural or ‘ultimate” unit for study was necessary

1n order to lead one to a fuller understanding of a community., Warming saw

v -

the community to include vegetation of extremely varied growth forms. Hence
there were two related levels of study. The ‘ultimate! unit was ’ti'na~ g%owt’h

form. The higher unit, the community, could be better unde—r:s’a\:odh through. *the

oecological interpretation of the various gr~ow”ch forms™, It 1s interesting,

according to WhittaKer (1962), that in general, English s;ﬁeakmg ecology came

¢ ‘e

< ¢
- . N

out of Warminé’s work.

”
~

The second group was, the floristic-phytosociological work done 1n Europe.
Many traditions or schools were developed based on varioys criteria, for

example, the northern physiognomic tradition (Becking, 1957; Whittaker, 1962).

Howevers the southern tradition, and especially Braun-Blanquet’s (see English

translation, 1932) work dominated. Here, ve_ge’tation was considered on a :

v

.

fundamental unit was the association. Other ‘higher’ units were derived
through a meth f hierarchical classification. The dssociation was
fundamental becalise it was perceived as being analogous to the species. This

analogy of lass‘c:c:ia.‘tit:n and species is in contrast with Warming’s analogy of

©

plant form and species. Furthermore, the association was the concrete

Fo : / ’

.

floristic-sociological basis (Westhoff & van der Maarel, 1973). The basic or.

i
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. representation of the abstract idea of the phytocoenose. This phytocoenose

and its habitat were inseparable (Becking, 1957). As productive as 1t was,

this phytosociological approach t;ore much criticism by ecologists and others
who felt their methods were subjective rather than objective. Apart from any

per‘éonal preference for or against this methoi:l, it 15 clear that rather than

I~

constraining one, this method allowed one freedom to build on what the mind

. . ‘ 4
) percejved as saciological relationships. "

®

+ Much of the early American work dealt with classification as well, Holvever,

« -

‘11 was done in the context of dynamics. Cowles (1896, 1901) said t:hat

classificatiorn musﬁ be logical and connected in the dynamic sense. Physiography,

.
ar

for him, was the major factor of what was caﬂecf succession. Over time, soil
-~ 1

. - .

conditions were seen to become moré mesophytic. FAlso recogpized, were

—. -

xerophytic and hydroph\/‘tit ‘eddies’. Progressive or retrogressﬁ/e elements,

such as crustal movemen‘t and chafiging s:hmate could help carry the vegetatmn

:A'

. towar‘ds or -away from the mesic stage. C;ements’ (1916, 1938) work was similar
to Cowles’ with respect to his general perception of the unit being dynamic.
Yet, his work was rfto_re formalized, as is seen by ’his monoclimay theory. His

Yunit was the formation, based on physiognomy, ~F]or~a and habitat. It was viewed

’ ‘as “a compley orgamsm whxch arises, grows, matures, and dxes, the climax

L]

- JE et s e g e —

formation is the adult or‘gamsm of whxch the seral communities are but stages
of development™ (Whittaker,.1962). This idea, metaphor as it was, became
’formalized to the degree that his fo;‘mation was conside::ed not to be abstract,
" but to be like a. supero;gani"sm. Many disagreed wath this, Yet it appé'aled

to many others because of its fundamental dynamic nature and broad

applicability,, Consequently it tended to persist.
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Other early Amerxcan 1deas. related to Cowles and Clements, came from

i
Y

Nlchols and Coope’r.“Nuhols (1917, 1'-?23) was perhaps less i1nterested in

-

- D- "
dynam1cs and ~ more in classrhcat:on. His ideas paralleled many

' -

) . phytosonolog:sts [ Nichols used a‘gzes (hierarchical set) of wmts. The series

k- ’ cons;sted of the assoczatlon, the*edaphic’ {ormatmn, the climatic formation and
v the te‘rrestrial forrpation, which were considered thbe ecolot_:.jlcally equivalent
o to the spe’cies,vgenus, family and ‘hjgher up’ respectivel’g. Nichols” fundamental

ur;it was’tr:e‘ asspciati‘on. This association, like the southern tradition’s
"’ phytocoenose, was a colec¥ion of individual community units and therefore

4 g

' abstract, although there existed ‘indivaiduel pieces we could see. In relating

-

~ ' — : ,
< to Cowles’ (1‘901) idga,t-ha“ft “we have a variable approaching a varia.bl‘éirather

,gthan a constanf” N1chols suggested that vegetatmn could never attam an

-
-,

equ1hbr1.um. This, ds well as his view o-f the potency.,of edaphxc factors resulted

m the pOlyclxma% theory. G ; ~
Cooper, in-cqntrasth?:kgis, was not ipterested 1n formal classification

4 N ¢ . . ~ -

(whit'taker,"l‘?;SZ). Cooper (1913, (916, 1923, 1922684) studied various areas 1n
North ;Amerjica, with the View t&gwards describing dynamics. One of his major

works (Cooper, 1‘?26b) Biffe’red from many others,.noticeably Clements’

&
mterpretatmn, on wha.t Cooper termed the superstructure. He felt it was too

easy to pigeonhqle or to classify. Although some sort of class1f1cat1on was

Fsec"essar):, there did not exist a perfect filing sy_stern, every structure 1nvented
is “but a pq:rtiq'l expression of the ultimate truth’. Cooper’s foundation, like

Clements and,. others, was on change. In differentiating between the

A0 .
‘foundation’ and ‘superstructure’ CD?)pEP (1926b) ¥elt that to properly
- B O . [ .,

I

e

- R . vt . > - .
_ incorporate the changing nature (foundation), we must reduce the “skeleton

- N K

o

s
A -

- ey
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structure”., Metaphor and analogy, as in the superorgamsm and association,

-

are just that; and should be used for 1llustration only. Cqoper’s (1926b) thesis

.

was on the universality of change. We see a cross-section of a braided,

s

interweaving, anastomosing stream of vegetation. Therefore, no séction has \

its counterpart in time. It is important to choose an indefinite method versus

a rigid set of pigeon holes; the former does less damage. Because of the

¢

interaction of the vegetation and the environment, plus change within the

scientist, we can not assume that,what we see represents the way 1t was or

s

the way it will be. Nevertheless, the idea of a commumty gé useful. But wath »
respect to time, it is transz‘tor‘;. In looking at-some examples of developing
vegetation, Cooper (1923, 1926a) saw a unit succession or sere, as a streamlet.

The idea of the term climax was useful. Un{or‘tuna'tely,.it has beén considered

o

by many tp be final. To Cooper (1926b), thgs is an example of crysta}hzfing

a useful term into an unbending one. The usefulness of the term climax, in

y o .
Cooper’s view, is in perceiving it as a slowly moving current 1n the braided

stream. He speaks of climaxes other than the climatic climax, as having‘reality:
P2 . =4

Yo + @

While recognizing the tendency of convergence to a gingjle climax, hé balances
this with the 1nevitablé forking of the stream. Cooper demures from clas‘sif;qng

successions as Nichols did, prefe;ring to see the whole (stream), recogmazing

. -

_or d e.scr:ibjngh,gfb/ﬁps*.or;_{ac.tons,‘whx’chwinfluence‘itsu)ccburse. throughi_tame. Thus, . __

when Cooper speaks of his unit _aé being the unit s;.lccession, 1t is done with

. | . . " . -
the understanding of a streamlet merging with time into a stream. ) > .
N o ° L]

While Cooper was not interested«in formal classjfication, others were not
‘interested in classifying units at all, preferring to study the individual plant

species. "Mclntosh (1967), in his review of the continuuny concep't quotes Cam‘

N
o K~ .
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(1947) *“there are unlimi%%ariables. Zombinations and permutations™ and
, <. £ .
Whittaker (1956) “vegetation may be interpreted as a complex and largely

' continuous population pattern”. This indiviBualistic approach, although existing
for a long time, was not fu‘ghly favoured. One of the stronger statements
% supportfng this approach came from Gleason (1926, 1939) who sharply disagreed

with the tendency to classify communities. He suggested that because species

3

respond to varying environmental conditions, no two communities would be the

£

\ same. Curtis f'i,‘;"SKSI agreed with Gleasoh that because of many influences, a

"hﬁ_-i . community is never repeated. Curtis & McIntosh (1951) stated that a species

g " ) ranges around an optimum set of conditions. Both Curtis & McIntosh (1951)
. ’ - < ¥

and Curtis/(1955) produced gvjdence suggesting this 1dea of a “vegetation
k3

continpum’l If not always found in the field, due to discontinuous environmental

¢

factors, Mclntosh (1967) says that it always exis_'ﬁg‘x’n an abstract sense albng

i .- .an enviraonmental gradient., Curtis (1959), in rejecting the classification of

¥ - . : , .
. distinct'Lntities, did not see chaos resulting. Rather, he saw a pattern with -
v ’ " : ' R =) ' . . -

soméw at similar groups of species. This was because,of the potential of a

- few plant species to dominate, being well AQaptedrto the overall cimate and |

T——— . - -
. /

’ . Soil"'groups. These “dominants vary according to a pa‘t'.ter‘h)commonly associated

-,

D
L

with a soil-moisture gradient”. Hence, an entire series o'f communities ©

/ -

graduany changes along a vegetatmnal continuum (Curhs.& McIn‘tosh, 1951) N
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K A similar way of conceptualizing vegetation is the idea of pattern, Greig-

v

‘/' Smith (196‘4Kr‘eéognized that pattérn is the result of correlation among
/ -

~ N ’/l N

. : } environmentd] factors and among intrinsic factors such as age and seed

/

| dispersal. Much of Whittéker’?; 1 9‘53. 1956, 1967) work, based on gradient

/" analysis, considered vege:tatioh as pattern. With respect to an environmental

a -




%,
. ¥ -~
I gradient, he iaw a shifting pattern of populations. He reJjected the view of

A p—

the Bxistence of an absélute climax of a region on the basis that all factors

affect the population. Whittaker concluded that the sp:ecies composition of a

> ~ [ ]
‘tlimax ” was determined by its position along an environmental gradient. The
&
difference between the monoclimax and polyclimax theorieg, or better yet, the
-— r\:\:

polarization in conception between a superorganism and a collection of 1ndividual
communities fc;und resolution in this pattern theory. Whittaker suggested
considering extended communities, that is communities united by some sﬁort of .
classification, as entities rather than artifacts. The classiﬁcatmn‘j@as based

w»

on 5eparation.‘ The wider the sebar‘ation along the gradient, the less alike
two communities are. Conversely, the closer communities are on the:\gdixent,

' the more alike they are.
' %

*

Of these five groupings of ideas, wifost comparisons have been made,

between cl'éss'iﬁcation of communities and the\igﬁividuaiistic approach. Im what ,

has often been perceived as two opposing ideas, Major (19614; annotated -

&

* . tran's,lati'o-n of V.M. PonyatovsKaya, i9593 ﬁrefers to speak of these two ideas

ey

one recognizés the existence of well defined units based on ecological and

as trer_'xgs. The firsf trend has as 1ts object of study, a group of plants. Here

” phytocoenotic factors. Tiwe second trend consists of studies of individual plants.

*

continuous distributions, related to continuouély changing habitats. However,
Pou:fy atovskaya suggests “there is no absolute contrast between them™ and that
ssynthesis is the direction we must take. To undersia.nd the laws gomposing

communities {units), we must understand the ecology and biol‘c'igy of 1nd1v1d‘u&1

plant species (components of the communities), This idea has beer shared by

. The previous definition concerning units is rejected.in.favour.of the 1dea-of- R

-

»
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others. Greig-Smith, Austin & Whitmore (1967) used both clagsification and

-

ordination (indirect gradient analysis) as methods for obtaining insights. For
them, classificatipn was more satisfactory at a higher level and ordination

at a lower level. Much of the problem lay in conceptualizing data as erther

being discrete or continuous resulting in statements that either classification

Y L4 -

or ordinatio% respectively, was the ‘correct’ me‘thod.n By contrast, Greig-Smaith
gL ‘ - -
(1971) advises we not classify just because there exists discrete data and

that we not ordinate just because there exists continuous data. For example,

-

in a geographical representation of a data set, where the species serve as

axes, there vfu'll teﬁd to be clusters of individuals whether or not the data

a2 .
& & -

is conti%fuous along environmental gradients. Rowe’s (1939) descriptive work
used classification methods without adhering to consistent criteria or to the

climatic climaxes of Clements. Roweggs highest level units,) regiong, were

utilitarian and noit,' strictly speaking, climax types. Lower levels, such as

-

sections, followed in the same logical framework. They were arbitrary and
potentially heterogeneous. Nevertheless, {hey are undemable and practical.
Shimwell (1971) submits that there is no best metfod; that classification and

ordination -are compatable. Whittaker (1962) suggests that tlassifications are
created by man for ﬂ;\eir utility. According to Orldci, (1974), the “'obectives

e o ‘. . N
of these two methods are not so separate™; for some the distinction is a

philosophical dilemma while for others it is the basis for a pragmatic decision.

Many have described, me‘taphoricélly, how they see this distinctidn (t_:)r:_lack

.
L

of it). As mentioneﬂ“,l_ﬂCoope‘r (1926b) views vegetation ch:ange as a braided,

interweaving‘. anastomose stream. Whittaker (1975) makes :the analogy that as
different colours are recoénized from a continuous spectrum of light wave

leng:ihs, so aldo are distinct repeatable communities recognized along coﬁtinuog

- . » -
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: environmgntal gradients. Kerner (1263) spoke of a tapestry as did Meusel (1940;
TR

c.f. w.hittaker, 1982) who saw vegetation as a “tapestry woven of threads of
many colours which, in onderly distribution through space, form the vamegate'd
- patterns that meet our eyes™,.

-

The types of approaches to describing vegetation, which the previpus five

groyps represent, were not expressed explicitly by the term model.

Nevertheless, they are word models. Consider various concepts of vegetation, '

such as the association (especially phytocoenose), the sere, a pattern of

communities and so on. They do not represent what vegétaﬁon 1s 1n 1ts entirety,
but gather, these ideas have a homomorphic relationship with the vegetation

and are, therefore, models. Recent approaches, as F“?ﬂ"‘/iewed in Gutierrez & Fey

~ ) ‘(
{1920), explicitly use the term model, It has perhaps been useful to do so

because of the trend from simplicity and minimal interaction with a real s&l?’cem

to gre'a’cer c‘omplexi:ty and realism. Of specific interest are ’cHe approaches}

used in forest ecology and simulation. Much of forest ecology has been
concerned with descriptive word models (e.g. Rowe & Scotter, 1973; Viereck,

1973). The description of forest dynamics has touched on a number of very

- ~

productive and detailed areas such as microclimatic variatiop; variation due
to topography, influence of permafrost, autecological considerations, and the.

role of fire., Other foresters have deéveloped models whichywere mathematically

l .

oriented. An example-by Hett & Loucks {1978) looked at an age structure model

of a single speciés. It was based on a negative exponen‘tial curve and included
. . . < , \l ' . .

: ’ - -
a power function for variable death rate and a sine \‘rav‘e for cycling over

time. / .

N




Simulation as a vegetation model type, has proved to be verry\mportant.

Goopdall (1967, 1970, 1972, 19742a,b, 1975) nges the rationale for 1ts use and

Wildi (197%) presents a,very typical apphcat:on. Many, including foresters, have

-~
L

used simulatjon. Some, {e.q. Leak. 1%0) have taker a statistical approach to
. - 7 :‘ —~——d

derive birth and death r‘ate>s, while others (Kowal, 1971) have suggested that

S simulation, by nature, allows for other methods of parameter determination

such as trial and error. Simulation models have been used as a storage medium

of qualﬂi‘gatlye ideas derived from quantitative data (Bledsoe & van Dyne, 1971),

-t ¢

-oftfg‘r; bging divided into a number of submodels or compartments. With respect

e

to forest models, compartments usually have consfsted of about three size
- classes, rather than one year age classes, with transition probabilities linKing
them together (Walters, Hilborn & Peterman, 1975; Johnson, 1977; Phipps, 1979).

. ‘ o .
Some (e.g. Botkin, JaneK & Waltlis, 1972a,b) have dealt with ecos‘y:s*te{p models'

2 2
g &
L

and have successfully, ignored the microbiological and microenvironmental

.

det‘aﬂs. One important example has deait with the stochastic nature of fire

(e.q. Dayananda, 1977). @Others have developed simulation models omdividué‘ll
stands of vegetation. Interes’c here has often been with the effect of
perturbanon (BotKin, 1976; Emanuel, Shugar‘t & West, i97=:-, Emanuel, West &

Shugart.«i97"¢) and the influence of historical factors (Shugar’«t, Emanuel, West*

&

& DeAngelis, 19§0). \ N o "

2.4 Su;r;"mar*y ) w - I
The 1deas of utility and prag.matu: decisions previously mentzoned, can
natura]]y be extended to a11 of the methods looked at. In his review df

classification of natural commumtzes, Whittaker (19562) sees art entering this
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science. He see.s’""%ynécology to be inductive r*acmer than deductive; the latter

often leadmg ’co strong, unbendmg siate’gwen’cs Some examples which could be
" © .

N cxted are 'those of Braun- Blanguet awnd Gleason. Orléci (1978) speaks agamst

prefer‘red strategies and :For the use of many techmques.‘ thttaker (1962) pomts

out t;at the * recogmﬁom’that ’che full comple;';’ues‘of ecosystems 15 unknowable :
- N

is a matter, not o‘f myst1c1sm, but of perspe“?f;v?%n scientific knowledge and

1ts limitations™ Furthermore; vamous?mpmbé%s are,i or should ;)e .use\d as

complements because :‘na‘tuﬁe in the field is never wholly comprehended in any

system”, g /”r_‘ N
-~ v, .

What does this point to here? Bec‘ausej of .better or improved.
- x| EX v : ‘
understanding, we need to go back, from time te'time, éh’d look closely at ‘the
- . lﬁ«x

implications of any assumptzons made to see 1~F they agree or not. There will

M K oy

be some aspects of our’ methods whxch could be changed. Asgllus'}i-rated. model

{% s s,&’ 4
pﬂ’g forms have followed a trend to greater complexity and realisi. Part of this

- Z

’hgs and will continue to include inethods which can predict d1fferen’t sorts
. (X ‘ of things.vconse‘quently adding to %ur‘ knowledge about specific aspec:ts of an
ini;ividuai 5!;‘5"&8@ or about principles of systems in general. The next three
thapters wi%l,%g;'ﬂ mine three current model forms. The first method, si‘rrinulation‘

: ' modelling, considers the dynamic aspect of a system. >Th15 model is built:
4

P ~1nductwe1y~and -in-such & waypﬁ, {'b‘ “preédict processes in ‘txme. The second

method combmes the 1dea of cont1nu1t\/ ofidity%es as thgy{‘ relate to an

3 ‘%
environmental gradient, with the aim of pred1ct:%ﬁ -Followmg p’erturbahon. This
- f“

x

e

“method developed is cdlled time stahc simulation, Tﬁe thxr‘d method also

& *3%,.

considers this idea of continuity of- types and its relationship to a'<gr»‘adient.

I this case, appropriate changes are made upon the assumphon that spemes
N . p
&

-

S .

——




response is non+linear. This method is._c;\gll_gvd non-linear. predictive ordination.
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TRADITIONAL SIMULATION MODELLING

AN .
L4 L2 .
3
~ - -
. .
- AN

te

Models can take many forms s&gh,as verbal descriptions, box and grrow.

diagrams, a set of mathematical equation's;'.or‘ simulation. The early workers,

~ . . s

" as mentioned in the previous chapter, used ver‘\/.simplé mathematical equations

Y

‘which described very simple systems. Mah\}' of the typiéa] vegetation modelss

FN

(section 2.3) were verbal 'descr‘iptior}s or‘diagramatic representationis. These

approache"é"'incq?‘ﬁor‘ate‘dl into the models preconceived ideas regarding the
.system’s beha\éiour so that further 're?ihgment became ciifficul?."The, type of
f R . . v ‘ [

model needed was one which was defined only by the basic dynamics and ‘did

o ’

LA

not impose preconceptions abiu’c the other aspects of the system. One approach

to building such ar\nodel has been simulation, the s;tahga.qd' approach being model

construction followed by testing its predictive power..For complex systems

defined over a broad area, model testing has been of ii.ttle value simply because

2

- the-sorts -of things the model was able "to”Efédi'EfWé?é‘tﬁaaﬁ;f'ﬁﬁ‘s» chapter

addresses this problem arid an at'temﬁt'is made fo build a simulation model

» . st r’@
capablg of making detailed predictions for’a broadly.defined system.




<

] -~ \ 3.4 Introdg&tion

2

" - E " -~ Any type of model can be used to describe a system. In formulating a
* ."cg < - ’ -
- de model for a complex dynamic system, a l,oglca'l"fapproach would be to begin with
- ' ' : " ¢
: a very simple model liKe a box and arrow diagram and then proceed through

- ]
various stages to more complex types. Many have done this. However, the

effectiveness of the models was limited because the model elements implicitly

desceibed the m’(e‘r‘rial rnature ‘61‘ the system. But in a complex system this

~
-

u."cte’rna.l natur/e 15 not obvious, a;wd simulation modeilmg is more appropriate.
Herje, interrelated system variables are formulated, usually by mathematical
. ) e@atxons, which are relevant over'a /ver'y small unit of time." Solutions are
th-eﬁ calculLate:j- r‘epea['tedl‘:/ /c':ver a longer time period. The 1mphcation i,s éc"ha{
‘the state of the m‘cidel at any time cannot be pr‘ed%cfed a priort. This is an
1nterest§ng point, All of the‘:‘previous model}‘ing apﬁro;che_s wére aeécribed by

diagrams, verbal 'descripti{t:ans ‘and, mathematical g_‘quati\oﬁs. Using the

o . . -

o . ',’i o ‘ .
¥ mathgmatical type as an example, the model would consist of these equations.

. But a simul,a’ff:)n model is not merély equa?t:éns; 1t also implies the action

» '

of 1teratiVe calculation of the solutions. Since & model should be an analog

and.since the sy:ter'n is dynamic, it makes sense to think of

LN ¢

to the sy'stem,
an analogous r_riodel as the physgical opéf‘ation of these equations. In a sense,

_the approach to ;movd,elling_dynamicpbpula-tionszhas‘eulmina-tedwin‘simu}atmn.’ -
N .
Simulation, as one approach to model building, has a numbensof advantages.

-

‘ . Some of them will be r‘ecognize'ag\s pertaining to other éppr‘oaches, vet when

viewed collectively they set this approach apart. A brief outline of four
[ . -~ N

- s advantages 6f simulation in general will be givern before returning to two final

introduction points, that of the implication of simulétioﬁ and thp‘g'ims of this

v
- L
-

. s

g1
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chapter. An extensive revi:aw of this 1s found 1n Frenkiel & Goodall (1973

Ay

to which the reader is referred.

N

3.1.1 Information System

Simulation modelling normally begins with existing information. Based on
. .
W oe this infdrmation, the model is designed to predict future states of the system.

However, it also condenses existing Knowledge or information of the stpucture
o .

- and dynamics in an organized and precise form, Consequently, 1t then becomes

-

¢ -

part of the information system.

6 g &y e ‘ ] =
i 8.1.2 Pedagogical Tool .

~

!

A simulation model often helps: a student understand toncepts better than

~ a verbal approach; particularly when this approach 1s supplemented with

o

diagrams and graphs. Yet, for the more advanced, it 1s even more pc;w'e\rful.

The nature of . the moch:el. ihdependent of whether solutions are calculated by

hand or with a computer, \f es ciarity and logical thought. Not onlygmust
relationships be clearly defined, but when knowledge or data is lacking, explicit

\ assumptii;ns must be made. That is, one cannot be vague regarding any
- ' assumptions. As a result of this process, one nAatyral’]y fplrjmulatés hypotheses

+ about the nature ot the system, which can then be tested.




\ 3

3.t.3 Research Tool

1 L &

o Simulation can be used both in hypothesis testing and i1n hypothesis
generation. In ma/‘wy cases it is advisable to use a simulation model to test

hypotheses becadise actual experimentation is not pr‘ac{icg‘ble or advisable due

\

to the conseguences on people or the syste\‘m, A further benefit to research

is that of hypothesis Qeneration whereby various ideas about the system may
!

.
-

result only tr.'mough the use of a simulation model.

2
>

3.1.4 Management and Decision Making

As before, experimentation is involved, but with the perspective that often

i one ’ca'nnot experiment on the real system. Here, one goes beyond testing
o ' internal charjéc.teristics to testing the results of various actions. The type
of actions or perturbations;imulated do not test the rﬁudel, but assist decision
L 5 e makKers in choosing the best policy 1n dealing with the real world.
® :
! -
o 3.1.5 Implications
s
. - Environmental/biological systems are very Eéinblex. The problem with
R .,- visual or simple word models is the associated high probability of
oversimpli;i'cgtion. This is especially important in the context of environmental
managemgn;t and c;ecu;s;ion mal;it;ag": Siml:lafion models can handle complem’ués
sp that the chance of oversimplification is greatly reduced. By Keeping track Lo
. of many variables a::l\ihgir intéract’ions in a simultaneous manner; a s1mul§.t10n .
model becomes much more analogous to a real system. Because of this

. - complexity, it is possible, especially for those not directly involved with the

model building, to forget that assumptlbns were made. Care must be taken

I
IS




-

when acting on the model’s predictions because there 15 the poésxbﬂity that

some of the assumptions ma/ be incorrect. Consequently, any predictions mdde
may carry & degree of error much gre‘ater than if all assumptions are vahd

However, this is human error and can be circumvented, as mentioned, because

<

the method requires explicit assumptions. If the model builder and the decision

makers br users communicate regarding the assumptions made, this problem

can be resolved.

3.1.6 Specific Aims

2
-

The result of simulation 15 the prediction of states of a particular system,

-

Yet it should be recognized that many of the processes of discovery need to

be repeated because simulation is a very different approach, and because of

.

the radical changes to the m1n1m1,.at10n of pr‘econceptmns of system dynam1cs.

That is, the discovery of general eco]ogxca] principles 1s very xmpor‘tant Of
C e o
course, these two uses of simulatipn,‘state prediction and discovery of system

dynamics, will intergrade as more is, learned. It is 1mportant that the search

for'general ecological principles be not entire,‘ly neglected, since they will be

"

of greéi use in building other 'simulation models. This point can be demonstrated

by borr‘ow.ing an example from the early work. A sz}nple cémgetxtion model,
using deductive equations, can be experimented upon with different imtial

conditions. The various results are then compared and contrasted to give
general principles. Although such a model can be solved analytically (that 1s,

the stat;g'ai time t can be deterfn}ned from the state at time zero), a sumulation

model could also be used. One might then discover the qualitative behaviour

-
a -«

of the system (for example, that some sort of equilibrium ex1sts). In general,

, v ¥ !
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complesx .syste?ns can be studied 1n this way. Alternatively a r‘gal case may

be studied. A model 1'is‘stn.ul’c and verified so that very spe'c:hc*detalls about

-

the pér‘ti&ular‘ system ar_'*e learned. With the Knowledage gained {rt_:)m'resear*ch

~

into general dynamics, this approach can be made more fruitful as well as

Ed

being simplerto develop.

- .

)
4 -

" The approach *to modeiling dlscue?.sed in this chapter 1s essentially

- v
-

’cradx’tmnal simulation. It 1s noted thaf the success of the simulation often
T \ ‘
depends no‘,'t on the equations forjmulated bt on the size and complexity of

the system‘. That is, one must be careful not to choose a systesn so large
]

or so complex that the reliability of the equations breaks down (Dale, 1970).

The history of simulating ve;;eta'tion has mostly been on the scale of pastures

(e.g. Goodall, {967}, fens (Wildi, 197%) and forest stands around one hundred

-

square metres. It is relevant that the IBP program a;ttempted to buald biome

moqgls. But sirice the systems were so complex, the modelers had to deal

om such a general level that their models were often oversm{plihcatlons. As

"

the gpal was to gainh new 1nsights, models which could only be applied to

'f‘el"ahvely small areas met.with better syccess, But if the models have this

N

1”?\»?" a.pp11ca.b1l1ty, very little insight mray be made at more general levels.

It s f'or thig reason that simulation modelling 15 be1ng 1nvestigated at the

1r‘i‘_te,_rn’ted1aj:‘e level.
» . / ‘ -
T tAllen & Sl:”frr‘ (1982) address this prob]e:k They say that ecological
o . ' Y - "
'_é)gs"l':e__ms are mld%le-number systems. Differential equations are appropriate

<

" models for small-number systi'er'n‘;';uch as planetary movement while statastical

i)

‘r'[;gq,ei$_§re appropriate for large-number sytems such as the movement of gas

molegules. Allen & Starr (1982) su'gge:st that neither calculus nor statistics
J - '

. . - n
~% - - 4

~

.
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satisfies middle-number systems. Calculus is hampered by'x'tg simplifying

assumptions and statistics, be‘;:ause of the lacK of large numbers of individuals,
. e ¢ -
1s not justified in its use of averages. The use of simulation by the IBP,

a'ccording to Allen & Starr (1932), was limited financially and telc‘hnologicall‘y.
The solution to mé)delhng middle-number systems offered by them 1s centered
on hierapchical modhels (nested and non-nested) using different scales of time
and size. The sorts of hierarchical models which they suggest, would probably
require mc.::re effort than is feasible here. It i2 suggested that a system whach
1s not as large as that of 2 biome and 1s not so comlex, can be'fln;odell'eg '

by a simulation approach.

The arm of this chapter is not to pr‘oduég a well validated model. There

. ¢ ]
were-constraints of time and accessibility which did not allow for the collection

of independent data for testing., Yet, as mentioned, the aim1s simply to see

+

if a model can be construc’t'ed which 15 pflevant to an intermediate system,
L .

relevance being judged by the coincidence of the model results and commonly

"

held principles. Ultimately, the su,g;_esg of any simulation model involves
%
obyective validation and we must keep’this 1n mind. However, we should balance

’thls‘wnh comments made by others. Caswell (1976) suggests that in predictive
E
modelling we are mot interested in the validity of the theory or 1ts assumptions
~ .

. . N X -
since we really a&ume that overall it is false. Swartzman (1280) remarks that
N .

one may become distracted by methods of evaluation and 1t 1s “tempting for
ye 1

thesé methods to become ends in themselves, losing sight of the target”. We

. A
may now looK at such a system, an ecoregion 1n the Yukon Territory.

-1 X
*




G

3.2 Data Collection

Data for the model was collected over three field seasons in conjunction

with other proyects (L. Orldci, W. StaneKk). The first season, —the summer of

1978, was a general vegetation survey along th—e Alaska highway in the Yukon
'I:ermtor*y (Fig. 1) begi;'imng west of Beaver Creek (62.5°N, {41°W) and ending
Just west of. Watsc:n Lake (60°N, 128.§°(3). The purpose O*F-.'thls survey was
to typify the vegetation and to search for compositional gradients. Sampling
v;'as carried out %n a stratified random basis where r?ested strata included
ecoregions (Oswald & Se.nyk, 1977) and terrain type§ (Foothills, 1978), A tgtal

of 323 permanent plots were established near the highway at a distance far

enough away to minimize road disturbance, Various vegetation and:

-
.

environmental variables were measured. They are discussed 1n more detail in

Chapter 4 and 1n Or15c1 & Stanek (1979).

The second and third field seasons concentrated on the Ruby Range

¥

ecoregion. This ecoregion intersects the hxghwa\} at a.ppr*ommat.el‘y §2°N &
140.5°W and at 81°N & 136°W. Of tr:e plots established in the first year
{(numbers 31 to iOO)_,lon]y those with a southwest through south to southeast
exposure and a slope of less thah 15% were considered. The purpose qf the
second field season was to looK for potential vegetation ;nd environmental

-

trends‘or relationships wh;ch c.ould be used 1n a simulation model. For those
vegetation typés with few replicates, additional plots were located 1n order
to g;xve a clearer picture of the possible trends over time. The new plots
were located on a pr‘efer;entlal basis near to a permanent plot of the same
vegetationh type (determined from the analysis of the first year’s da:ta).
Vatriables measured' or determined,were ground cover; vegetation structure

N

P WS e fe ettt
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Fig. 1. Location of study area in the YuKon Territory. The hatched area indicates

-

the Ruby Range Ecoregion in the Yukon. The ﬁeavy line 1ndicates the AlasKa

highway. {Adapted from Oswald & Senyk, 1977). : L
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{(trees, shrubs, herbs, bryophtes and lichens); age, height and DBH of typical

-

dominant trees; so1l profile (litter, fermenting humus, A-layer, permafrost);

so1l texture, drainage; existance of ground water; type of organic water; slope,

&

and exposure,. General records were made regarding type, intensity and time

of disturbance.

.

In the third seasony, the same permanent plots as those examined in the

second season were redescribed based on new variables from the formulation

-

of the static model (see secton 3.3). A 10x10m guadrat was tmtially described,

by the slope, exposure and cover of trees, shrubs, herbs, ericaceous shrubs,

1

mosses and lichens. Next six¢ {xim subplots were randomly located and the}'w
described by the quality of organic material {coniferous to deciduous), soil

quality (organic to mineral), moss thickness, organic lay"er"deptrl, permafrost

@ @

depth and soil moisture. All trees which were too small to core were cut and

measured. The variables uced were the same as those used in a complete

enumeration of the larger trees of the'gvhole quadrat. They included age, height,
DBH (diameter at base height for small trees), canopy d1amete:£,and height
frum?roqr%d,levél to foh’age: General remarKs were recorded cencerning carr"ymg
capacity‘,gcolonizmg ability (including interaction with other species), possible

» - ?

> -
causes of death, microenvironmental conditions where moss was colonmizing, type
e

of arbor‘ealtr'eproduction and fire poten{ial.

3.3 Static Model

The model can be initially viewed as a static model describing

relationships. Subsequently, the relationships can be 1nJécted i1nto time

producing a dynamic or simulation model. The sfatié model 1s essentially a
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.

descriptor derived from observed or assumed situations. It 1s the repetitave

realizations of this static model which takes us into the simulation frame.

. . Essentially the model is an i1dealized stand of arboreal species wath certa:n’
. components describing the lesg,er‘ vegetation, soil and depth to frozen ground.

The schematic diagram in Fig. 2 closely resembles the actual system and yet
suggests a simplicity which’ may be characterized mathematically. A component
model, illustrated in Fig. 3, suggests the relationships realized among the

+, variables. The approach to categorizing the variables 1s similar to Goodall’s
(1967, 1974b) but 1s more like WJldx’sﬁ(,l,?m?E:). Here six principal variables

. 4 describe the system while a number of aug;ihary variables serve to fully link

“the mpdel.

! - . (
) 4 2
a - *  The first three principal variables are vectors describing the number of

stems of each age for FPicea glauca, F. mariana and Salix spp. Hence for

each species of spruce’and the genus Salix the dimension of the vector equals
the assumed maximum age. The fourth principal variable represents the average
thlckn;ss of the moss cover. The fifth describes the cover withan the urat
Lo plot to be simulated. This variable is also a vector. Here hv—e mutually
exclusive dimensions represent the cover of the ’th;ee arboreal species plus
moss caver and thé proportion of open organo/mineral surface. The sixth

& principal variable describes the depth of the active layer, often referred to

as the depth to peirmafro?t (less the organic portion).

£

-
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. Fig. 2. Schematic diagram of the principal variables:
.'/WT‘ . A Y
. £ ks
= -t il \“
- FAVAYAYAY moss
- 2OOSODOL organo/mineral soil
»
;> Picea glauca
4} P, mariana
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_.:‘::—___ permafrost
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Fig. 3. Component model of the principal variables: P.gl - Pz'c-'eaf glavca; P.ma

- “x

-.P. mariana; S. - Salix spp.; Mt - Moss thickness; C - Cover; ’A:).._—,,Act-ive .
layer; M - Moss; O/M - Organc/Mineral soil; @\-Environmental factors. The

numbers are indices of the variables. Arrows 1ndicate direction of influence.
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3.4 'Data Analysis

Data collected 1n the third field season facilitated the organmization of
relationships among the variables of the static model 1nto mathematical
equations. In gen‘er"a]. these equations ér‘g heuristic sortha‘( statistical tests
on them would make_ little sense. The relationships or mathematical equations

were derived through deductive reasoming based on the data, observation, and

O

the literature. Where curve fitting was used, the families of equations chosen

were those which made ecofogi&al seanse, giving special consideration to
boundary conditions. The equations include the six principal variables, au>§'1hary
variables and exogenous variables. Principfl and auxiliary variables are
endogenous, meaning they are affected by the operation of the s’gatic [model
{simulation). The exogenous variables are independent of this oper:atfon. Change
of these variables can only be realized through a stochastic mechanmism or
th‘rough\ interaction with the model user. At thig point of the model development
exogenous variation, such as fire and human disturbances, have not been

]

incorporated. Tables {, 2 and 3 contain the eqguations used 1n sxmul/ajson.

The primary relationsmpsqamong the principal variables (X) can be

described with reference to Figs. 2 & 3. The three arboreal species represented
Y

by X"i, X2 and X3 affect the cover {X5). Moss thia%ness (X4) 1s the main factor
influencing the active layer (X6). This 1s because the arboreal cover does not
completely screen sunlight from the forest floor. Hence only moss 1s effective

1n insulation. This insulation for a given moss thickness 1s maximized by 100%

Nt

R . »
moss cover. Hence the cover, X3, also affects X6. Variable X35 influences X1,

L

X2 and X3 from the standpoint of carrying capacities. It aiso affects the moss

thickness X4. Fipally, the active layer X6 can put stress on the root systems




,and hence affects X1, X2 and X3.

The functional relationships include r‘egressmﬁ and difference equations.

The heuristic equations are derived by focusing on one principal variable at

a time.

3.4.1 Arboreal Variables =

N

Each of the three arboreal variables 15 made up of auxiliary variables

>

which hold the number of individuals in an age class. Each age class repr""esents

one year. An individual for X1 or X2 is equivalent to a single stem whereas
for X3 1t 1s deemed to be a set of stems from a common root system. In
general the dynamics fit into the cag,egories of reproduction, aging and
senescence. Reproduction of FPicea g:Za‘uca 1s by seed germination and mainly

occurs 1n mineral soil (Ferlls, 1965). The number of new stems X1, 15 thus

a function of the area of organo/mineral soil X5g, the area taken by an

-~ -
¢

individual seedling, and a probability Pi. This probability can be described as
reflecting a survival probability but is actually an exogenous. fittang constant.
The equations are given in Table 1. P. mariana germination '15 similar, As
well, this species reproduces vegetatively by.layemng in the moss, It 1s
: >
assumed that only trees at least one hundred vears of age have the'pbtentlal ~
to layer:; layering occurs where the growznb branch tips are covered by mos\si
there exists“; branch tip every seventy five centimewi.res of the canopy
circumference; an& 20% of these branch tip - moss ctJ.ntacts are successﬂ}l.

i-lence reproduction by layering i1s a function of the canopy diameters of 7.

mariana (DIAM2), the AUmMber of stems and the moss cover as a broportion

of a 1000x1000cm plot (X5,/1000000). Seed germination of Salix.spp.1s 1n
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Table {. Simulation equations 1nvolving principal variables 3~and X4.
Xi, = IFIX{4 X5¢5 Pi/7} IFIX - integer functioi - Y
- ‘\f\-’
C2D = IFIX{4 X5 P2/m}
' ) o
C2M = Z(X2; DIAM2y) 1= 1004...,200
X24 = C2D + IFIX{m C2M X54/75 ;¢ 5 % 10000003
X34 = IFIX{4 X54 P3/m}
Xijt=X4j-4 -1 ~MORTL -, i=200)...,2 -
' ! 2 ’ i -

X24t=X2j-4 t-1 - MOR"I:21_1~ 1= 200..02
X350t = X359 -1 + X345 t-3 - MORT3g, - MORT34s . : :
X3jt= X34~y t-1.- MORT3j—; 1= 49,.,2,
PSi = 0.947 - 0.4Y X541 - 0.0011)/Z

- O.(fSSiA SiB(41 - ROOTD) 1= 40199

- PS2 = 0.965 - 0.86Y X5,(f - 0.0005i)/Z - 0.08652A S2B(31 -ROOTD)

=~ 0.0452C S2D(ROQTD - 37) i=1,.,199 : °
PS3 = 1.0 - Y X354 - 0.0{1)/Z - 0.0553A S3B({? - RQGTD)

- 0.0283C S3D(ROOTD - 34 1= 1,..,50 ,
X4 = X4+ 0.5 XS54 M2(1 - X4/22.2741/1000000

. g
e -~
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Aging 1s very simple. For ~. glauca and P. mariana, the num%er N any
age class represents those of the previous class which managed to survive
the vear. Probability of survival is'assumed to b/e indepSndent ot age when

stress is not ipcluded. Thus, ;he relationship between number of survivors

.- ’ -
and.taime 15 a negative exponential distribution. That is
. Yq = yo'ed_bt €23
. ~ ' - @ .
or . T -
. Imyg=1lnyg - bt ° i £3)

-
1

where Y¢ and Yo are the fiumbenr of survi,‘vor*s at time 0 and t respectively,

"tais time and b 1s the senescence rate. There wece few plots where all age

.

LY

" classes were fepresented due to the effects of fire and other i1nfluences.

?ecause of this it was felt that.using a line_'ar regression fog.estimating b

ot

el Nt és an heuristic approéch. 1f equation 3 1s rewritten

“n, 3 .

s . ke - . -
- k

< = ~ - * -
[ + .7 e

-

b=Qn Y2 —Inyy)/at . £4]
. L a”
we get the eQuation ior :the slope, éﬁd"fielg data can be used to calculate

> .7 3 N
the probability of survival (1-b). The ‘sub'scripts 1 and 2 refer to any converient

A
points in time. The%ata used r‘,épf‘erted a long %me interval over which
Pkt ,

. . K G -
a nearly straight line could be seen. The probabilities for P%lauccr and ~.

&

-

mariana were calculated tg be 0.967 and 0.965 respectively. Since Salir spp.

" -

sucker, they are assumed to senesce only under stress conditions. Hence their

o

-




survival Qf?obability is 1.

Stress is acgoungted for by lowering the probability of survaval (PS).

@ -

Interspecific and intraspecific competition interact in lowering PS. As well,

. .

stress results from frozen ground, which 1s indeépendent of competition.

Interspecific competition as a function of a carrying capacity 1s'considered first,

E

Fdr a 1000x1000cm plot, the carrying capacity K could range from 0 to 1000000

» b

or in terms of percentage, from 0% to 100%. From observation, a value of

K= 60% seems reasonable.” For the total cover of the arboreal specres 1 =

w T

X5; + X5, + X353 we tan form the difference X = ‘K - Z with a range of 0
I
(maximum competition) to 0 (no interspecafic competition). Assuming a negative

~

exponential relationship between Y (ther ‘éh:a}é:”c“i' reduction 1n survival probability)
-

- -

ang X, the function

e
‘ - o= 04X

Y=g , . . £53

was derived by setting Y = 0.3 arbitrarily when X ="30. This is then propor tioned
via X341/7 along with interaction .fitting constants. Interjspecifl'c competition

o

1s a hnear function relating greater stress for younger age classes.

Stress: from frozen ground focusés on the pe;rameter rooting depth (ROOTD) .
which 18 -méss depth plus the active laver depth. From observation and Orlc';cz
& Stanek (1979), ranges were determme-d to reflect 't:hls stress. For F. glauca,
maximum rooting depth of mature trees occurred in the range (30,00, measured
in centimeters. Physical stress was assumed to occur i1n the range (30,40),
increasing with decre:asing depth. Two switches (see Table 2) were used. The
firsty, S1A, determined if there was stress.y The second, S1B, determined whith

age classes were affected. As the depth of the active layer decreased, old

e e e e ——— —— e e e A
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Table 2. Switch functions used in determining stress on arboreal spec1és. Each

function takes a value of 0.or | depending on which of two conditions 1s true.

. 9
Swatch Value of swatch function ’
function 0 1
Conditions
S1iA 41 - ROOTD 0 41 - ROOTD > 0
) SiB <200~ 15(41 - ROOTD) I2200-15(41 - ROOTD)
Sz2A 31 - ROOTD 0 31 - R‘OOTD >0
SZB I<200-30¢31 - ROOTI?: I»200-30(31 - ROOTD;
sz2c ROOTD - 37 K0 ROOTD - 37 > 0 ﬁ
S2D Iy 25(ROOTD - 37) 1 25(ROOTD - 37)
. S3A 19 - ROOTD £ 0 19 - ROOTD > 0
S3B 150~ 5(19 - ROOTD) I>»50~5(19 - ROOTD)
83C ROOTD - 34 £0 / ROOTD - 34 > 0
S3D I> 2(F$OOTD - 34) I £ 2(ROOTD - 34) \




trees would be affected first. The result of this s‘tr‘es\s was a linear function

¢

of ROOTD. For P, mariana, maximum rooting depth occurred in the range (26,43)
with no stress in the range (31,37). I ROOTD was less than 31, stress operated
as in P, glauca. 1f this"depth was greater than 37, stress was assumed to

occur due to excessive drainage. The switch 52C was used to detect this type

of stress and the switch S2D to determine which age classes were affected.’
p .
As frozen ground tended to lower, younger trees would be affected first. For

Salix spp., the ranges (10,60) and (19,34) were determined and the switch

£

functions were similarly devised.

Because ,thére are not ®any stems in any age class, mortality was
determined by comparing the age specific PS against random numbers. Hence

the comparison 1s made for every tree (see Appendix 1).

v

3.4.2 Moss Carpet Thickness . ,

Data for moss growth was not available and so the equation used here
< =

was heuristic. Moss thickness was considered to be a function of the moss

cover and an exogenous moisture index (M2). We assume a maximum growth

rate of 0.5cm per year which is lowered by the moss cover, the moisture index

and a linear function reflecting the maximum depth observed (Table 1).

3.4.3 Cover

As men‘tlonedF{the total plot cover (1000x1000cm) 15 composed of five

auxiliary variables such that the sum of these variables s 1000000cm?, The ‘

-~
.

canopy cover of the three arboreal species 1s a function of the age classes, '

x



where the progection of each tree’s canopy is dcsumed to be a circle. The
. & )
relationships between age class afid canopy diameter are illustrated in Fag.

4, and the functional relationships are given ir%ra.ble 3. .

Change in moss cover is attributable to 1ts own growth and to the presence

of arboreal species. Increase by growth is only over organo/mineral so1l X3,.

,

Rather than bemg an homogeneous area, the organo/mineral 5011 1s more likely

!
to be patchy because so/hen a tree dies 1t is removed and thus contmbutes

B
<

to XS.._. The moss then tends to shrink these patches (circles) every vear.
. t

The growth equation 1s given in Table 3. Here, M'i and C are environmental

parameters which potentially lower this optimum growth. M1!{ 1s another

exogenous moisture index while C 15 a cover index which lowers growth when

the canopy lets in too much sun.

-
.
e
v )

. £ . .
The organo/mineral soil X3¢ decreases as.moss grows over it and

increases when arboreal species die and expose this type of so1l.

To Keep total plot cover constant when there is a certain amount of
-
increase 1n arboreal cover, the total mass cover and organo/mineral soll cover

are reduced by this amount. This total reduction is proportioned between the

two. by
%

nt s

3.4.4 Active Layer

During the winter all soil is frozen, but as the temperature moderates
3

there 1s some thawing. The Gctive layer extends down to the yearly maximum

- -~

depth of thawed ground and so responds to current conditions. From field

observations and preliminary analysis 1t appears that moss acts as an insulator




Fig. 4. Cover relationship between age clag%and canopy diameter from field
data for (a) Picea glauca o and P. mariana X and (b) Salixr spp. + .

Regression equations (Table 3) for the three curves are as follows:

] . '

-~ - —_— P. glauca (
3
. ?
§ —— m— e P. mariana
4
—_—— —— Salix spp.
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Fig+ 5. The effect of moss insulation on frozen ground. Data for the moss
index (X—axis) is the product of moss thickness and tover on a (0,1) range.

Data points are indicated by o and the regression line by ——ur ——
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P
_ Table 3. Simulation equations 1nvolving principal variables X5 and X6.
- DIAMA, = 1 o : o
DIAMT:-L = 0.261i%%7%  1=22,.,200 r=0.975
DIAM2, = {
DIAM2, = 2.732 + 0.454 1= 2,00200 = 0.79
DIAM3, = 1
DIAM;i = 1.875 + 1.5681 i=2,.,50 r=0.743
X5, = Zn X1 DIAmf/d' © 1= 14,4200
~ X5z = Zm X2§ DIAM2%/4 i = {,...,200 .
X53 = Em X3; DIAM3%/4  i=1,..,50 i .
XS54 = X54.+ 216 X5¢ M1 C/55%
C=1 1f X = X554 + X5, + X532 500000

C = (09X + 50000)/500000 "1 0 £ X < 500000

.

X6 = 45.204 e—0.104 X4 X54 CP/1000000 r = 0.80

CP = cos(é1° - 23)5%)/cost61® - 23.5° - SLOPE)
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whereas the arboreal canopy is not very influential. A regression of the active
layer versus the product of moss thickness and cover (on a {0,1) range) gave
a reasonable result (Fig. 5 & Table 3). A negative exponential model was used
because of the good fit and because for a large positive moss index (X4-X5¢))

the prediction of the active layer was always positive. The regression was

4

carried out hcfliing slope of the plot relatively constant near 0°. As slope
may range between 0° and 15°, the equation was modified using Lambert’s
£osine fgrv (Rosenberg, 1974). A cosine proportion incorporated the latitude
(61‘3) ang ‘theg sun’s angle for th: June solst{gie. Hence, as slope increases,

the sun’s rays will become more direct and so the a#tive layer would be expected

to increase 11 magmtude.

3.3 Examples

T
For the simulation model to run, an 1mitial parameter set needs to be

specified. This 1s composed of age class data for the three arboreal species,
' . v
moss thickness, organo/mineral cover, moisture 1indices, germinatiaon
~ TN
probabilities and slope of Mp]ot. This 1mtial set forms a subset of the
!

complete parameter set.  The panameter% are numérical realizations of variables
R

which colléctively describe™\the configuration of the plot. Alg’ch‘ough any

comb'inatmn of parameters withwun predescribed limits could be used, certain

difficulties could arise 1f a legitimate set 1s not chosen. The theoretical basis
for this is in recognizing that a model 1s a-homomorph of the real system
where several related elements of the system are deschéd by a single model

element. This is understood by the fact that a model variable 1mplicitly

describes a number of correlated system variables (Goodall, {974b). Yet this
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is an ideal situation. In practice, the model builder is often using a ‘model

to better understand the sy\stem S0 that"1t 1s more liKely that some of the
system elements are not reflected at all in the model, Hencé 1t 15 quite possible

that an 1mtial set, which makes sense 1n the real system, may not have an

-

analog in the mﬁde’]. The result of rupming the model would then be to produce

either an anomalous situation (one which would be difficult to interpret

ecologically), or a series of states which would eswentually converge to a

reasonable configuration. \

~.

The approach here was to run the model in two stages. IMt stage,
tmtial sets were chosen based on observed data which did not nec%‘f\
reflect a natural configuration for the model., If 1t settled dowr 1nto a
reasonable configuration, 1t was used as a base line for the second stage. This
second stage allowed for reasonable experimentation as the configurations
would probably be more natural. The first three simuldétions belonged to the

first stage. Age class data followed a negative exponential distribution. The

.
ea™

remaining variables ‘used for mi*txahzgtzon (at time 0) along with the computer

printouts of the simulations are g1ven-1n Appendix 2. These three sﬁmulatzops

were 1mtialized with somewhat different age class data, The fir;st was composed

solely of P, glauca, the second mostly of P. mariana and some Salix spp.,

’and);b‘e third solely of Salixr spp. All three simulations:converged to similar
i

configurations and these were used as a basis for imitial sets 1n the second’

stage.
~
One aim gf these simulations is not to go as far as verifying the model.

Réther, it 15 sufficient for the configurations to make intuitive sense and to

allow for experimentation so tha;t statements can be made regardaing the

-y »
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methodoloegy. A second aim, which also involves experimentation, 1s to alter

various endogenous and exogenous variables such as slope and moisture indices

s0 as to compare results in a type of sensjtivity analysis. .

There are two basic ways in which the results can bé looKed at. The
first dea’ls’ with vamouswequﬂlbné. Their existence would suggest the type
or extent of system stability. The second deals with the problem of biotic
versus abiotic factors being the driving forces behind the system dynamics.
Specifically, the question 1s whether species competition predominates or 1s
subordinate to various abiotic variables. The model cannot be expected to

resolve the 1ssue even for this system, because the mqdel has not been verified.

_However, interesting 1nsights may result.

1

3.35.1 Comparisens for Ficea g?auaa

Three simulations were done using the same i1mtial age class data where

F. glauca predominated. The first simulation used an initial set from stage
one which 1ncluded a slope of 0°. A stereo presentation of the data for the
entire two hundred years of simulation 1s given in Fig. é. Note ‘that towards

the end of the simulation; an appr-oxlma.tely stable negative exponential age

-

distributign w1t‘h minor osc1.l.lanons 15 suggested. The second and third
éxmulatxon_s were ?rom stage two and had slopes of &° and 15° respectively.
The moisture indices were adJusted tfo ;:Drrelate wilth changes 1n slopé. The
resuﬁs suggested that as slope mc;‘eased, P. mariana and $alix spp, decreased

both in cover and numbers of individuals in each aéé class, while the rooting

depth increased (Fig. 7). Recogmizing the limits placed on these two species ]

\ v

regarding rooting depth, it appears that slope affects the rooting depth which

-

— e - - - - —— - N R
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Fig. 6. ~Ste'reogr‘ams (Fewster & Orldc}', 1978 illustrating the b:umber of .stems
per ten year age class over two hundred years of simulation for (a) Picea

glauca, b) P. mariané and (c) Salix spp. The age class a

xis begins at ages ’

¥

i through 10 and increases up to ages {41 through 150 for either P. glauca o

“or P, mariana and uUp to ages 41 through S0 for Salix spp. The time akis "

’

f\
represents years 0210, 20 and so on up to 200. The axis for number per age:’,,

[
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class represents the dgpth of the stereo image. 1t begins at zero and mncreases ? ol
. a —— . ‘ . 5
to its maximum. See Appendix 2 for actual numbers. The three axes are oriented
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Fig. 7. Age class distributions for () Picea mariana and (b) Salix spp. after
N »
¢ two hundred years simulation time where P. glauca predominated at time zero.
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in turn influences survival ability.
% s .f

v e

3.5.2 Comparisons for Ficea mariana”
. . e
) & < .t
Tweo simulations were done using “the age class data where A martana
4 .
dominated, and where a small amount of Salix spp. was present. The first

[

was from stage one and the second from stage two. The difference betweer\(.

the two initial sets was that the moisture index M1 'indicated a wetter

.

environment for the second simulation. Both resu éflﬂiwp;ture of the three

s
v .

arboreal spécies with Salix spp. dominating. Inlthe second simulation this
domination was stronger whi€H again could be due to a decrease 1n rooting

depth. Correlated with this decrease 15 a substantial increase in moss cover

($rom 51% to 61%). P S .

3.5.3 Comparisons for Salix s'pp.

-

Two simulations where Salix spp. predominated were done. The first and

second were from s;@ag'es one and two respectively. The second differed from

.

the first in.that both moisture indices indicated a wetter environment. The

results were similar, Moss cover increased while rooting depth decreased. The

caver of Salix spp. increased marginally and A, mariana cover decreased
- , . - .

]
.

moder;é:tely. 1t appears jcﬁat the }rroiéture increase was ;h'e driving force behind

these,.ghanges.




A

_ 3.6 Areas of Improvement

‘The results of the simulation runs suggest a few areas where changes

»

to the model could be made. Germination conditions were determined solel‘y

~

from the literature, although only simple relationships were used. Perhaps more
detail would be beneficial (e.g. Black & Blies, .1980). :As well, further
experimentation in the field could suggest a more appropriate approach. It
appears that mortality rates (influenced by competitiopn) for bith P, glauca
and P. mariana, were high smcé‘ no trees older than about 120 years were
fouqd" in model runs whereas a maxamum age of 200 was assumed, The equations

for interspecific competition are also candidates for improvement, These

(g

N NSRS .
- P «
equations are based on a function which incorporates directly a carrying capacity

for arboreal cover of 60%. 1t may be that if 100% were used, the model’s
feedback mechanisms wol.;l'd still tend to Keep arboreal cover below 60%. Other |
sorts of wproaches éuch as altering the parameters of this function could

. A
also be beneficial. Interspecific competition could also be made more realistic

by relating 1t more intimately with certain environmental factors. One such

equation invplving moss thickness needs t be altered. At present, a logistic

not allow for the decompoesition rate

to exceed the growth rate. Under cektain circumstancés the decompqs1hdﬁ rate

\\may be greater than the growth rate./ Hente this asbect needs to be

incorporated. Thesg weaknesses illustrate the pedagogical aspect of simulation

modelling through feedback between the model and the real systen.




. 3.7 Discussian

The model is e;:till in a transition stage and needs to be.verified before
confidence can be placed on any precise predictions. However, there are general
principles that are suggested by this model. For example, 1t appears that some

- . of the abiotic components are more important than the biotic ones 1n molding
the form of the model’s configurations. Thus, .it may be that for the system

being modelled, arboreal competition and moss cover are subordinate to slope.

This suggests one positive aspect of simulation modelling which has not been

fully recognized. The set of interspecific competition equations, for example,

is a comPon;nt or submodel of the model as seén in Figs. 2 & 3. The model

I ‘ could safely be studied all by itself. In this case one would be interested
in the shape of the response curve over time because 1t would a\ct as a predictor.
What happens when this component 15 embedded 1nto a larger model 1s that

-+ the f;ea‘lization (pred;ctién) from thAs component over time may disappear. Rather
than g.sing the parameters it generated :fr'om one time step to determine the
state of the submodel at the next time step, the larger model often will charge

the p'ar‘an.)e‘cers as it relates them to other components. ‘Hence the successive
states or configu}a\tions can not be Known a priori. The result of this embedding
will often suggest diH?rent tendencies and, as in this case; general ecolodxcal
principles at the scale of the study area may be derived. Hence this«nodel,

and prabably other models at the intermediate level; do have potential for

local relevance and utility. It should be noted that i1f exact predictions were

desired, implying verification, additional work would be needed.

~




Chapter 4
>

TIME STATIC MODELLING

Regres_,szon modelling 1s one approach describing community structure,
Other 'mo'del"t‘\/pes are also important. One approach which is used extensively
1s that o’f simulation mgdelling, since 1t can dynamically describe specific system
relationships 1n a time oriented reference system. The model type of regression
has typically been used on the same scale as simulation. Yet regression has
greater scope in that it is capable of digesting a larger amount of data.
Furthermore, where sampling constraints do not allow for the time element to
be measured or where it is simply’ int‘er;esting not to recognize specific time
" relationships, regression can fagcih‘tajte Predi,ction. In other words, the '
regression model can be made time»static. Thig 19 a benefit to users who may
not be interested in time as a reference system but, rather, in ’the~eventua1
consequences of perturbation. This chapter describes “thg dévelopment and

experimentation on an appropriate regression model. The experiments focus on

varmus':-l,a\\:&}s of environmental perturbation and the outcomes are combined

=~

in various ways to facilitate prediction of plant community response.




4.4 Introduction

-

Regression and simulation represent two very different approaches to
modelling. Gold (1977) descmbes: regression, as Used statistically, to be-'a
correlative model and simulation to be an explanatory model. Correlative models.‘
fit curves to data, the model chosen being but one of r;lany possible candidates,
In addition to this, explanatory models attempt to explaim actual sys'*tem
relationships through the incorporation of causal mechamsims. G_old (197N
points out that only explanatory models should be used i1n extrapolation or
inference. We will now compare regression and simulation from a different

perspective. As well, we will.release regression from 1ts statistical boundaries

so that a certain degree of unconstrained inference 1s possible,

3
Simulation modelling has great appegal to the scientist and to the local

PR
planner. The user can simulate perturbation to examine 1ts potential effect
and perhaps to design suitable preventative measures or remedial actions., Yet
a careful looK at how a simulation model is formed reveals a few inherent

problems with perturbing some of the variables. At any one time, the real

system or the analogous model will be in a certain state. This state or

v

& ‘-
configuration is described by the realization of a number of variables. As time

proceeds it is expected that the configuration will change. If we could graph

configuration ver/s’us time (a multidimensional graph) we would expect to see
. 7 ‘

some sort of at/ntinuous meandering path. A simulation model is built not to.

predict analytically the state at any ti\me but rather to reflect momentary trends

of the path based on the current, and possibly recent configarations. The model
equations are developed based on a limited range of data, or limited states

A}

found in the area sampled. ‘From t}mié, one may infer that a perturbatlcir)‘{ x_f )

— - e e e e u
-




drastic enough, may force this path to be discontinuous and possibly r‘esul.t

in a configuration which was not used in developing the model. The implication

of the former is that the time element will be off while the implication of
the latter is that the model may be sufficiently jolted so as to predict invahd

configuratidns‘ (ones which would not occur i1n the real system or which lack

credibility because they were not used in the developmental stage of the model).

These problefns can be recast so as to lead into the modelling approach

taken in this chapter, Simulation™ata is collected under very narrowly defined

*

conditions so that specific relationships can be formulated. As a result, the
. °

model has limited applicability. It is quite possible that a number of states

-

S

because of its perception as a fundamental reference base. More:.wgr, 1t 1s

recogmzed 1n the system will be left out of the model. Time 1s also a problem

interesting in ecological investigations to consider what the general tendencies

of the system might be following perturbation even if time is undefined., One

could therefore ask what might be the eventual state of the system following’

¢ ma——

perturbation without regard b time. -

With this in mind, a regression approach'was taken based on the assumptfon

-

that the vegetation was a function.of the environment. 1t1s recognized that
this assumption is not strictly correct. In developing the simulation model,

other sorts of relationships were used. For example, moss cover was a

-

determining factor for the active layer, implying that the environment is a
~ ' 0:"
function of the vegetation. Also, competition implies that vegetation is also

*

3_'fuﬁction of the vegetation. However, this can be resolved. Although a

regression model predicts the vegetational resultant, no restriction need be

placed on :ti.m;a. DQnamicall\/ speaking, this resulting state may be resolved

.




quickly or it may‘.’cake some time as in the case where old vegetﬁmn 15 destroyed

and the new is forced to grow back. Hence, one can visualize that as the

vegetation is changing, those environmental variables not used 1n the model

-
-

could be affected. As well, this vegetational change could involve feedback,

terminating dnce the state pre’dlcted is resolved. Hence, as suggested in the
previous chapter, other sorts of interactions can take place which are

subordinate to the independent environmental variables used in the model.

S

As will be seen latér on, 1t is possible to use 1n a regression model

data which encompass much more variability. It is therefore .more liKely that

’
)

the model will respond efficiently to a broad a'ssortment of perturbations.,

//---

4,2 Data

The data used'here .came from the first field seagon as described 10’

Chapter 3. A total of three hundred twenty three plots were established and

t -3 <

described by three hu}mdred thirty five species.and sixteen environmental

variables, The survey and ;/ariables are explained-by Orloci & Stan'eli (1979).

Itis fro_n; their results fhat the p;*eliminar*y/framewc_rrk is constructed. Table,
» . i ’
4 describes this model devélopment. Here twenty five vegetation types were

found by a cluster analysis, two of which were discarded because they had

little 1n common with the others (Table 5). Of the three hundred thirty five

\
species, one hundred one- were deemed characteristic: present 1n at least 50%

of the plots of at least one type. The use of characteristic species s:eemed

!
to be a good approach as it served to discard much of the.randomness and
AY

. . o+ N . K . -
cosmopolitan nature of many species while retaining those species which could

predict a type. Table é lists these one hundred and one species. The original

-
-

~

~
/
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- Table 4. Description of the develbpment of the model. Data Hescrlbmg the
twenty three vegetation types is sepa:‘*ated into vegetation and environment
components. Next, the various components are coded as matrices and then as .

depenhdent and independent variables. Fif_‘lally, a functional relationshipis

-

formed.
- /' *
| " X Vegetation types
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Table 5. Description of twenty threg vegetation types. The type code is based

on constant ge;nera (Orldci & StameK, £979). The numerical values match the

b

raw scores, refering to soil moisture regime: { - dry; 2 - moderate to dry;
! .

3 ~ moderate; 4 ~ moderate to vge’ci 5> - wet; 6 - very wet,

Type © Tt “Type Type Drainage

code ‘nomenclature * number category

AAC Artemisiq-Agropyron-Calamagrostls 14
CT Calamagrostis-Tortula 12
PVFP Flaus-Vacoimum=~Festuca 23

PASE Papu(u.s'—A}u'écvstaphylos—.S‘hepfrerdz'a'

ra

PAFP Pinus-Arctostaphylos-Féstuca

{30

PVHC Finus=Vaccinium-K ylocamium

(£

PVD Pirea- Vz'b‘w‘num-ﬁzjepémpcladus

PAF Ficea-Arciostaphylos-Festuca

w w

PFP Finus-Festuca-Feltigera

-

PC  Piea-Carex

“TBHP - Ftbe;a—//ylocamz'um—Pelzfz'gera
PHPC Pz'a‘ea-Fawlcvdmz:unz—Peltzperd .
PCHF szea—C‘brnus—ﬁ’ylocamz’um

_ PULH Pz"cea-Lea’u)zr—f/ylmomium
"PAA Picea-Arcitostaphylos

PSAH Ficea-5. alzlr~Au{acamn£um

v b kW W oW W

PARA Ploea-Khododendron-Aulacomniun

O.

PAAP Ficea-Arctostaphylas-Aulacomniun: ‘
s . salix .

o

o

PLEA Fz}:-'éa—L edum —'A wlacomnium

s 28

SCA Salix-Carex~Alacomnium

[+

SRA‘ Salix-Rubus—-A ulcrcb,‘mn'z’um

Salix-Carex




.

° Table 6. List of the one hundred one characteristic species used in the analysis.

Nomenclature was as follows: for the vascular plants - HUltén (1968 and Welsh

-

(1974); for the mosses - Crum &f al. {1973); and for the Eichens - Hale &

Culberson (1970).

+

¥ [

.

Agropyron 31qk:.ménse
Alnus crispa

" Anemone multifida
Antennaria rosea-nitida

. széastdpbylos'rubra .
A/t'éévstap})ylc:s- vva-ursi’

' Artemisiq frigida
Betuf'& glandulifera
Fetula nana .
C‘;rlama'gf:as*tz'.:? canad ez;sz's

L]
- Calamagrostis purpurascens .

° Carex aquatills -

. cqrex concinng

Carex flifotia . . . L
Carex Za.sibc'qrp_a( '
Chamaerbodes erecta
Cornus canadensis ,
/g? repis elegahs
Oryvas drummondii
Lryas integrif c;lz;q N
. E mpetrum m‘grum' )
‘ Epilobium angustifolium
' Epilpbium latifolipm
Bouisetum palustre ’
ch{z'seth; solrpoides *
Emé;ron qqfes'pz"ta.s'us .

“
f l
. * .
e e e ap e sy 85 ememees ko e Ak e—

’
3

A

Populus balsamifera
FPopulus tremulaides
Potentilla fruiticosa
Patentilla hockeriana
Potentilla pensylvanica
fpul.s'a'tz'aaf -patens:

Fyraola secunda
Rhodoedehdron (crp,émm’cum

»

Rosa acicularis

ﬁ’ubus Qreticus
" Rublds qhm;a'emorus'
Salix alaxensis
< Salix glé’c{cﬂ‘a S
Salix myriidllifolia 5
.’ Salix planifolia *
Saxifraga’tricuspidata
h‘;‘};éphe}“dz'a canadensis
Vaccixium uZz'_(,'z'm‘;s'wg; b
Vaccinium vitus-idaea

Viburnum edule

. Abistinella abietina

Auvlacomnium palustre
Barbilophozia hatcheri
'-Caleplaca cirrochroa
Ceratodon purpureus
C‘ez_fr.an'a' nivalts . N

4

¥
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a* .
Erigeron compositus -

Erigeron purpurértus' ;
Eriaphorum vaginatynr
- Ernsimum inconspicuum
Fastuca altaica
Festuca brachyohylla
Gentiana prcvpt}?qz}a
Geocaulon lividum

V-4 ejauarum alpz’z,zqm-amert’canum
Ledum graenlaﬁdzbun‘;.
Ledum palu.s'z,‘re' ,
Linnaex éfgvrealz'.g' .
Linum perenne . ' '
Lupinus arcticus Co
‘ \Lycapadium arnotinum K
Hertenstd pambulata;
‘Witella nuda T '
O.rybocou.s' mCroCqrpus
Qyyiropis aampe.s*tz:z's' L
Pedicularis labradoricd .
Fenstemon procerus '
FPicea glauca .
Picea mariaha * .
Finus contorta

Folemonium pulcherrimum

. P Y

Cetrarie pinastri

Cladc:n{& crrbz.:icu?a : .
Cladonia chlorophaea

Cladonia ecmocyna o
E,‘ladanz'a' gracilis-dilatata
Cladonia gracilis-elongata =~
Cladonia rangiferina

Dicranum undulatum

" Drepanocladus uncinaius

Hylocomium splendens
/fy,fmum procerrimum °
f/’ypagymm'a physodes '
Lecidea rubiformis
A’;-»p})rbma arceicum
Pel tigera aphiheosa.
}’;leltz'ge:ra' canina . .
Pleurosium schreberi. .
Polytrichun piliferum i .
Piilium crz'.s;ta-&*astrensz‘..s‘ . )
.S‘pbafgm:(m magellanicum
é‘fal}(ggnum sp. ’ : . B
Stereccaulion tomentosum
Thuz‘a’sz;)\ abietinum

Tortula ruralis

-



c o S 70

i

~ « et - =y

:: - -t ~ . T — “
. Jaw data (specie ' by plot),win the form of presence/absence Scorgs rather than
. : i . . e- "w . ) - ‘ - N - )
- L cover/abundante, was used. This facilitated a transformation to frequency data
. ‘ N N - - : » .

 _ , For‘~specie'§ by t.ype. .This as ‘qnalogous;to gUbdividing a plot o"r quadrat and

-
. . - - - s

X noting the presence or absence of the spec;es in each subd1v1smn. Here the

.

~ . three h%dred twenty threé'plots are_like the subd1v1smns anmd the types are
. ” g . . ’k P .
. %/ like Jche quadrats. e .
Py - - Y . ‘ . »

. .‘ .o . L /"t; 9 » - . . )
- " . o OfFf the sz.,v‘teeh epvuabnmental varlables used by Orldc: & Stanek (1979),
; - : - -~
e ) four were selected foﬁuse based on considerations of their cor‘relahons with

. ﬁ chamges in vegetat_io’n str‘lctur‘e. The environmental variables were scored at

A o . ; . . " . / e
‘ '_ "the 1lével of-the plots.\f‘hese scores were grouped by vegetation type and
e . ' . . . N :

Yot . . 4

then averaged. In the gasa of dra-inage, scoring was based on seven-classes

1 . rang:ng from l-excessive tqQ.7- we‘t Soil texture, the second variable chosen,
- ‘N
D - was a.comb:nahcm of the four parhcle sizes gravel/stone, sard, salt and clay\i
.'\\ ' s N < >

’ . ~Each of the three hundred *twer'ﬂy three plots was scored asvto percent \content
-6f the soil m:ass'iin\'the ‘four particle classes. The raw scores were placed

.
- »

,1nto one of eleven classes and means were calculated fdr each vege‘tatmn type.

The Third Variable, organi‘c content and thickness} was a‘ combination ,0~F scores,

Tt .23 A\ ‘ -
for* orgamc con‘ﬁen't placed into :ewen cle.gsses and score)s for thchness placed

- ~r - \‘ ~

&
1nto Six classes. Aga:n means for vegetahon typeﬁere calculated based on

- -~
4

the classes. The four‘th vamable; erasmn de‘tentxal. was scored “as ezther i~-low,

0" I

2- medul.m or 3-—h19h Meqps for‘ the type were agam c:alculated. -

Al -
T . b P & R . "




4.3 Regression Model

3

Tne nature of the data analy'éis/was exploratory so that the mbdlel‘was

‘
[

not chosen & priorias it would be in the case of a strictly statistical approafh.

. A .
L 2

The statistic’s& ended with the data and interest lay not in testing but 1n

maximizing predic’cabiht‘/ within’ the bounds of the data set in hand. For a

L] -

" regreeszon model this would. mean max1m1zmg the gxt via a correlatmn measure,
Gooc;an (19?2) used regresszon thxs way with outstandxng resu]:ts. He was
interested in predlctablh‘ty* and- so used squared, cubed, exponenhal and even
det:endent varmbles on the rzght s;de of h1s equanon. Ina reqresslon model,

-

the assumptxon th%t the" mght 51de 'va‘ma.bles arémdependent 15 an arbxtrary

)

requérement serving the™ llmxtanons mheren‘t n the use of the standard

*

distributiohs for, sRfMficapee tesrts. Regar'j.ding the testing of hypotheses, hxgh

powered alternatives to‘simplistic tests b&%ed on these standard dxstn_b,u’cxans
. r .

-

can be readily fourid, but this is not 4 'topic of .immé.diaﬁe'concern here. Monte,_

Carlb methods, howevefy allow one to bypass this dlfﬁlcqlty n general, and

- to ta1lor the tes‘t 'to the ac‘tual condrtmhs of the sample (Orloc:, 19?‘:<)
4 9

Furthe‘rmore, if one” 15 1qterésted in gmng beyond statistical curve fittang, to _

- N K

' v\zpr‘esenhng sqme degree of the system mechanisms in the model, Goodall’s
N proach is lbgncal The use of squared and cubed terms along with the Linear

~ .

terms often results in a high degree of mu]txcolhneam’cy. This does not, . .

L X} .
e -

. howe}em 1nva11date the use of regressmn as a Curve -FLttmg techmque since’
A - N .-
/ts absence is not .an underlymg assumptmn. Nevertheless one mlght choosé

-
<

to reduce mul'hculhnéam'ty, as outlmed 1n Freund K Mxn'tonili‘???). by,selecnvely
- =¥ ot
ehmmat:ng some o{gﬁﬁe vanxables. Yet thls would tend to reduce predxctabxhty,

our: number one- axm. Goodall (1972) speaks of & tendency towards model




'y

Ny

B N " ?
expansion and not reduction for this very reason. The use of regression here

~ ao

18 essenfially a curve fitting method. By rélaxing the sta‘tastxcai bounds and
I " « . -

A o * i
~ 1ncluding variables which intéracdy

-~

Hence we move towards a mechanistic model, thus 1ncreasing pre%@tabﬂﬁy.

Sl
develgp-a model more like the real system.

-
3

T Co ~ .
precisior, and.generality with the view towards applicatiort and inference,

* .
- . - . A
9§ - ‘A v ' <

’ ® s

"

The'analysis, being exploratory, fbllow_ed somewhat convoluted paths
before a ﬁarhéular model was decided upen. Only the steps which were actually
. .
/ ~ v

‘used are presénted her®. L
— v L ] ‘~

. ‘We begin by stating that species performance is a function of drama'ge,

o . ” )
so1l texture, organic content and thufkness, and erosion potential. The
' f " A " s -

N vegeta’uqnai and env1ronraental information (Table 4) was tr‘ansférn;ed into the

Euclidean distance matrices SPF‘; DR, ST, OR and ER. There were two reasons

“ .

for this. First, the number of descriptors varied among the ﬁé:gbtah_onal and

) \ ,
four environmental data sets. The vegetational data set had scores for the ,
, N o
twenty-three types on one hundred one species. Two of the envifogmental

Y . 5 o
variables, Jgginage and éyoaqn potential, had scores for the types.on one

Lo

descriptor while organic content and thickness was scored by two descriptors

and soil texture by four. By calculating distancee"» (sépérately for each of the

five data sets) among the types, the five da?cé sets could be matched up for

regrc'essmn purposes. Second, the vegetational raw data had one hundred one
S, 4 o .

escriptors (species) of the twénty three types. However, a parsimonious

/

! -
representation with respect to tlie types requires a maximum of twenty-two

. £ . .
descriptors or hyperdimensional axes (the maiimum being reduced if any species

&

are corr\elated).n Again a distance’ matrix ‘Was useful for this. The data matrax

LY

SPFREQ, composed of one hundred one speciés by twe_n’gy-fhree types, was
< -




-, 7 transformed 1nto the Euchdean distance matrix DISF by the computer program

EUCDP. (The analysis 15 ;Jutlined in Table 7. Appendix 3 contains llstlngé

of thé computer programs}s{\d.) A preliminary geometric picture was desired

and so an’ordinaflon (program PCAD; Orldm,»,i‘??&) was done. The ffrrs‘b three.

axes accounted for 58 3% of the varlatlon);_‘ T,he component scores of these three

,\ . “'nv
- 5 .

axes wene transforme'd mto the dxsfance matm SPF which was subsequently

; v ‘*}?\

used 1n the regression model. This represents pne of the convolutions. Although

distance matrix DISF could have been used instead of SPF, much work had

been done before this particular approach was ghosen and so m:{%mx SPF wﬁs{
i ’ N NEY '
retained. Three of the four derived environmental variables were ;h%epend'ently

.
a ’

transformed into the distancé matrices DR (d'rfainage), OR ‘(o?'ganic content and

- oA
.

thx‘ckneflss) snd ER (érosion potentiall and the}\ s.calg‘dl to a (O'.i’)h‘range. "l‘m’s

scahng:';was done to make th;‘m 'c.on'\mensur:able \n;ith SPP»which had be‘en{scaled
‘ ; . s

by the program PCAb (47 (N-17; N = 23). The raw data for soil tp}xture was

transformed into a d1sta.nce matrm and tpl;r;w ;ubJec:ed 'to programnl;CADP (see

\ App‘eyu 3 for hstmgs of this and substequent program,s) This produced 99.9%

of the vamat:?n oh the first 'three COmponent axes. The three sets of component

* v
.

sc0res were then transformed into distance matrix S’I‘ without scaling as the
~ . s " . Y- i

ordination had already done so. Because ;1mo,st all of the information was .
. . - . 5 ' N .,
retained by the first three axes, the effect of this convolution was

‘Y . . )

insignificant.
L3
< n [ . - .
[} n K ., . . :. o

-

¥
number of regression models ,wer‘e exammed . The number pf

Q environmen 1 anables to be used was hmlted to Neduce complexx,ty. Th:s was

>

ohe reason for choosmg the four penved variables. Other reasons included
- ~

hxgh correlatmns 'vxa an an'a]y\&of concantratlon (Feol1 & Orl&;. 1979) by

i
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Change standard
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Raw data _ Raw environmental [t
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\1015 species by 23 .
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1 Distance matrices
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\

Multiple regression .
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_ 4.4 Perturbations. ' e S )

_ any environmental configuration wifich is withm:tpe bounds used 1n the model’s

; ' 1 ’ e : )
_construc t‘LQﬂLIh&.pninLaLintenesLP epe—irs»%@diseg\iem ng-trends-of-change —
<« Lot . ~ o < - .

-

Orldcy & Stanek (1979) andra high r as described below. Thus a multiple

regression model was sc.;ttled upon. Refering ’;o Table 4, the model 1s formed.
by first separating the description gf the-twenty three végetatmn types 1nto
a vegetation and an environment -componen't. The vegetation component 1s
described by species frequencies, coded as matrix SP? The environment

component 1s described by four variables coded as the matrices DR, ST, OR

and ER. In functional form we have respectively the depenc}ent variable Y

~

.and four 1hdependent variables X1, X2,'K3 and X4. Non-linear and interactive

relationships were derived to give other independent variables. The particular,
multiple regression model which gave the highest correlation coefficient (used
as a mathematical indey) without an overwhelming number of variables produced

-an r of 0.715. A total of fourteen variables yvere\us‘ed. They were Y, X1,

-

X2, X3, X4, )&1"’, x2%, x3%, x4%, x1%, x2%, x3%, x4 and x1 -x2 X3 X9, ¥
A number ranging between zero and one decreas®s 1n magnitude 1f 1ts e>:deie?r‘c .

is greater than one and increases 'in magmtude 11";fh'e exponent 1s less than,

-

one. In order not to render very small distances (lar:ge,s'lmliamhés) ineffectave

in the regression, exponents less than one were chosen. ' :

¢

Ed ~

-]

It “

4

. . ‘ . ' - '
Assuming that species frequenties are a function of the environment and
o S

that a regression model-has béen constructed entompassing a wide variation

of vegetation/environment combirnations found in the area of study, it 1s not

impossible to predict the eventual vegetation configuration as the result of -

L)

T A

i t

K . . 3 ; N N




-

°

as a result of perturbation, Because the model varTibled are distance matrices,

it was decided, for simplicity, to simulate perturbation by proportional Eh:}.nges

in the environmental matrices. This implicitly assumes ‘that any perturbation,

.

rrespective of its magmtude, affects each vegetation type 1n a similar manner.

A Qert’urbatmn of magnitude » would mean incr‘easmg the distances by the

ra
!

proportior o or rather multiplying all distances by "the factor ‘1 + o,

<.

“An refering to Table 4, specifically the four sets of envaronment scores

b oo
DR, ST, OR and ER, 1t 1s seen that there are fifteen dyfferent combinations
of perturbations passible. One may choose to pgrturb any one of th"e fourr_

- [y
-

any two of the four, any three, or _all four. Since for each choice much work
B * . , N "

wxl}fbe done, 1t would be ks‘en'smle not to try them all. Not on]\/"would' there

4 | i, W
be red@@ncy du‘e;to the interrelationships among the four sets of scores,
- - \ ¥ . « - i
but the bﬁulK of the resulting graphs and descriptons would confuse the
v » * i Lo ,
interpretation and detract from the method being developed. How many of the

< 7

- PR RN

fifteen should we choose” As mentioned, the environmental variables ark
. oo~ . R , .

: ) g . R -,
related so thatn choqi':g one, 1n a sense, we chdose the others. Which one -

3

¢ »

of the fiftei#\ shall’we then'choose? The literature 1s helpful here. Wilde

< . ’ .

(1958) speaks of the importance of soil mqisture.’ Loucks (1962)-c.oﬁcursf saying
that so1l moisture is a “major influénce on the vege’caﬁcgn”.‘ Behind much of

e

the wopk of Whittaker (1967) and Whittaker & Niering (1963) is a Ytppogréphic

moisture gradient”. Knight 11965) destribes the importince of sofl moisture

in influencing othér abiotic factors through the fact that \:Jafe’rll_s a “nearly
. . ) . & , " . '
perfect.solve‘nt‘l. It dissolves many substances that would not normally be

L} ?\
’ & PR - . NN S - »
ayailable to organisms in a solid state”. These comments support the choice:

-
e

of drainage as the 'candxd‘ate‘ forypérturbation, . e —

v
N . . . @
N




, as the non-linear terms Xi‘é and Xt

77

Program PERDIS allowed for the proportional increase of the distances

£
in one of the matrices DR, ST, OR or ER. As mentioned, consideration is

given in detail to results from perturbing drainage (DR), The correspon'dmg

goded matrix 1s X1 (see Table 4). The functional relationship sugges?s that

pér‘turbmg drainage corresponds (n functional terms) to per’tur‘bmg X1 as well

te and the interaction term~«X1-X2-X3 -X4)%.

‘The meaning of a perturbation here 1s not stragghtforwarc'i because a
distance matrix 1s.or"ze step removed from the raw data based on the variables.
A proportional increase of 0.4, for example, in the raw data v'vould necesearily
have a specific meanming. It wodld 1ncrease‘a c:.iramage value of say 7.(wet)

to a value of 7.7 (wetter), However, any number of raw data sets could pgoduce
g r) -

the same distance matrix. If we consider the types as reahzéd plots in. nature,

increasing the distances by a certain proportion pnly magmfies the differences

IS

between the plots. We could think of t types as éettmg wetter and‘

the dry types as getting drle:r. As wellf we might thinK of all plots changing
in the same way; for example,‘all becgming more dry but with the dry plots'

changing the most.
' ' . S -

s

The strategy to L-:ncfovet\*ihg trends was to gpadually ncrease the amount

of perturbation (Table 7) noting the results at each s‘t,eb.. Two things were

-

needg%h.\a base far icomp,&méon and a way to determine which perturbations

should be used for the comparisons. Pr'c;gram MULT3 calculated :'t'he new

— . ? ’ o2
environmental distance configurations. Subsequently, prognam MHAT determinéd
. & B * : .

_the expected \)’egeta‘tional configurations. The u’nper"sgrbed s‘tata predicted

matrix SPFHY or ¥. SPFH1 and not SPF wa%& used as a basis for ‘making
. A o

»

comparisons. For any perturﬁed state o, MHAT produced ’?p. Following,a éu'rr{



of squares clustering anaiy51s by program SSAP a dendrogram was graphed}

In general, 1f the new dendrogram Di was different from the old one (D), the

current results were retained for subsequent analysis. This repetitive process |

1s outlined 1 Table 7. The vegetational configurations retained were matrices
SPFHi, SPFP6, SPFPii, SPFPﬂ, SPFPi5, SPFFP3, SPFFP17, SPFP18 and

SPFP19 representing proportional increases in perturbation of 0.0, 0.01, 0.049,

L
0.25,0.28, 0.5, 0.8, 1.2 and 1.8 respectively (Fig. 8).

4,5 Graphical Analysis | .

¢

nd _ .
In comparing dendrograms derived from similar data sets, one’can learn

v

abou_t' trends. However, this.comparison 1s relative. An ordination techmaque
will do-this while also retaining the original relationships (groups). 1t"1s

relevant here to consider twd algor‘lthm classes, the R and Q—algorlthm%”

According to Gower ‘(_3936') one normally considers principal components analysis

.
A .
” - . N

( « {(PCA), based on a dispersion or co_rreIétion matrix, to be an R-algorathm. Orlda

. - +
¢ (3]

{19266) and Gower (+966) have shown that a G-algorithm using distances, which
. fhey call pr‘mc.i‘ba]’ axes’ analysis‘and\pmncipal coordinates analysis (PCoA)

respectively, is a dual to the R—algorithrﬁ. The computer program used here

tPCADP) 15 a @G- algor‘l‘thm which trans{orms Euchdean distances via qJK as

de'scmbed by Orloc1 (1978, pg 115). The results of PCADP based on distances

— — -

wxll there{ore he the same as those from an R- algor:thm based on the raw

‘ data. The program PCADP 1s a parsimonious method and so graphing the first

two or three sets of component scores v{ijl retain a large proportion of thé

- P ‘ ' -~ - ¢ :

vériation. Thé distance matrices which produced the dendrograms are analysed
1., ‘ *

** : - sepa}'afely. Then the results are combined graphically in such a way as to

.
.~ X . .

[ 3




Fig. %, Dendrograms of the results of cluster analysis‘"(pr*pgram S5AP) of the

vegetation fypes. See Table 5 for type numbers and codes. The scale represents

sums of squares for groups and types. Data used in program SSAP represent

distance matrices: |,

(a.)
(b)
(c)
d)
(e)

()

@

’

. (h)

The analysis on matrices SPFP15, SPFP3 and SPFP17 produced identical

SPFHi1
SPFP6

SPFPi4

SPFPi4-

- GPFP15

SPFP3

* SPFP19

SEFPi8

v

groups. The scales were slightly different and so the dendrogi‘am’fﬁr\ SFFP17
&

15 not included.

&

<
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link the successive perturbations for each type. As each data set 1s qrdmated

separately, consideration must be given to 1ts mte{*pre'tgbzhty.. Nevertheless,
<N N

we have a comparison not‘only among the types for a particular perturbation
: ) i

but also Q\mong the perturbations within a particular trajectory. The .
dendrograms are probably of greatest use in supporting the interpretation of

the combined results of PCADP.
| {

-

Ordination techniques have been used to study vege'tatu.:fn'\.cfv'»ange‘. The
graphical presentation is a set of curves or trajectories J;Dll:'l;ng the points
which fepresent the same spec‘ies or plots (depending on how the‘vanalyms 1s
performed) for the different time periods. Carleton & Maycoclf {1973 constructed

’ -

species succession vectors where age classed were used for the time element

-
~

and the different plots or sites represented the dimensions. Also of relevance
here are those studies which construc‘t‘ed plot or site vectors for data collected
at various sites (g) at different times (¢) for various species (&) or descriptors.
The raw 'three—dir;lensianal matrix (g-¢-&) was arranged to give a g¢-& matrix
and then ordinated. One of the first studies like this was van der Maarel’s
(1969) work in phytosociology. Other studies appl\/.mg this abproa‘ch include

those by Austin (19;27), Bowles {1780) and Bcbhas & Maun (1982},

-

The usual procedure to ordinate a gZ-s matrix is to combine £ data sets
of order g -< prior to anah‘/sis. Altérnat1;/e1;' one might ordinate the £ data
sets independently and J(h‘en combine the results, As the method used@
is a parsimonious one, the first or major axis of each represents-the axis
of greatest linear variation, the second axis greatest residual variation and

so on. This gives a reason for combining the results and subsequently drawing

trajectories as would be done if the data was combined @ priort. There are

»




two aspects of the ordination method which affect the results. The firstis
kS data centering and the second is multidimensiondl axes rotation, Data sets

which are 1ndependently analysed will be centered and rotated differently.

i«lence. the results of combiming a pasteriori will hikely differ from that due
to combining @ pricri. The different rotations may be thought not to be a
- ' problem, since as mentioned, the new axes have meaming. The independent

‘centering remaimas as a potential differentiating factor:.

When does one prefer to combine the data sets? Ordinating a single

combméd data set 1s simpler and, not surprigingly, 1s what has n\ormally been

done., Yet 1t may not be possible to combine @ priceri. This leaves us with

the question of how al\ﬂerent the results will be between a priori and @
, .
pasterior! combination, There are three considerations. The first is that

trajectories from a postericri combination might look like random walks and
therefore be totally meaningless. [f upon inspection one detects meaningful
ﬁ'endé, 1:t would be“reasonable to suggest thgy would be the result of strong

linear structure within each data set, which translates to saying most of the

. _',lx‘near varia‘ho'n will be found on the first few ordination axes. Further support.
of their meamngfulness can be given by comparing dendragrams derived form
the ¢ data sets. [f pairs of dendrograms, ‘based on similar levels of

@ perturbation, are very similar, this would suggest there 1s not a great -

difference 1n overall structure between the two corresponding data sets {or

~ A -

pairs of points along a trajectory). The second consideration 1s with(regards

to arbitrary axes orientation. This is the product of the eigen analysis routine

" which arbitrarily determines the positive/negative orientation of eachgases.

For two similar data sets, the {th axis of one wordination may be a mirror

- N . ' . ¢




image of the other. 1f indeed the resultd of the ¢ ordinations are similar,

this axis flipping can be detected and manually ,coﬁr.:ected. The third

consideration 1s termed trajectory flibpmg. This 15 where one trajectory from,

~

the @ priori approach 1s opposite or at least very different from the
corresponding trajec;ory from the a posteriori apprecach. Again, strong
structure is a factor in minimizing this. As well, one can show that as the

number of tg:ajectomes increases, the possibility of tr;a\;ecto'r‘y'fhppmg drops

dramatically. This was dore with some.test data sets but 15 not included here.

- -

Separate analyses were tarried out 1n the £ matrices.-Here, £ 15 equal

’

to five (see' Fig. 9). These five matrices, as described in section 4.4,

represented a series of increasing perturbations. -The various perturbation

. i
~

levels were chosen so that the difference between one matrix and 1its

predecessar (with respect to this series) was 111ustra1;ed by a slight difference ~

1n their respective dendrograms. At this point,' the maxamum perturbation level
.was held to 0.2& so that a preliminary visual picture might b,fe‘;cabtamed.

Followmg‘ the separate analyses, program TRANS2 was used to standardize the

.

orientation of the first three component axes after the actualworientations

~

had ﬁeen detected. Next a two-dimensional scattergrém was drawn, the first

two component axes bemg the X and Y axes respechvely. In Fig 9b; the first

two components accounted for at l,éast 65% of the linear variation for all data

A
~ // .

sets Used. As well as a scattergram, a stereogram (Fig. ?a) was drawn gfter

each data set has been prepared by programs PREP and STEREP. Note that

scaling was ronsistent for each set. Here the I-axis represents component

¥
three. The first three components accounted for at least 77% of the variation.

.

[3

Thé ‘heads’ of the trajectoﬁigs represented matrix SP“F:lS_ which had the -

‘ i




L]

Fig. 9. Trajectories of types (see Table 5) based on a seriés of increasing

pe rturbations.

(a)

Stereograms (Fewster & Orldcy, {978) of distance matrices SPFH{,
SPFP11 & SPFP45 after each has been subjected to grdinatlofw
(program PCADP), The ﬁrs:t three components are used.

Scattergrams of distance matrices SPFH1, SPFP6, SPFP11, SPFP14
& SPFP15 as in (a), The first two components are used. Arrows
represent 'direction of perturbation ar)d labels represent the type.lNoté

that the direction of types 4 and 18 is from right to left.

iad 0
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greatest proportion of perturbation (0.28) here. -

©
»

This type of graphical presentation gives an overall picture of how the

types differentiate along component axes from one degree of perturbation to

the next. In order to compare the magnitude and direction, the trajectories

may be translated 5o that the “taile’ of each (SPFH1) share a common pgsition.

For this, the greatest proportion of perturbation was increased to 1.8 (SPFP19).

”/ Ay

The decision to limit berturﬁ"a‘tiorym to this level, while being somewhat arbitrary,

was nevertheless, sufficient to produce interesting results. A graph of the
tirst two reoriented components is given in Fig. 10. The first two components
accounted for at least 57% of the variation.

4.5 Interpretation of Results

3
v

The essential difference between a series of dendrograms from cluster
analysis and a combination of ordinations via prog!;*a;m PCf\DP 1s the way 1n
which they detect or correct for an overall trend as the amount of per:turbatxon
1s 1ncreased. In general the cluster analyses give no indication of overall chanée
whereas the ordinations do (cf. Fig. 9). A protocol for interpreting the

trajectories in Figs, 9 & 10 is given. The first of two levels is adapted from

Bowles (1980) and is a relative one. The argument used is that 1f the majority
NN \ :

DT

of type'S‘shpw parallel or similar trajectories from one perturbation to the

next, then a general trend of type response to perturbation 1s evident. 1’

the trajectories are otherwise then there could be a) no trend or b) 'different
type-dependent trends. The implication of a) 15 that the types have no

directional response to perturbation or there exists a cyclical response. The

implication of b) is that eather all trends are different or that there are groups ’

lm———.
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Fig.'10. Trajectories of vegetation types (see Table 5) based on a series of

4
P

increasing perturbations as represented by the dfst‘agﬁi’ce matrices SPFHY,

SPFP11, SPFP15, SPFP3, SPFP17, SPFP1i8 and SPFP19. Each qatrix has been

.

@) all 23 types .
{b) caﬂtegori;eé 1and 2

() categories'3, 4 and 5

{d) - category &

-

e . . T B e &



12

22

13

143

CuR
[T
91
\
\
h e
<
21
- 24
Cal
W
\\' 15 18
\
T
1)
1 2]
\Y // /8
A 2a 18

5 i
7
»
e
P

ey

e



92

- . . > .
P ~
. €\ . -

y . . -w .

: - ;
N !
- _ ;
ID ° . m -— . m
« MY - i
. ; : “
- 2- ]
) - -
°
. i
. . f
- - '
. - 2
- “$ -
[ ! . .
. £ ,
. - ;
g v /V {
) amea S -
. £

[




¥

-

<




-

within which there exists parallel trajectories. A second argument regarding

+ susceptibility to perturbation can be¥' made. This 1s perhaps ar absolute

argument and consequéntly gertain assumptrons must bé made following

preliminary observation of the results.

From Fig, ¢ 1t appears that the ordinations produced a horseshoe shaped

configuration for the types. This 15 to be expected and 1s explained in Chapter

5. Beginmng at the left are the wet types (Table 5), Following the horse:shoe
trend, progression 1s through mesic types ending with dry types in the upper
mg;'n‘t. Based on the analysis of Orloc: & Stanek (1979, Fig. 1%, pg. 41), the
ordinations appear to have detected. a moisture gradient. This lends support
to the decision to focus only on perturbing drainage. With respect to the
categories 1n Table 5, a mesic grouping of categories 3, 4 and 5 {types 9, 19,
3, 16, 24, 17, 1, 7, {8 & 3) can be recogmzed whose trajectories are generally
from top to bottom with a slight left to right shift. This combination of category
5 (types 18 & 5) with C‘a';‘é'gcries 3 & 415 supported by the dendrograms (Figs.
&e,g). A hydric group (category §&; types 15, 6, 4, 20, 24 & 3) can be seeni
to be moving, in some cases right to left, and 1n others from bottom to top.
A xeric grouping of(iategorles 1 and 2 (types i1, 12, 23, 14, 13, 22 & 2) 15

moving essentially upwards with the exception of type 11. Again the

dendrograms (Figs. 8c,d,q) support this combination. It makes sense that any

P |

4

vegetation type which is ;Hec’ced' by perturbation would move along the - -
horseshoe rather than going directly from one extreme to another. For this
-reason the overall trajectory of the mesig grouping quite possibly indicates
p resistance to change at low perturbation levels. This suggests an assumption

to be used for the second argument of the protocol. It appears that types




.

~

15, 6, 4,?20,’ 244/ and 3 (very®wet category) are susceptible to change whereas

types 9 ang 18 (_wet category) are resisting change more than might be expected.
Types 18, 13, 22 and 2 (moderate to dry categ;:ry) are affected by increasing
,pertur:bation n thé same way as types {2 and 23 of the dry category. .Apparently
\ty;;e {1 may be resisting change. Overall, most ot the mesic types are resisting

. change whereas the hydric and xeric types are not.

“

By translating eactttrajectory so that their “tails’ share a common point,
this analysis may be continued, .This transla"non wace carried out for each
trajectory by subtr'actmg the coordinates of 1ts unperturbed state from all
states in the trajectory. Note that the amount of perturbation has been
in;reased to 1.&. Fig. 10b 1llustrates that categories { and 2 respond similarly

although the dry category 1s more susceptible to change. Type {{ behaves

differently than {2 and 23 at first, that 1s at low perturbations, but as

. perturbation 1s increased, it begins to conform to the others. Fig. {0c

1llustrates very well how type 1& behaves differently at first Eut later on
conforms to the others. Fig. 10d is very interesting in that what can be
interpreted here is not apparent from jst the dendrograms. Types {5 and 24
are not classified as’ a pair (lowest fusion level) yet their translated
trajectories suggest they behave in a similar manner to perturbation. The same
holds for type pair 6 and 3 and type pair 4 and 20. Furthermore, at lqw

perturbations the response of types 4 and 20 is similar to 15 and 24 but at

higher le\fvels their response is more like the pair é and 3.
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4,7 Discussion

A cl\earer"éxcture of the developn_uen't af regression modelling emerges now

that the results have been interpreted. The raw data was first tested by a

number of regressx.on models tp find the most useful one. As maximizing
predlctabuity' was the aim, we s;::ugh‘t to maximize the fit as measiured by a
correlation coefficient. In this case, a number of environmental vamabl‘es.were
used so that the model chosen was that of multiple regression. The fact_ that
" the precise model was not chosen a priori (amplying that regression has not
bgen used in the statistical sense) is important. When a ne‘w data set s bel'ng
explored, one should not feel ronstrained to a rigid and narrow sta’gistlcal
‘approach. The model used predicted vegetation response to environmental
factors. Subsequentlyy one of these *Fa\'ctors was altered at mc;‘easmg lev'els

A4

to see what the effects on the vebe’gqtmn would be. It makes sense that types

-
would be affected differently. A series of dendrograms was the first way used‘
to 1llustrate this. As the dend}*ogr,ams lacKked a reference or base point; a
second way of illust;atxﬁg the e;‘fé'c"ts: of perturbation.was used, namely
ordination. This method was more amenab_le to interpretation because more than

Just relative movement was detected. The various vegetatic;n types within and

between various perturbation levels could be c%pare,d as they were plot'ted '

L)
‘on a coordinate plane,

Regarding the ordman’ons, two approaches were discussed. One was the
‘ét & approach used by Austin (1977), Bowles (1980) and Bowles & Maun (1982)
and the other used here considered £ separate g-s ordinations. These were
referred to as a priori and a pas'terz'a/*z" combmat'ion of data sets respectively,

Although the former has been used by others, it wa's argued that the latter
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N

was reasonable to do. In addition, p[‘ov1d1ng that the data was strongly

structured and that £ was su?ficiently large, the two will give near 1dentical

,results, This can be shown with the use of test data sets.

This chapter began by comparing simulation, generally a mechanistic
"approach to modelling, with time static modelling ‘which 1s essentially

correlative. Fundamental to simulation modelling 1s the patterning of the

model’s interrelationships after those of the real system. This certainly has

value. However 1t requires much work to get to the level of hypothesizing

“ » N hvi . .
these 1nterrelationships and embedding them 1n.a mbdel. As well, a simulation

> & -«

&
model restricts the amount or degree of complekity and hence 1ts applicability.

»

A time static model avoids this by correlating variables over a broad range

using large sample relationships. ‘This approach cannot claim to be able to
make predictions of theﬂsort which ‘simulatiojn can. Nor should this be a draw
back. The model developed has mcorpora‘te\g data from many vegetation types,

~

from dry to wet, so that inference of a {{iferent sort can be made. Although

specific conclusions were not made regarding the exact response of a vegetation

v

type or with reference to a time frame, trends or tendencies were revealed.

Using as refereryce; the observation that the mesic types collectively appeared

x
>

to be least likely to change with 1icreasing perturbation, various types were

. . v .

noted as responding .drfferent‘ly from what might be expected. Since the most
extreme dry and wet types are at the boundaries of the data used 1n constructing
) the model, inference regarding these typesmust be made cautiously (Gbld, 1977).
As this mpdél was not statistical in design, conclusions are made 1n the rjealrn‘

Y \g
of exploratory analysis. . ¢




Chapter S

-

NON-LINEAR PREDICTIVE ORDINATION

-

The development of non-linear ordination techmques'has stemmed 1n part
from work suggesting that species beﬁave non-linearly in response to chaﬁgmg
environmental factons or gradients (van Groenewoud, 1965; Whittaker, 1947).
Developments or 1improvements 1n ordination models can be seen 1n two relat;d
phases: new*algorithms such as scaling methods (Shepard, 1962; Kruskal, 19643:.b;
Ihm & van Groenewoud, 1975), and the incoerPatzon of new resemblance

measures‘(Orlécz, 1973). Emphasis in this chapter 15 placed on resemblance
. f

.
l

measures, incorporated into a method of multidimensional scaling, which nglec.t

~
the non-linearities of the data. Through performing this task, methodological

improvements in the n%el result which improve predictability. Further benefits

can be seen as theyfr‘elate to other topics. This method may complement
simulation modelling 1|:1 general, and especially as 1t 15 used as an information
source. As well, the time static approach, which uses ordination as a tool
for prediction, can also be improved through the incorporation of a non-linear

technique. -y

-
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5'.1 Introduction . e

The investigation and'or‘dermg of vegetation umts with respect to known
)
or presumed underlying environmental gradients has long been a major obyective

of ecological studies. More recent ecoiogzca] ordinations have evolved from
the central idea that the way in wt’hch species respond %o environmental
1‘nf1uances must be cons1der‘éd. This implies that optimality of the solutions
1s tied to the model’s success in 1ncorpdrahng suitable response models. R.
H. WBlttaKex ’g co-n.’cmbu':tmns were most J‘nﬂuen‘tial in this area in that they
established a theoretical frameworK incorporating the notions of gradient,
response and utility. It i1s largely a consequence of his 1nfluence that
shortcomings 1n linear ordinations were revealed. This in turn led to the
development of methods whith assume non-linear species responses.

Clearly, the early models were laraely concerned with multidimensional

>

configurations where individuals (vegetation plots)/oc'&upied positions 1n space

e

defined by the species as the dimensions (Goodall, 1954; Bray & Curtis, 1957,

» ¢

Grei1g-Smith, 19564). Whittaker (1956, 1967) shifted attention to ordination where,
by contrast, a configuration of individuals 1s placed in a space w/x‘h ma jor
physical (ge}:ivxronmental) factors serving as the axes: This was a re'tLu?n to
models that had their origin 1n the 1‘}20’5 and 19307%s (Cajander & Ilvessalo,

1921; Keller, 1925-24; Hansen, 1930, 1932; PogrebnJak, 1930; RamensKy, 1930;

Sukatschew, 1932; and others). Hence the problem of improving the ordination

model involves finding the best way to transfer or map 1ndividuals 1n species

space irto factor space with minimum distortion, and to identify these factors
with greatest certainty. In other words, non-linearities need to be unfolded

as much as possible so ad to obtain a linear ordering (Orldcy, 1978). :
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The comple:ity of vegetation de:‘ta can result from a number of factors,
such as r‘andor.r: variation (noise) and U:Adeter*mmaq_\/ in measurement. More
rmportant, however, is the type of species response. This has been
demonstrated in both field data (van Groenewoud, 1955) and simulation

experiments (Noy-Meir & Austin, 1970, Gabch;& Whittaker, 1972). If the respénse

1s linear, complexity 1s not great and efficient ordination algorithms are .

available. In dealing with non-linear data, however, 1t becomes important that
the technique used incorporates devices to handle this nor-linearity.

7
Different cases are 1llustrated 1n Fig 11, Consider the simplest case whgr“e

species respond Mnearly to an environmental gradient (such as changes in

elevation up a méuh}a1n51de), excluding noise. I individuals (vegetation plots)

-

are placed at regular Hnter_‘vals along the gradient, and 1f two recorded species

respond linearly to the gradient, a sﬂuAmn as in cm_}. i1a would be obtained.

[+ the same 1nformation 1s graphed 1n species space, where the two species

-

serve as coordinate axes, a straight line is obtained (Fig. 11b). If an ordination

mgdel seeKs to obtain an ordering of indiv1duals, which 1s meaningful with
respect to some environmental gradient (elevation 1n this case), a
transformation 1s requared. If:l the linear case~ this tra;sformatmn 1s not complex
since the oﬁdermg of individuals along the line of joint response 1n species
space (Fig. .11b) 15 The same a«.;. the ordering a'long the abseissa of Fig. iia.
A principal ’coordlnat‘es analysis (PCoA) using a Euclidean distance measure

»

will return this line on the first axis. If the example 15 extended to more

than two species, a straight line will still be obtained in species space. Clearly,

s1nce a linear species response produces a linear configuration in species space,
! " ¢

A

. »
a linear resemblance measure, such as a Minkowski metric, would be the most



-

Fig. {1. Response trajectories for two species along a gradient with species
o response (a) linear and (c) Gaussian with their respective joint scatters (b)
and (d) in species space. Scale is arbitrany. Note the dependence of the shape

of the gradient’s ir;aage in s;.aecies,space on the response exhibited by the

Sspecies 1n response space.

“
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* meaningful. In fact, since this i1s a Euclidean space, the Euclidean distance

15 an appropriate measure.

%

Ifa non-linea.r‘ species response 1s assumed, a configuration such as shown

. 1n Fig. 11c (Gaussian curves) might be obtained. The same information in two-
/d1mensmna1.spec1es space is shown 1n Fig. 1id. Again the same basic shape

(in multidimensional space) will be obtained no matter hou‘/ many species there

'are. In this case the configuration as represented in species space has a

horseshoe shape. Hence the transformation, which takes individual points on

this horseshoe and maps them onto a straight line,. 1s necesféarlly complex.

This chapter focuses on the development of resemblance measures (species

| response model) which can be used in the transformation from a horseshoe to

a straight lire. —

E=N

l 5.2 Model Development

The algorithm used 1in t\he‘ analysis accomplishes r;onmetmc
mulﬁdmenménal scaling (MDS), LL’JCId d“escr‘ip‘c:ons are given by Fash-am (1:7?)
ahd Brambilla & Salzano. (19&1), after the original outline of Shepard (1962)
and further development by Kruskal (1984a,b). See Fasham (1977, pg. 553) for
a discussion on the context of the word non-linear. Attention ;s drawn here

" to a few salient features of the algorithm before remarks concerning the chiice

of a resemblanhce measure are made.

MDS works iteratively tquaf*d a final solution by comparing distances

obtained from the raw data with those from a- ‘proposed’ solution. The choice

of a distance measure for the “propogid Asolutior therefore determines whether
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.. MDS is a linear or non-linear method. In this respect MDS differs from other
/ ! . methods which attempt to handle non-linearity in the data. Thesevlngl'ude
methods which fit curved axes (e.g. Phillips, 1978) or specified response curves
- ‘ (e.q. Johnsoen, 1973; Gauch, Chase & Whittaker, 1974; Johnson & Goodall, 19&0),

- and those which use regression analysis and scaling to reduce the curvature

d ‘ of an ordination configuration {(e.g. Hill & Gauch, 19:0),

t
The version of MDS used here begins either with a“random 1nitial point

configuration, or one specified using the maximum variance criterion. By this
criterion, the p most variable species are used to define an initial configuration,

whée L 1s the number of dimensions (D) for which a solution 15 sought. Kendall

(1974) has suggested that the (p+1)D solution of a pD data set 15 an appropmate
strategy, since this reduces the chance of selecting a local mimmum as a
solution. The~exp1anat10n of this has not been detaxleg. Kendall (1971) goes
on to say'essentially that 'a oD solution of a LoD data set wall be convoluted.
We can see that a (p+1)D solution avoids the Jur;wbhng that could easily result
from a pD solution due"co the proyection of a {(p+1)D horseshoe onto a pD

hyperplane. Since the data sets tegted in this chapter all have a single

@ ‘ ’ underlying gradient (1D), two~dimensional solutions weré sought 1n all cases.

- .

The choice of an appropriate resemb’lé_nce measure for data with non-linear

- N species responses is difficult. Any number of possible resemblance measures
/ <

are concelyable, each specific to a given species response type (cf. Austin,

1979).\In any case, the familiar metric resemblance measures are non-optimal

under usual circumstances when non-linear species response occurs. As a simple

'

example, consider principal component analysis (PCA) of the data 1nIF1g. 11d

using Euclidean distance. The result would be a horseshoe, since the algorithm
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” 4 . .

involyes a simple geometric rotation in species space. Similarly, when a data

~
L

set wzlth Gaussian species; }‘esponses ‘x's sUbJec‘éed to MDS analysis incorporating
Euclidean dléjance, the result may again be a horseshoe shaped curve (Fig.
12a), A straight line projection of the underlying gradient to which species
are responding, is more desirabie. For a curved configuration in species space,
~the problem may be defined as one 1n developiny an appropriate measure of

the distance between two points A and B. A linear resemblance measuré will

give the distance of line AB, whereas a suitable ﬁon;'-lmear‘ measure will give

. z
) )

- [
a distance measUred on the curve or curved surface on which A and B are

points,

Orldcy (1978) and Hill & Gauch (1930) have noted that quantitative methods
have specific uses and that the user m'us.’c be careful in applying them. In

addition, many authors (e.g. Austin, 1976, 1979, 199:0; Werger et al., 1983) have

’

found a variety of species responses i1n nature such as the Gaussian, bimodal,

skewed, plateau, anEl s@ on. The subject 1s still very much in the exploratory

- ! r o
" (3

b R - -
stage (Feoli & Feoli Chiapella, 1980), However, 1f a few samplifying assumptions
\ o - t

are made,'spmé’ progress may be made 1n developing a resemblance measure

in which provision 15 made for the actual curvatures found in.nature. An example

, [

of th1i.5_' t?"pe of approach has been described by Ihm & van Groeneyoud (1973)

who, assuming Gaussian species responses, applied appropriate transformations

to the product moments prior to an eigenanalyms.' '

- —
In developing appropriate distance measures, the first assumption we make

(which will be relaxed later) 1s that of a single underlying gradient. 1t 1s

- ‘ /
further assumed that all species responses are of the same fgrm, although

’» et -
- \

‘the actual response type remains open to ghoice. The obyective 15 that of
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Fig. {2. Results from MDS:

(a)

(b)

(c)

(d)

(e)

()

A

Using a Gaussian data set with the linear distance option, Horseshoe

s

shaped, stress = 0.0079.
Using a Gaussian data se{ with the appropriate Gaussian distance

measure and the maximum variance option, Horseshoe shaped,; stress

.. ,,

= 0,00&9.

Same as in (b) except the random optio~n was used. Open shaped, stress

L]
'

= 0.013.

-

Using a sKewed Gaussian data set'with the appropriate skewed

Gaussian distance measure and the maximum variatce option. Involuted,

=
-

asymmetric horseshoe shaped, stress = 0.117. -

Same as in (d) with.a différent skeWeM dath set. Stress =

»
-

0.118. i

Using a parabolic data set with the’ approprigte distance measure and

& »
i’ L} ' -

the maximum variance aption. Very invdlu‘teg‘; dsymmetric horseshoe

shaped, stress =,0.077.

& *
. ~
- ~
-
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predicting the ordering of individuals along an unknown gradient based on

species scores. The measured responses Y for 2 set of p species are assumed

to be approximated by a set of ordination scores X (Fiq. 13a), Hence Y =

f(XIm), where m represents a set of parameters of the response graphs. For
any point X on the gradient, that is, the abscissa i1n Fig. 13b, a linear distance
A to a second point X+A is defined. The figure shows that this distance 1s

-

related to the 'éaeczeg response distance f(X)-f(X+4). Although this new
dxstanc'e/depe;ﬁds on the position of X along the gradient, a distance which 1s
unique to the type of curve which f(Xim) expresses can be derived. Fur:thermore.
the restriction regarding a single gradient can be relaxed and a similar

construction of each of £ gradients can be produced, assuming the same type

of species response.

Now let A = IX;; —'XU‘,I be the ith gradient distance bletween individuals.

7 and &. Then the unjﬁue compositional distance between »dividuals J and 3

A on gradient { (the distance of Orlécy, 1978, pg. 142;\ 1920; see also Gauch,

1973) 1s

4%, = TesKim) - £OC+AImY) 2aX ' :
k= g m m)}“d £81]

The power 2 was chosen because the integration is possible and because 1t

leads to an interpretable formula. The range of integration r‘eflects-the

possibility of a response anywhere along the gradient. The composite

~

compositional distance,

2 _ 2 : =
dj/x’ = Edj/x’k' .‘ = 19u-92f €7)

(e ) \
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Fig. 13. Response trajectories for.(a) several species along a gradient and
' (b) a standard average trajectory.
t
'—’ v
- ©
[ 4
| .
1
. o ® ' &
2 7 -
A"
. -
~ N
1]
’
L.
LY
-f
4 1




}PGSPOHSS

a1

.
>

f(X+a)

’

Gradient




\— -
zj{ (-;g . o *
) {111
= .
5 '
e _ ‘ S
S f gives the distance between individuals / and 4. What has been accomplished
15 a definition of the gradienmt distance 1n relation to a distance based on
. - an assumed non-linear species resp_onse.({Since this distance uses information
about actual species response, it>can be expected to have potential utility
» - . s
‘when linear species responses cang be assumed.
Next, a few specific types of species responses are selected, and eguation
t .
2 “ & solved to give actual distance (resemblance) measures.
> The symmetric Gaussian curve was chosen since responses of this type
(bell shaped) have been reported many times in the literature and are thought
. {o be common (Whittaker, 1956, 1967, van Groenewoud, 1965). The secopd choice
' . . PR ) . - -
o i v K was the skewed Gaussian, since this response type has been noted (Austin,
T ) 1979). Finally, a parabolic curve, which has the_basic bell shape but lacks
" the tails, was. choser.- In nature such a respénse might be expected since a
" species might be put-competed or otherwise selected against at the extremes
. - \
of its potential range (Forsythe & Loucks, 1972).
f; -
: 5.3 Derivation .
T e g The integral in equation é is now solved. 1t 1s noted that standardization
e of various parameters preceeded integration in order to obtain a distance
oo ’ measure mdependeqt of these parameters. Note, howeyer, that a substantial
. : \\ loss of general utility may be a consequence of standardizing too many
5 parameters. - N
.i: - 4
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: e . ° b
¥
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For the Gaussian,

[ - Z2,-
g = pe= O~ %28 (33

where B and s are related to height and width respectively, only standardization
to umit height and width (m = (a,1)) 1s needed since the constant ; (the level

of influence at which response is maxi1mal) drops out following in’(’egra’non.

After transformation, the functior becomes, .

2 - -
- e - /2 -

Y ' {91

Thus . - . N

" e

' 2 z, "
X =ag?/2 _ ~X+ A= apt 22y -

4%, = I
JEN _Joe

By mékmg’.a substitution of the form X = X + K (K is a constant) here and

-

<
a few other places, the solution 1s found through the following steps.

2 @ =x%/2  —(X+M3%/2,2 :
dJA’k = _ofo{e e yedX
) © _yZ - 2 _ z z
o Fre X XA O X M)
-—Q0D -
o _y% © —16(2Y% + PAY + A2
C =2 fe X ux - 2 T e RIEXTHIANS Gy
-0 -0 . .

PoXEy Ly T+ AXY at/4) - B/4,

=2 fe gX 2 X

-0 -0 .

o -y2 co...‘ M2 _ AZ -

—m - — 1

© _yZ AR ® -yZ :
=2 fe X ax - 27877 Te X ux

—0 -0




Now, by making the same type of substitution (X = X - k) we find that I is

t

equal to a constant. Since a proportion of the compositional distance and not

e

a precise valué is all that i1s needed, we get the result

<

dj-kk- < Q(i-sl-j/{) .‘ Ei?]
where

- 2 * 1 -
Sijk=e o : [112
A similar form ‘was first reported by Gauch (1973). Note that equation 10 has
the form of a chord d’istance.
For the skewed Gaussian function,

y = ax® e-cx ‘ ! ; . [i23

-

_the standardization involves setting fhe parameters a, b and c to umty. Since

the mode or abscissa of vertex X(m) = b/c, an ‘extra’ or “more severe’
standardication 1s used compared to the Gaussian. As well, since the curve

passes thro{?h the origin, the lower limit of integration 1s zero. Thus '

-{X+ A)}zdx

o -
< de s e TR - 0+ pe
. [
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wf%h the use of integration tables and the application of limit theory, the

compositional distance simplifies to

A A

dz. . z 2 - _2 - - ’
Zug o0 1+ A%+ A) - e ZAe [1331
For the parabolic function §
y = -aX? +bX + ¢ ‘ : [143

-

the standardization involves setting a = b = { and ¢*= 0. This is ‘more severe’
than that of the skewed Gaussian, since X(m) = -B/2a. The integration limits

are the solutions for a quadratic equation. In this case, they reduce to zero

’
’ ¢

and one.. Thus

1
d%g = JO=XE 400 = =X+ A%+ X + A)3%dX
N 0
i 2 2 .
= f(2xa + a% - Ad%ax -
- - 0 E)
¢ jA* + A2 [15]

N

¢ ( | |

5.4 Testing

The next phase 1's{festing the technique (resemblance measure plus method).
MDS can incorporate any one of the distance formulae as options for the

orfdination configuration. The original configuration distances:vary, conforming

A -

to the ordination tonfiguration distances. In this early stage of development

it-has been necessary to make some restrictions before generating the test il

o e




data sets. They are: i) a single gradient; 2) a few species (10) with the same

Y

type of response; and 3) random parameters for the response curves, within
certain ranges. The gradient 1s conceived as being very broad, ranging between
two extremes. A range of individual positions was defined between these two
extremes where specfes optima would have an equal {(random) chance of occurring.
Ranges of Fonstant probability were also chosen for parameters defining the

height and width of the curves. The COHS'tPL.ICt simulated the random appearance ’

and disappearance of species alomg the gradient and 1mplied that individuals

&
(vegetation plots) had fewer species the further they were located from the

middle gf the gradient. ‘ .

One data set was generated with Gaussian species responses whereas

six sets each were generated for skgwed Gaussian and parabolic responses.

@

-This was QOne in order to compare the results for éonms‘cency due to the

‘entra’ standardization of the sKewed Gaussian and parabolic measures. The

use of a simgle Gaussian data set was felt to be sufficient so as to be on

. ‘ s

an equal footing with the other two measures. E‘fampies of data sets for the”

-

three response types are gqiven graphically in Fig. {14, With Fefgr‘ence to results

of the MDS analyses} Figs. 14a,b & ¢ correspond respectively to Figs. 12¢,d
‘8 f. Beta diversity (Whittaker, 19%2) ranged from 0.06 hc for the Gaussian

set to 3.5 hc for the parabolic sets.

5.5 Results

The Gaussian data set produced 2D ordinations as 1llustrated in Faigs.

{2b & c. The first (Fig. {2b) resulted from the maximum variance option.
' 1
Repetitions with the random option resulted in.the sate basic open shape for

P J
eemmT o TR &

&
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Fig. 14. A graphical represen'ta.tion of three data sets used in the analysis.

The response types are:

(a) Gaussian
(b) sKewed Gaussian

{c) parabolic
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Y
which Fig. 12c is a typical example. “Reﬂsults f}‘(:;m the skewed Gaussian and
parabolic data sets, using the max'imum,'.i/ariance oﬁtion,\ﬁ-ar\g g~iver.1 1n Fags.
 12d,e & f. The curves are asymmefr‘ic horseshoe shapes 1n both distance DP’uons.
The Gaussian distance measure (in con,iunctzgn with the random option) 1s the
only one which produced results which were distinctly mth.orseshoe shaped,
and 1s therefore the only successful dlst\;mce r'r”feasur’e of the three.in mapping
1ndividuals in species space into factor’g}gﬁgfcﬂz. Hence, with respect to the
patential of avoiding scrambling due to involution, the Gaussian measure was

the most satisfying. / B
|

¢

With the success of the Gaussian measure in mind, we may fbcus our
attention on the derivation of this measure and on the generation of the ;cest
data sets. The solution of the integral which ;:'u‘oduced equgjtiorz 10 was found
by setting s (a measure of response width relat'we to the uﬁq‘fgml;ing gradien{)

equal to unity (compare equations & and 9). However, further work produced

a solution of the integral where s remained in parametric form. Here

-

,@5g % 2s(l-s{;) : [161
where
. ~D?/8s% '
.Sk = e W

The consequence of this is a more generally égpl%c'able meagu?e than used thus

A
.

far.

The type of Gaussian test data set used is also of interest. It was

assumed that the various species were likely to find their position of maximal

re;pdnse (modal positions) anywhere along the gradient. Becauge thg parameter

«
s

-«
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a was retained (see equations 9 and .10Y, sgms did not present any problem.

v
N >,

Hence a single Gaussian data set was(suita“bly generalized for testing the effect

v

of an 1nternalized distance fun‘chon on MDS. However, this does not allow
X g

one to consider the effect of varymng the'rate Of species turnover (beta

diversity) on the success of the distance measure.

»

«

L3 &

Related work (Orldci, Kenkel & Fewster, 1984; and KenKel, 1924) has a

considered this. Hete, two independent environmental gradients were assumed.

Data sets for a s1mula.1te_d coenoplane were constructed much like that of Gauch

& Whittaker (1972) whHere plots were placed at regular intervals along botﬁ‘ge

gradients to form a rectangular grid. Hence, an ideal ordination would beh" &

Ax .

expected to return this grid. In‘contrast to usi;'ng a distance measure within

s

MDS as was dore here, Orloca, Kenkel & Fewsté’ri:(~1984) and KenKkel {{9&4) used

a chord distance to calculate distances on the rawﬁdata before it was submitted
to MDS. Although the distance measures (equation 10 and this chord distance)
were used at different points 1n the analyses, the same type of transformation

has begn‘used An both cases. (Note the form of equation 10.) Orldci, Kenkel

) - -
L3
»

. & Fewster (1934, };‘;g:.ﬂr) present the resylts of ordinating. a data set with

a beta diversity of 5 x S hc (see Fasham (1977) for the method of calculation).

»

Kenkel (1934) compared the re'sults of ordinating data sets with \‘/a.,r‘yinQ levels
of beta diversity, from 2.65 x 2.65 hc to 7.5 x 7.5 he, including some with

different levels of diversity on the two gradien'té. Their results, as well as .

those presented here in Fig. 12c, suggest that MDS 1s improved when the,r}oimn

of species response 1s incorporated (either within the method proper or before

the data 1s presented for analysis), and that 1hcreasing the rate of species

-

turnover does not adversely affect its pém‘ormance, prov1ding~ adjacent plots

s .
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have some species in common. Thus the Gaussian measure, when appropriiate,

1s very good to use. . . *
L

5.6 Discussion \

.

[

In general, two aspects of ordinaiiori efficiency need to be 2.0n51dered.

The first is the possxbilit\/ that a' sblu”tic-n-m.;\/ represent a scrambling of |

[

the true ordering, even though, the algorlthr‘n'aﬁnd resemblance measure used

are theoretically appropriate, Problems of this sort may arise, for example,

v

from random variation (noise) in the data: In .addition, a complex ordination
algorithm liKe MDS has certain idmsyncrameé (;;;art1cu1ar1y the problem of local
minima) which may result in a misordering. :ljh'e second aspect 1s the horseshoe
effect. Twp examples are given (one in‘P(.:A and another in MDS; Fi‘gs. fic,d
& 12°a) showing'that a linear resemblance r(ﬁeasur‘e used 1n ordinating non-linear
data produces an involuted, hoseshoe shaped ordination cbnﬁgurlahon. Kenda}l
(1971) points dut that the involution of the horseshoe 1m;3hes that, without
K'n;wmg the number of gradients a priori, a;*n or‘qering of :individuals may be
scrambled. Thls\can be visualized b\/"’caking a 2D involute:d horseshoe and
prajecting it onto a single dimension (line). The points at the 1rn1v01uted ends
will be mixed in with the middle ones so that the ordering produced is ver‘}
different jfrom the true one.’ While some have felt that a linear or::jermg 15
necessary and have developed”appr‘qaghes to straightening the ordination
config:uratmn (l'\’endall, 1971, }'-h]l & Gauch, 1920), others (Feol1 & Feol1 Chiapelila,
1920) suggest that the horseshoe effect 15 revealing rather than det.mmental

\
to interpretation of the results.
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© . measures i1n handling the curved interpoint distances to these ‘extra’

My approach 1n deriving an 1mproved ordination has been to focus on the
use of resemblance measures and to 1llustrate their importance 1n effectively

mapping the data structure from species space i1nto ordination space. Qe:lved

measures are combined with the MDS method to produce a mon-linear ordination
technique. The results using two distance mea-sutjes derived for the skewed
Gaussian and parabolic responses are considered first. It has been noted that
‘eitra’ standardization was needed in developing these measures 1n comparison

with the Gaussian. We may attribute the relative lack of success of these

>

standardizations 1n their derivation.
>

With respect to the Gaussian measure, MDS performed differently
depending on which 1mitialization optiorr was used, Since the algorithm 1s one
of minimization, different.solutions mefy be obtained from different imtial

conhaur‘atmns. various local minima are conceivable, each returning a different

solution. In general the maximum varidnce option produced less desirable

results than the random opho}'\. This 15 because there 1s no bias in the random

s

option as to the shabe of the 1mtial configuration. As such the final result

-is more a consequence of the distance measure and the method. Other

a;ﬁproaches for 1nitializing MDS include using the results of a linear ordination

such as PCA. This also tends to give a 2D configuration like Fig. 1id, since

?

the imitial PCA configuration 158:3h0r‘seshoe. From a aevei‘&)pmental and

. exploratory perspective, the Gaussidn measure derived here 1n conjunction with

MDS and the random option has been shown to be workable within the gaven

set of assumptions.




-

>
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The Gaussian measure was derived by integrating a single response

function. Why were not all response curves treated indivadually so as to obtain

a more effective measure? Each curve could be integrated, providing the widths
of response curves were first standardized. The result for each species would

be the same (cf. equation 10). Equation 10 c_oulES then be used as the collective

. .
function relating species to gradient position. Hence the only difference so

far 1s the approach. Another question relates to the s‘tand._ar‘dzzatmn of the
widths (o) of fhf_f response graphs. If the width for a single species (h) can
beQ}nad'e more realistic by incorporating s %, Jntegranc;h will give the result
d’j‘klz’;f(cﬁ) which 1s re‘lated to eguation ig’but differs by some function of

——

the width. The compositional distance then becomes,
2 _ .2 =
djklz' = djkll';f(()';f) h= .0 £171

where p1s the number of species. The problem 1s that since o 15 a measure
of X, unt1l the gradient1s determined, the o different of remain unkmown.
This suggests a possible fegdback algorithm, 1n which the dlstar;ce measure
could be made more effective at each step. ‘ . *

—
LY

Equation 16, which retains a measure of response w1d}'h,‘ has potential
;.Jt1lity with MDS. The most likely appl:cation of tm‘s measure for test data
sets would be to set s equal to some function of the beta diversity. (The .
beta diversity would be sufficient as proportional distances are all thatis

«

recessary.) However, the same problem arises. For a real data set, we would
not Know what the heta diversity is for each assumed gradient. Yet, perhaps
a feedbacK proceedure would not be necessary if some external Knowledge could

be used which might approximate the rate of species turnover on these proposed




g
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gradients.
i aw

Finally, since the perspective of ordination, and indeed that of data
analysis, 1s oF,t/en exploratory, concern 1s often directed towards obtaining

insights. Atte}\tmn in this chapter has been focused on using resemblance

measures which are 1in some way based on the same type of non-linearity as
i

1n the data. However, i1t 1s not always possible a.porior? to know ﬁwuch,_q_tggut
the data structure. In reference to Figs. 12c,d,e & ¥, distinctive curves Df:
*signatures” are produced 1n the analysis, depending on the measure used, which
reflect the underlying data stucture. This would also be expected to happen
for data with noise. In such a case, a cloud may result showing an overall
trend much like one of the Known signatures. Hence, 1t 1s possible by tral,
to obtain ms'lgh’c irrto the type of non—linear species response. An alternatxvg_’

approach which supplements the above would be to transform the raw data
¥

before being submatted to MDS, as outlined by Orldci, Kenkel & Fewster {1924),

(" .

The method, as yust described, 15 useful for exploring the dimensionality
. !
(for exxample, the number of major gradients) of a data set as well as the

various types of species response. If used in congunction with other methods,
d

. ¢

the result can often be one of :mprovement 1n predictability. The simulation
appr‘o)ach in Chapter 3, although 1t used heuristic equations, was more or less
mechanistic 1n 1ts overall structure. As suchy 1t wall benefit frc;m an upproved
understanding of systems relat1c;n5h1ps. The time static approach in Chapter
4 was one of curve fitting. The aim of the model formulated was to ihcreas‘e
the degree to which system mechamsrr'ns were used (within the confines of
predictability). Certainly, an ordination method, which can better reflect species

response to major underlying factars, will be advantageous here.

-
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The MDS approach to ordination used here is one of many which may give.
' énfamppovarﬁent in the handling of non-linearities in the data. The others *
IR - o 1.
include curve fitting, scaling and a posteriori detrending. There are essentigl

LY

differences among these approaches in the conceptualization of the objectave

and the definition of optimality. With the methods tested here, a sclution

¥ , -

1s regarded as being optimal’if the ordination succeeds 1n unfolding a non-
linear configuration. (In this respect, only the Gaussian response r'neasure has
been shown to be of utility, since the parabohc and skewed Gaussian !‘nea‘sur‘es
both returned the horseshoe.) This implies that the typez"é;f species E‘esp’onse

assumed in the derivation of the disfance measure 1s most likely correct. If

v »*

a horseshoe type ordination configuration 1s obtained, the omglnalﬁaW

1s deemed inappr"oprzate, The actual shape of the of‘d1nat10n conﬁgura‘tiom.rﬁay.
< & T . !

‘
hm«Jever. suggest what type of response Jsld’gpmjted by the data. I’rjn cther:‘

~ .

words, even 1f the .solution of MDS 1s not optimal, the ardination still cofiveys

- \\\ s ’ LK
. »

information about propérties of the data which relate to non-linearity. ) ’ f

. .

Similar advantages can be seen with curve fitting, such as the ‘polynomaal

LA ’

ordination of Phillips (1978). Here, however, the curvature anticapated by the '

mod.e“l before fitting 1s not concerned directly with the type of response.

¢ .

exhibited by the 5péc1es. Thus as‘ 1n MDS,'non-linear trends are not removed .

»

‘before the user has a chance to detect their presance'. By contrast, detrending

- Y

{Hill & Gauch, 19%0) removes trénds from the data that the user of non-linear

-

ordinations hopes to detect. This may be completely wstifiable and may help
- . N .o ‘

greatly 1n scrutimzing the ordination results, but 1t cannot be condoned as

~
.

-
1

a general strategy.
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2 A3

’
Modelling has been implicit in the development of vegetation science. As

well, it has become evident thé\i types or forms of models used have varied

with this development. From a d“/namic point of view simple systems were

3

conceptualizéd at first, calling for simple models, and as more and more-was

learned about the systems, the models became more comples. Because a veriety

-

of individual perspectives were involved, 1t has not been a sumple development.

L3
-

) Neverthe_{gss, general trends and categories of philosophies can be recognized.

e

» These will be examined before some concluding remarks are made.

6.1 Model Assumptionse ) e | ° @
A modél., as explained, has a many-to-one relationship with the real
system. One implication of this is that simplifying assumptions must be made

in prder that g e element may represent many. Over a period o{r{hme»r;uch
has been ’learrfbd about how ve%etation mteﬁcts and consequently many

assumptions have been changed kCaswel_L 1978). For example, the recognition

that siecies response to a broad env1ronméntal gradient 1s often non-linear

has suggested the need for new erdination models developed around a non-
b3 P ‘

linear assumption. Although models have become more complex, they are still
4 <

. y - v
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3

homomorphs of ex‘ér‘emgl»y complex systems. Thus, a model does not mimic the

system, At times one may perceive & mode?“as being a miniature version of

the system and so get caught up 1n the accyracy of the model and 1ts predictions
while forgeétting they are.conditional on the validity of the assumptions

(Frer:nkiel & Goodall, 1972), This is seen more.clearly by again considering the

-

many-to-one aspect. No matter what approa®h to modelling 15 used, we are

looking at a mapping of many system 1n‘teraction§ into a single model interaction.

A a

Heﬁce the mechamsmrs used by the model will not be the same as those used,

by the real system. Development of the science then i1s characterized by an

ever increastrig complexity and hopefully more realistic and reliable models.
@

However, this 15 .a continual process because assumptions will always be needed.
=8
€ #

In recog"hizmg:tms continual process of model development and

1

\ a R~
reassessment of existing ‘assumptmnszlt 1s important tb note that work is

2 .
done 1n discrete steps. Models are developed and applied over a period of

’qmé'and only when there exists a’8ubstantial difference-or stress between
- o - \
the assumptions and what is actually known 1s the next step “taken: AltRough

models are Usually developed which are not in conflict with other models (Gauch,
Chase & yhittalger, 1974), there may exist some doubt as to their‘*complete

validity. "This x%fnteresﬁng becIuse at the forefront of the science, models

are applied to pr‘obﬁems for which, strictly speakir;g, they should not be used,

I ‘ -

‘However, from the point of view of data arfalysis, the learming of something

new makes it worthwhile. Hence, concern, oftem centers around the robustness

‘v
03
h

of the model. THis quality of being worthwhile is a relative one. There 15

QA

a point when alternl;fcive metﬁods are de\/eloped (the next step) which may be

more fruitful. It 1s hgre_ that the old mode:l should not be used so freely.
. ‘ i

-
N

'Y




127

A good example of this is in Chapter 5. In deveioping many ordination models,
linear dissimilarity measures were used. Recently a lot‘ of worK has dealt with -
the no‘tion of non-linear species response. In spite of this, there remained
the tend’en‘c'*/‘ to use measures 'in MDS haph’azardly, irrespective of species
recgponse. A's,mentioned,l part of this problem came from the assumption that

" MDS was neither linear nor non-linear® This was i1n a sense true, but as

L
X

e 1llustrated, it still mattered.which type of measure was used. The difference

or stress between what 1s known and what is actually practised can be attributed
to the clarity with which assumptions are made. ‘The first model, discussed
" in Chapter.3, has proven to be an excellent approach to modelling betause

assumptions must be clear 1n order for the model to be formulated. Hence,

-

th® possibility ‘of hiding fallacious 1dea§ is reduced. The Ruby Range component

model, for examplé, assumed the maximum age of FPicea glauca and F. mariana

-

to be two hundred years. Consequ'enﬂy; each species component was divided

into two ﬁundred-subé’ompopen’cs. Not all model forms can be this clear in

L]

their assumptions. This emphasizes the necessity for the awareness that

.

models, and therefore science, is bustlt on assumptions. The second model form

‘in Chapter 4, for example, makes the assumption that the plant/environment

interactions are implicitly stored in the data set and can be remﬁed by a

phenomenological approach such as regression. This is-amrintuitivg assumption™

and probably has only a degree of truth,

.




6.2 Choice of Model Form . *

A number of model forms have been described so far, all of which are

useful at different stages of prohlem golving and'/?ctr‘ different types of
» ]

f

problemsX For example, we see simple verbal constructs, box and arrow
3
$

diagrams, sets\pf mathematical equations and dynamic simulators. The purpose
of using models has been to try to understand the systém better. However,
the way in which the problem was attacKked varied due to different ways of

thinKing. Such approaches or philosophies as’;‘t-ypology, progressivism and holism

coloured the choice of model form 1n the past, and to a degreey continue to

do so (van Hulst, 1975). As well, there existed various philosophies to modelling’

based on current subjective kngwfedge, type of problem, its purpﬁs',e;,\ and

probably individual biases. In general, the first models were very simpi; and

hd '
-

I 14
theoretic, being developed from first principles, but with time, tende@o’ the

complex and bractical. .
» ‘ © ¥

These philosophies apply to the present state of modélli;wg. There are

s Fy -

two productive ways,of looking at this. The first is the comparison of, analy tic
and phenomenological approaches while thae second co‘tﬁparesk%heoretical and
prattical approaches. T.he ar;alytic approach §s concerned with actual mechamsms
of biologicalv-interac*‘tians with the aim of increasing understanding of how tQé
system really works., The phenoménologi%;l approach, on the other fmand, is
not .so t_:o.ncer‘n.ed with actual mechanisms but with heurigtic'relgtiohships, aiming

3

towards predictabi‘li‘tﬂy. .-




The simulation model lies between the%two approaches, possibly tending

towards the analytic. Simulation 1s dynamic. It simulates the dynamic nature

of the system which is théught to be a correct mechanmism. Also, the process
of model de\{elopment is pedagogical and hence dynamic. This Jllu;trates the
, —apalytic .side. The pheno"menologlcal side recsults from the fact that dath
collection and experimentation is usually short term (three field season.s for

the Ruby Range model) and thus the dynamic nature 1s limited. As well,

L4
simulation uses heuristic equations to define relationships, where the equation

with the greatest predictive power is used. This i1s intriguing because on the
one hand we are not concerned 1f the equations closely resemble the actual

| mechanisms, while on the other hand one might suggest that the closer to

reality a heuristic equation becomes, the better chance 1t has of being a good

, predictor.
@ .
T

- The time static model developed here is essentially phenomenological as

it is based on curve fitting and the purpose‘ is that of ipr-echg‘tu:m. Although

| implici:%'ly the ultimate relationships are embedded in the model, 1t is not

analytic because the actual relationships are not precisely formulated.

The model dealing with non-linear predictive ordination 1s analytic despite
its prédictabilit);. The history of ordination, if we consider Whittaker’s (1956,
1967) work on direct gradient analysis has been that of analysis. The

development of ordination has proceeded through a number of r\stages leading,
. .
naturally, to the present indirect approach: that.of predicting environmental

-
~ « R

gradients.
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It would seem logical that in following through with the analytilc approach,

the goal would be to discover the whole truth’, It should be recogmzed that

a model in agreement with all possible contmgenne €, and which, has been
developed via analysis, would be too vague. That is evidenced, ac mentioned
earlier, by the failure of the 1BP project to model large systems. This makes

sense considering the jma‘n\/-to—on_e aspect. A large complex model which changes

the ‘many’ to ‘not so many’, may not be testable because the predictions

would not be specific enough. Hence, this type would not be useful to the ™

ftheoretician or practicioner. By definition a mode] could not be completely

o

analytic because 1t is a model and does not reflect all inner workings of the
system. Any single model element which represents many system elements s
formed by a transformation. This suggests the diffe@re’n'ce between analytic

and phenomenological models-1s ‘a relative one., In,a sense, specific system

o

mechanisms qx«ist'only in the modeller’s mind. Consequently, the science is

constrai;\ed' to smp]i'fying‘and generalizing. The value of dlstinguishing bej(v;/een

these agproaches is that predictions from phenomenologxcal models are

r

beneficial (the varying responses of vegetatmn types to perturbat:on n Chapter

& ‘a
H .

4), while analytic models can give deeper mSLths into natural relationships.
-3

-

Bchause systems are tremendously complex, models will not always be analytic.

-

At the same time, analytic models have their place because there 1s the need

to find new relatxonshxps and to collate and digest known relationships such

T -

as the 1mp11cat1on of non-linear, species response on ordination methods and,

in fact, on ecological thinking.

1
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A second way of looKing at the process of choosm’g a model form 15 11
comparing theoretical and practical approaches. This is not the same as,

distinguishing between analytic and phenomenological approaches. This second

"way can best be seen in a deveulopmen*t‘al context. Essentially, the form of

%

the model used at any one time was dependent on current Knowledge. Hence,

’ the early work was basical'l\/ theoretical. As more was learned, however, the

tendency was Ws practical applications. The imtial, theoretic approach

"was involved in discovering general ecological principles. As a partial
understanding was gained, models evﬁlvé“a,rmto descriptive forms. Following
. s o % P : .

this were box and arrow models typic:‘l'ly‘;seen 1n ecosystem description (e.g.

. _‘less‘, Courtin, Pattig, Riewe, Whitfield & Widdén, 1973; Shugart, Crow & Hett,
‘ L} . : » °

a - 1973; Johnson & Sharpe, 1976; and the component model in Fig. 3), simple

equations, and latery the introduction of these eqﬁatlons contextually (as

- components) into a mpre complex model (e.g. simulation). In the middle stages,

models were refined,'leading to the final or ultimate practical forms such as

»

simulation. This 1s idealized in many ways. For.ipstance, the middle refinement
o stage often incorporated very simple theoretical models so as to embody new
) %
concepts. Leshe’s (1945, 194&) matrices are an example’of this. For many,. s

interest resided in theoretical ®orms, much like the ana'lyfic approach of van ;
& . F Hulst (1975, 197&), so that for them the practical stage was.never reached,
Others, however, were interested in application and therefore prediction. The

- two forms of simulation described illustrate two present forms of the practical.
- approach. Traditional simulation illustrates the process of theoretical to

. . : ‘ . . - - I3 y + ’ * -
¢ practical in a more or less orderly fashion using heuristic equations based

~  partly on theory and partly on pragmatism. Gooda11’§ (1947, 1970, 1972, 1924a,b,

1975) grazing model is a typical case;’The time static form of simulation has

d L

= v
- . .
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#yn

circumvented this orderly process of using Known mechamsms because of the

I
A

need fér pra-fstical models. The wuse of curve fitting can be viewed as a temporary

‘. o
" [
AN . -

or stop gap method to be used until the theory can catch up.

The approach to choosing a madel form is not a simple problem. One must

]
choose between a theoretic or practical model based on the requirements of

.

the particular study; decide wh"ethér to use Known mechamsms versus using
a phenomenological method; and finally to weigh the choice based on the type

of data available.

4.3 Conclusions . . °

The majority of the models discussed have assumed hembgenéit\/‘mthm

the;‘étudy area. With the aid of computers and more compiex mathematics, models

[}
- ’

have been developed which are applicable to larger areas and can handle
increased complexity. As a ;‘esult, a new problem has evolved where the

assumption of homogeneity is ‘no longer applicable. If this ‘resulting

——

heterogeneity can be assumed to be the result of some random process,

stochastic simulation models would be useful. However, heterocgeneity may be

in the form of predictable pattern, a;mé therefore not random. There are models

" useful in studying pattern but they usualiy neglect thg-pther‘_aspect

characteristic of the models presented here, that of numbers of individuals.

» 2

,,,,,,

Levin {1976) has produced a model which can handle both numbers and pattern

but is limited to answering certain types of questions, .\po.slsib‘ly because
o -

1 -

;

. incorporating heterogeneity requires detail at a high level so that only gemeral

predictions/can be made. This is similar to many other current approaches

T e S, \

to combining model forms. One e>:§mple, described earlier, illustrated the

vie
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«

difficulty in amalgamating the ideas of direct gradient analysis with ordination. .-~

.
<

-

Levin (19764) has recognized-that “{he possib;hties for such pattern

% - formation are limitleQés”. This suggests we should nDtPEI‘/ on one type of
¥ iwx‘j ' ‘

v model, such as for example the classical mathematical/analytical form. We must

continue to be aware of various aaproaches‘s to modelling, making sure their

.
v A >

assumptions and implications are understood. This will give greater 1nsx§h‘t

»
~

T into inherent problems as well as the extent to which any one mode]l form
can be used in the pursuit of understanding sytems of vegetation interaction.
>
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APPENDIX 1
. Computer listinds of the programs comprising the simulation model 1n
' " Chapter 3. The main program, written 1n FORTRAN, 15 called SIMPLE. Thirteen
subroutines follow while the last program listed, PRECOV, 1s used prior_to
" I"\,/-
"« simulation to aid 1n choosing 1nitial parameter values.
.
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¥

X¥x GIMPLE  £1.2.Bf (update 19 4.83)x¥X

First nodel vsing 4’2 of P. glauca, P. marianas & Salix in
each age class; moss thickness; cover of the trees,
‘moss & mineral 'soil; and depth to )
permafrost as-the principal variables. Data files are
veed to initialize the program. File EXDG contains valves of
exogenous variables. Files WHITE, BLACK, & SALIX contain the
initial age class $’s. File ENDOG contains initial endegenous
valves. . .
Attach subroutines READ, RTREE, INITL, PGDIA, PMDIA,
SDIA, PGCOV, PNCOV, SCOVR, OUT, OUTA, MOSSA & DYNAM .
039003990200 02309033680¢0003303203008000008090300005383488999¢84¢
- REAL Mi,M2,P1,P2,P3,PI,DIAM3(S0),X5(5),X5,X4

REAL XST(3),X,DIAL(200),DIAM2(200) ,SLOPE,CP
INTEGER X1(200),X2(200),X3(50),T,TSIK, TPRINT, IPRINT,7,K

COMMON/AREAL/X1/AREA2/X2/AREA3/X3/AREA4/DIANS,
- COMMON/AREAS/X5/AREAG/XST/AREA7/DIAML/AREAB/DIAMZ2
CALL SETRAN(1)

AR M AN AN N

¢ data files read & parameters initialized

CALL READ(Hi,H2,P1,P2,P3,X4,5L0PE) , -
CALL INITL(PI,T,IPRINT,TSIM,TPRINT) ..

c output files epened

OPEN(UNIT={,FILE='AGEW.DAT’)
DPEN(UNIT=2,FILE='AGEB.DAT)
OPEN(UNIT=3,FILE="AGES.DAT")
R s oottt vetevreitdtettseidisrsttveseetsictiotcetedetts
¢ Print exogenovs conditions .

WRITE(6,1) ! .
o FORMAT(” EXOGENOUS CONDITIONS. ) ,
WRITE(6,2) o

2 FORMAT(’0 HKOISTURE’,4X,’GERMINATION PROB’,4X,’SLOPE’)
WRITE(H,3)M4 ,P4,5LOPE
FORMAT(’ MHi = /,F4.1,4X,’P{
WRITE(L,4)H2 P2
FORMAT(" M2 = ',F4.1,4X,P2
—- ~  WRITE(E, 9P — — 7
FORMAT(15X,’P3 = /,F%.7)
3390300838000 80083003800880000800020090008498¢0¢885¢¢¢%9441
Calculate initial cover values

(45

" F9.7,4%,F5.1)

E-3

1F9.7)

[a BN e R TR

CALL PGDIA ’
« CALL PHDIA . ¢

CALL SDIA

CALL PGCOV(X1,X,PD)

X5(1)=X

CALL PHCOV(XZ,X,PT)

X5(2)=X \

CALL SCOVR(X3,X,PT

} - ‘
Ve
p




X5(3)=X
C
¢ gef initial. permafrost depth & print initial conditions
c .
CP=C0S(37.5%P1/180.)/C05((37.5-SLOPE)XP1/180.)
X6=45. 206%EXP (- 1 04XX4XXS(4)XCP/1000000.)
CALL OUT(T,X6,X4) '

k=2 , -

P $9028000800¢93¢20003030000300800800300008000008¢8380¢80804008

c Tine loop begins.
c
¢ Update counters & replace.old variables with new
C
1000 T=T+
IPRINT=IPRINT+{
XS5T{4)=X5(1) <
XST(2)=X5(2)
XST(3)=X5(3)

€ moss grows & #'s of trees updated

CALL HOSSA(HL)
CALL DYNAH(P,P2,P3,PI,X4,%6)

Hoss depth changes

AN A

X4=X{+(i.0-X4/28.2713*XS(4)8M2/2000000.

Permafrost depth found » . =

N o

X6=45 206%EXP (- 104XX4%XXS(4)%xCP/1000800.)

Time to print? .-

~ N

IFCIPRINT.LT.TFRINT)GOTOL00
K=K+1 ’
IF(K.LE.4)G0T050
‘ Doi0J=1,28
i0 WRITE(H,11) .
i1 FORHAT(1X) - E
- K= - - P - - -
S0 CALL OUT(T,X6,X4)
IPRINT=0
C
¢ End of simulation?
c . .
£00  IF(T.LT.TSIM)GOTO{000
CLOSE(UNIT=4,FILE="AGEW.DAT’)
- CLOSE(UNIT=2,FILE='AGEB.DAT")
CLOSE(UNIT=3,FILE="AGES.DAT")
END 2

b
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c Subroutine READ - reads data files EXOG, WHITE, BLACK, - X
€ SALIX & ENDOG - ¥
[ 8230003003008 300¢833330 08080300 80800803¢000¢¢383¢32888409 41
SUEROUTINE READ(Mi,M2,Pi,P2,P3,X4,5L0PE)
COMMON/AREAL /XS /AREA2/X2/AREA3/X3/AREAS/XS
INTEGER X1{(200),X2(200),X3(50)
REAL XS5(5),M1i,H2,P1,P2,P3,X4,5L0PE

4
¢ reads data
4

. OPEN(UNIT=1,FILE="EX0G DAT’)
- . READ(], 1K1, H2

{  FORMAT(2F)
READ(1,2)P1,P2,P3
. 2 FORMAT(3F) .
: : READ(1,5)5LOPE .

5 FORKAT(F)
CLOSECUNIT=1,FILE="EXOG.DAT")
OPEN(UNIT=1,FILE="WHITE.DAT") ?
: CALL RTREE(XS)
. . CLOSE(UNIT=4,FILE="WHITE.DAT")
| . OPEN(UNIT=1,FILE="BLACK.DAT")

o

‘ ‘ CALL RTREE(X2)
- CLOSE (UNIT=1,FILE='BLACK.DAT’).
>  OPEN{UNIT={,FILE='SALIX.DAT’) .~ .
READ({,3)(X3(1),I=4,40) ‘ )
3 FORMAT(101) :
READ({,4) (X3¢I),I=11,30) &
4 FORAT (201) ‘ -

READ(1,4 H(X3(1},1=31, SM
CLOSE(UNIT i, FILE-’SALIX DAT’)
OPEN(UNIT={ FILE='ENDOG DAT")
READ({, 2)XS(4) X4,X5(5)
CLOSE(UNIT=1,FILE=’ENDOG.DAT')

. RETURN -
END -
E
RS2 0E3S00 000000808000 iitetestitetiotietiestessetestitess
c .Subrovtine RTREE - reads class data for yhite or black X

= o o 33836011t etseeeeteeeiiiesestsetstseresssestetessstssss s SRECNNINPRIIEE SR
P SUBROUTINE RTREE(CLAS) .
- INTEGER CLAS(200)
. READ(1,1)(CLAS(I),I=1,10)
i FORMAT(L01) ]
) * READ({,2)(CLAS(I),I=14,30) &
2 FORMAT(201) . -
READ(1,2) (CLAS(I) ;1=31,50)
READ(1,2) (CLASTI), I=51,70)" :
READ(1,2) (CLAS(I),1=71,90) an
READ(1,2)(CLAS(D),I= 91 110)
. READ(1,2) (CLAS(I),I=111,130) e p
‘ N ) READ(i,E)(CLAS(I),I=131,150) A

w4,
- :
+
. -+




READ(1,2) (CLAS(I),1=154,170) . ’ _
READ(1,2) (CLAS(I), 1=471,150), =
- READ(L, 1) (CLAS(I), 1=491,200)
: RETURN
END

c ttX**Xitt***tl****Xi******l*****X**Xt*********!**l!** XRIxxx .

- ¢ Subroutine INITL - Paraneters 1nitialized. :
b ¢ User gives simulatien time & printing interval X
R 2000838t esttaetetistetiterrintetireettedvsteectieldsstiteey
SUBROUTINE INIFL(PI,T,IPRINT,TSIN,TPRINT)
INTEGER T, IPRINT TSIH TPRINT »
REAL PI
c .
€ initialization . v
C
PI=3. 1415926536 .
=0 i -
IPRINT=0
WRITE(S,1) ,
{ FORMAT¢’ SIMULATION TIME?') . e
: READ(S,2)T5IM ’ ;-
? 2 FORMAT(I) ) ) .
.- WRITE(S,3)
. 3 FORMAT{’ PRINTING INTERVAL?)
READ(S, 2) TPRINT-
RETURN - .
END o i} -

wl‘.w

<

c **Xt*x*IXXX*XX***#X!***X****X*X**XXX**XX#*X****XX*X*X*X*X***
¢ Subroutine PGDIA - calculates P. glavca diameters . b 3

(0329000000000 0¢330800000000080 0000000000000 00¢000300008000 %

SUBROUT.INE PGDIA
COMNON/AREA7/DIANL .
REAL DIAMi(200) .
DIAKI(f)=1.0 -
D0i01=2,200
DIANI(I)=_881%I* 875
- ip CONTINUE
RETURN | N
END ‘ ‘ o : T
e e &
¢ x*xxtxx*txtxx*xx**xxxxxxxx*xx*xx*xxxxxxxxxxxxxxxxxxxxxxxxxxx
o ¢ Subrovtine PMDIA - calculates P. mariana
C *t******t****Xt*****xt*x**x***********
SUBROUT INE PMDIA
COMMON/AREAB/DIAN2
REAL DIAM2(200) )
DIAK2(§)={.0
DOi01=2,200
DIAN2(1)=2.782+ 454X

830090933399 80000 43
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gy

{0 CONTINUE
. RETURN
END s

~

‘**XX*XX***!**X******X**X*X*X******X*#****!*********X***X*X**

c-Subr-dutine SDIA - calculates Salix diameters

X

c *X**tX***{*%X**X**Xt*****X***{X*X**X******X*i**!******t*l***°

_ SUBROUTINE SDIA .
COMMON/AREA4/DI AN, - ¢
REAL DIAM3(S0)
DIAM3(1)=1 .0 K
. D0101=2,50
B DIAMI(I)=1.B75+1. 56841
~0 10 © CONTINUE
' . TRETIRN .
END ’

c *Xl***X;XX**tX**X*#X**thfi***3******f**i**********X**X*X*X*

¢ Svbroutine PGCOV - get cover for P. glavca

c *!Xi***l!*****#**X*l*!********i*******t*******X**X**X**X*#*X

SUBROUTINE PGCOV(CLAS,X,PI)
. COMMON/AREA7/DIAKS .
INTEGER €LAS(200) o
N REAL X,PI,DIANL(200) -
* X=0.0 -
D01 01=1,200
X=X+CLAS(I)XDIAML(I)*2 _
10 ' CONTINUE
: X=X¥F17%"
o . RETURN
END

X

c EXRXRKOKRRR K X******l**l*t******l**#***!Xt***ll********

¢ Subroutine P
[P i38033383393 0
. b SUBROUTINE | UV(CLAS X,PL
> CONHGY/AREAB/DIAK2 ‘
INTEGER CLAS(200)

get>cover for P. mariana

- +REAL X,PI,DIAH2{200) ) e

¥=0 .0 RO
V] . - -
. < DOOIs,200 o . i o
‘ X= X+CLASGI)¥DIAH°GJ)“° A
0 CONTINUE L
X=X¥P1/4. e
., RETRN ¥ R
D “

e

u—'r

: :xxxxxxxxxxxxx*xxtxxx*xi??ixtxxxtx:#xxxx

c X*t**!ttt*tt**X****X!X*******Xt****#*l********X*X**i*******!

c Subroutine SCOVR - get.Cover for Salix -

X

€ th*XXX‘!****X!**X*X*!*X****X****X***X*********t*t*l**!*!t**

SUBROUTINE SCOVR(CLAS,X, PI)
COMHON/AREA@/DIAH3D

R INTEGER CLAS(SD)

139

~q

-~y

R

§

S K % SE T



# REAL X,PI,DIAN3(S0)

X=0.0 N
D04 0I=1,50
X=X+CLAS(I) XDIAN3(I) *2
CONTINUE
X=XP1/4.
RETURN . .
END
\\-.

o £ BRI RO RO XK

Fl et

[ N i s -

N N N

a0 M

4

output

Subroutine OUT - prints output %
c HHXX}‘KHHHX**XH*X“*XH*XH*HXHX*HX**#XHX*XH*HX*H

SUBROUTINE OUT(T,Xb,X4)
COMMON/AREAS/X1/AREA2/X2/AREAZ/X3/AREAS/XS
INTEGER T,X1(200),X2(200),X3(50),0(5), K
REAL X5(5), Xb,X, X4, Z4(5) , 22, RO0TD

-

WRITE(H,1)T-

FORMAT('OTIME = ,I3,’ *,56(1HX)
WRITE(6,2) IR T
FORHAT(' P GLAUCA i\X ’,B/HQRI'QNA X0 SALIX  /,iX, M

%0SS COQVER’, 1X, ’ORG/HIN SOIL' 3X, ’TOTAL CUUER’)

convert_.f.‘i;bn cn*2 to #*2 giving a (0,100) range |

7=10000. - ' ‘ ot
D040I=1,5 - .
Z1(1)=XS(1)/1 .

CONTINUE

X=X5(1)4X5(2) X5 (3) +X5(4) +X5(5) .
WRITE(6,3)Z4(1),Z1(2),21(3),71(4),Z24(5),22
FORMAT(1X,5(2X,FS.1,4X),7X,F5. 1)

ROOTD=X4+X6

WRITE(6,4)

FORHAT(’OMOSS DEPTH’,2X,’ACTIVE LAYER’,2X,“ROOTING DEPTH’)
WRITE(6,5)X4,X6,R00TD

FORMAT(3X,F4.4,10X,F4.4,10X,FS.1)

HRITE(&,&)

FORMAT(? 0 ,/AGE CLASSES (1ST ROWS ARE.1 YR CLASSES; 2
IND ROMS ARE £0 YR CLASSES’)

WRITE(6,7)(X4(D),I=1,10)

FORMAT(' P GLAUCA £,10(4X,13))

K=1

CALL OUTA(XL,K)

WRITE(6,8)¢(X2(I),I=1,10) ¥

FDRNAT(’ P HARIANA’ 10(1x 13))

K=2

CALL OUTA(X2,K)

WRTTE(S, 9)(x3(1) I=1,10)

FORMAT(’ SALIX, 4x 10(1x 13)) |

D030J=1,S ‘

wne ~




o
i,

A,
C(I)=0
D0201=1,10 -
CCI=CAIIXI (10X (I-1)+)
20 CONTINUE Y

30 CONTINUE
WRITE(6,10)(C(I),I=2,5)
WRITE(3,11)(C(T),J=1,5) -
1 FORMAT(S(1X,I3))
10 FORMAT(4(X,A(1X,12))
RETURN
END

(D $3003 9402389909008 00832300¢0300390000¢0000¢¢8000¢0e30930¢84%0}

c Subrovtine OUTA - adds up i0 year age classes - 3
(RS2l ieti i tss el eais iosts it sess it isotiist iRl ity

SUBROUTINE DUTA(CLAS,K)
INTEGER CLAS(200),C(20),K
DO30JI=1,20
C(I)=0
DD20I=1,10
CCI)=CCT)+CLASCL0K(T-1)+1)

20 CONTINUE

30 CONTINUE C
WRITE(6,1)(C(T),J=2,20)

§  FORMAT({1X,19¢1X,12)) —

IF(K.EQ. DWRITE(],2) (C(T),I=1,20)

IF(K.EQ.2)WRITE(2,2) (C(J), I=1,20)

FORMAT(20(1X,13))

RETURN

END

¢

ra

0808008999508 9 388 eettoteiveecettedtictestieciiteiedeceotil
Subroutine MOSSA - Moss grows -) nineral soil decreases. X
Mineral soil decreases since Mmoss grows over it X
R29202088298083800 308080380 38033800308¢03800800¢883¢343¢¢3¢3
SUBROUTINE MOSSA(N1)
COMHDN/AREAS/XS
Rg@L X5(%),X,C,Hi

Nn N MmN

c {

C MOSS grows o

c )
X=X5{1)+X5(2)+X5(3)
IF(X.GE.500000.0)C=1.

. IF(X.LT.500000.0)C=(.9%X+54000.0)/500000.0
X5(4)=X5(4) +216 . 0XXS(5)¥M{xC/3025.
X5(5)=X5(5)-216. 0xX5(S)¥M1¥C/3025.

I .
¢ test to see if there is any mineral seil remaining
C
IF(X5¢9).6GT.0.0)G0TOL0
X5€4)=X5(4)+X5(5) °
4 xsE=00 . :

LAl

A e Ty
o
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. ’ i0 RETURN v
b END ) /.
1032339283000 33838000083 0177807303838¢19%80¢2809¢8¢8001583233¢ %
Subroutine DYNAM - gets # of trees in each age class which X
have survived to this year plus the gerWinants. | X
. b9 o8eeteeiteteieetiettveteserediredeitdirsedetdtoseitiotto:
SUBROUTINE DYNAM(PS,P2,P3,PI,X4,X6)
COMMON/AREAL/X1/AREA2/X2/AREA3/ X3/AREAS/XS/AREAS/XST
COMMON/AREAB/DIAK2/AREA4/D1AM3
INTEGER X{(200),X2(200),X3¢50) ,MORT1(200),H0RT2(200)
INTEGER C2D,C2M,HORT3(50),RO0TD °
INTEGER SiA,SiB,524,52B,52C,52D,534,53B,53C,53D,18
> - REAL X5(5) RND DUMHY,A,B Pi Pasz PI,X, XST(3) DIAH2(200) ‘
REAL K,Z,Y, PS C,X4,%6 ~
*t**i****!*i**xX****K****X*t***t*tt****t*****x*t************ e
calculates # of trees which dwe (includes all spruce )

aged 200) -) mineral soil increases since when trees die,
they fall over & expose the soil

NN N

N AN A N

il

© ROOTD=IFIX(X4+Xb)
. K=600000. &
Z=X5(1)+X5(2)+X5(3)
| X={K-2)/18000. .
Y=EXP(-. 04XX)
c IF(41-ROOTD.GT. 0)5iA=1
. IF (41-ROOTD.LE.0)51A=0
D0201=1,199
MORT1(I)=0
IF(X4(1) .EQ.0)GOTO20 . .
IF(1.GE.200-15%(41~-RO0TD))S1B=4
IF(I.LT.200~-15%(41-R00TD))5{E=0° v
PS=.967- AXYRXS(£)K(i.~,004%I)/Z
PS=PS-51AXSiBk. 03X (41-R0O0TD)
» IF(PS.LT.0.)PS=0.
R D010J3=1,X1(I) T v
RND=RAN( DUMMY)
IF(RND.GE. PS)HORTi(I)-HDRTi(I)+i , .
10 CONTINUE T
0  CONTINUE ' ‘ !
. HORT(200)=X1¢200) - . o
IF(31-ROOTD.GT. 0)52A=1 y o
* 'IF(31-RDOTD.LE.0)82A=0-——
IF(ROOTD-37.67. 8)52C=4
IF(ROOTD-37.LE.0)52C=0
D0A0I=1,199
MORT2(I)=0
IF(X2(1) £9.0)60T040
IF(1.GE.200-30%(34-R0OOTD))S2B=1 .
IF(1.LT.200-30%(31-R00TD))S2E=0 ; 3
. IF(I.LE. 25%(R0OOTD-37))62D=}]
IF(I.GT.25%(R0O0OTD~37))52D=0
PS=.965~. 6XYXXS(2)%(4.~.0005%1)/Z ~

.....




30
40

100

A M N

S0

60
c

-

PS=PS-G2AXSZBX. 06X (31-RODTD)-52CKS2DX . 04% (ROOTD- 7 oo .
IF(PS.LT.0.)PS=0. ) R

DO39J=1,X2(I)

RND=RAN(DUMMY)

IF(RND.GE.PS)MORT2(I)=MORTZ(1)+4

CONTINUE - .

CONTINUE B <o

MORT2(200)=X2(200) g

IF(19-ROOTD.GT. 0)53A=1

IF (19-ROOTD.LE.0)S3A=0

IF(ROOTD-34.6T. 0)53C=1 ¥

IF (RODTD-34.LE. 0)S3C=0 ~

D0109I=1,50 B ) -

HORT3(1)=0 SO ~ S

IF(X3(I) .EQ.0)G0T0L00 - - .
IF(I.GE.50-Skt{9-R00TD))§3k=1 ‘ : )
IF(I.LT.50-5%($9-RO0TD))53B=0 . ~
IF(I.LE.2X(ROOTD-34))83D=4 s

“IF(1.GT.2%(ROOTD-34))53D=0 !

¢

PS=1.0-YXXS(3)(4. - 041D/ - .
PS=PS-G3AKSIEK 05%(19-RO0TD)-S3CKSIDY. 02 (RODTD-34) M
IF(PS.LT.0.)PS=0. , -
pO90J={,X3(I)  ° IS
RD=RAN(DUHY)" L

IF (RND.GE.PS)NORT3(I)=HORTI(I)+{ ] -
CONTINUE .. *
CONTINUE :

CALL PGCOV(HORTL,A,PT) T

CALL PHCOV(HORTZ,B,PT) . X oo
CALL SCOVR(MORT3,C,PI) . , Lo
X5(5)=X5(5) A+H+C

099900300804 000¢0000b00800000089¢0800003000929080¢0928¢3093¢8¢
trees aged § year -) Moss & mineral soial decrease by a .
proportion of the cover increase (new cover Mminus old cover, =
where new cover doesn’t include those germinating & old cover
doesn’t include area of trees.which died)

D0S01=200,2, -1
X4 (D)=X1 (I-1)-MORTL(I~1) -

~X2(D)=X2(I-1)- MURTB(I i)

CONTINUE -
X3(50)=X3(50)+X3¢49)-HORTI(50)-HORTI (49) - :
D0601=49,2,~1

X3(1)=X3(I-1)-HORTZ(I-1)

CONTINUE

¢ gets germinants. P. glauca germinates in mineral soil,
¢ P. mariana does the same but also layers in moss. Salix
C germinates in M0ss. Tth Mineral soil & moss decrease

C

TOXL(1)=IXFIX(4XXS(S)I¥PL/PT) ol

C2D=IFIX(AXXS(S)XP2/P1)
CaM=0
DO701=100,200

.
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C2H=C2H+X2(I)XDIAN2() . .
70 . CONTINUE )
g2M= IFIX(XS(4)XPI¥CBM/375000000akg
. X2(1)=Cap+L2X
X3{1)=IFIX(4xXS(4)¥P3/PI)
. c. * © i ”
€ gets new cover for trees & Makes adJustnents Z is th cover’
c change withost including the germinants X is used so that
c change of X5(4) & X5(5) is a relative proportion to eacQ other
e
*CALL PGCOV(XS,X,PI)
X5(4)=X
CALL PHMCOV(X2,X,PI)
X5(2)=X
CALL SCOVR(X3,X, PI)
X5(3)=X
> Z=XS()+XS(2) +X5(3) - (X1 () +#X2(1) +XT (1) I¥PI/4.
Z=Z-{XST(1)+X5T(2) +X5T(3)-A-B- C)
X=X5(4) +X5(5)
X5¢4)=X5(4)-Z%X5(4) /X~ (C2M+X3 (1) )¥P1/4. -
X5(5)=X5(5)-Z¥X5(5) /X~ (X1 (1)+C2D)*P1/4.
c . ’
c test to see if there is any moss remaining
c
IF(X5(4).6T 0.0)GOTO80
X5(5)=X5(5)+x5¢4)  °
X5{H)=0.0
80 RETURN:
END

C xxx PRECOV  23.7.8f ¥xx ' R
C CALCULATES COVER OF TREES. .THIS PROGRAM IS RUN BEFORE -
C SIMULATION S0 THE USER CAN CHOOSE THE COVER OF MOSS & |
C MINERAL SOIL (THE TOTAL COVER SHOULD ADD UP TO
C 100 X400 CH). ATTACH SUBROUTINES READ, RTREE, PGDIA,
C PHDIA, SDIA, PGCOV, PHCOV & SCOVR. )
RERL Mi,N2,P1,P2,P3,PI,DIAMI(50),X5(5),X4
REAL.A, B c,T, DIAH1(200) DIAK2(200) ASPECl 9
INTEGER;Xi(BOO) X2(200),X3(¢50)
COMHON/AREAi/Xi/AREAZ/XE/AREAB/X3/AREA4/DIAHB/AREAS/XS
COHHDN/AREA?/DIAHi/AREAB/DIAH2

c
C READ.DATA, CALCULATE COVER, PRINT OUTPUT
6 :
CALL READ(K{,M2,Pi,P2,P3,X4,ASPECT)
PI=3.1415926536 * -
CALL PGDIA
CALL PHDIA
CALL SDIA

CALL PECOV(X1,A,PT)
CALL PMCOVIX2,E,PT)
CALL SCOVR(X3,C,PI)
T=A+B+4C
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; “ - WRITE(6,1) : ' ‘
© Nt FORAT(!0 X, 7P GLAUCA’ 3X,°P HeRIANA®,5X, 'seux" X, T
AOTAL TREE)
WRITE(6,2)4,B,C,T .
L2 FORMAT(1X,4(3X,F9.1)) L T - :
: ~ END" N .




gy
Sy, e,
WO

2

K}
% oL

B
e

P
SR

.

P
(]
o

5’-;{"
.

<
L]

o

APPENDIX 2

v

s ' %

LT ﬁx«’gm DR
L )

Partial computer printouts of three simulations. The printing interval was .

-y
$

- P
10 simulation vears. Qutput is for years 0, 10, 20, {90 and 200. In all three

Ead R
,

runs Ficea glauca predominated at time zero. Age class data at_time 200

is presented graphically in Fig. 7 whereas' F1g. 6 summarizes the entire 200

vears of simulation.
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I

.EX SIMPLE, REQDOG¥REEO§N£T%YQ2DIA »PHDIA,SDIA, PGCOU PKCOV,SCOVR,

LINK: Loadln

- [LNKXCT SIMPLE execut1on]
SIHULATIDN TIHE?
EPRINTING INTERVAL?

if
N , EXOGENOUS CONDITIONS: - /// . N
' 0PE

HOISTURE  GERHINATION PROE /SL . “
Qi -0 g Pi = 0000400 / 0.0
- Z=. 0.

0000380 o
0000100

‘ P3

TIKE = 0 8300 ereatoottit et ettttetoestssetteeteeserees
P GL?U%A P MA%IGNA SGL%X HOS§508UER ORG/HIN SOIL TUT?%OC%U_

HOgS DEPTH ACTIVE %AYER ROOTISG gEPTH

- AGE CLASSES (1ST ROMS ARE i YR CLASSES; 7ﬂD §0HS ARE 1§ YR CLASSES

PGLACA 9 "9 9 8 8 '8 B8 7
59433204540 9 0.0 0 0 0 0 0 0 0 0 00
PMARIANA -0 0 0 8- 0 0 0 0 0 O
0 0 0 0 0 00 D 0 00 0 00 0 00
- SALIX 0 0 0 0 0 0 0 0 & 0
0 0 0 0 T .
TIME = 10 BXRORKOEOOOOORO O DO R X
. PeLAUCH P HA%I?NA SALLX HOS§402UER 0Rcénlg SOIL TOT?kocgUFR

MOSS DEPTH ACTIVE LAYER ROOTING DEPTH )
26.5 2.2 29.7 ‘

- . AGE CLASSES (1ST RUNS ARE iigR gLASSES, END gOUS ARE 10 YR CLASSES

P GLAUCA 12 12 {1 5 'y 7.
414000000000’&00000000
P MARIANA i1 if {0 10 40 44 9 {4 8 8
. ' 60 6 0 006 0 O0C QOO0 OGO 0 OO0 0 00
SALIX 9 '8 8 8 7 &6 7 8 8 8
0 0 0 0
™ o Wl B B

ﬁUSS~gEPTH ACTIVE_LAYER ROOTING DEPTH

AGE CLASSES (iST RUUS ARE 1 YR CLASSES; 2ND ROWS ARE 10 YR CLASSES
P GLAU i2 8 8 i1

i1 i1 9 9 9
64 iS £ 000 0 0 O0CCOGO0CO0TCD0O0TD0ODO0 O B89
P«MARIANA 44 44 14 8 ¢ ¢ 10 9% 7 40
: 65 0 6 0 0 0 0 0 0-0 0 8 0 0 0 0 0 00
SALIX 9 ? 8 7 7 &6 6 5 2
43 00 90
¥
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TINE = 190 33300208000 000 880800090080t estsedetedteivrdevsies:
P GLéUEA P HA§19NA SgLéX HOSEOCOVER ORGéﬁlg 801IL TDT?&OC%UER

(1

MOSS DEPTH ACTIVE LAYER RODTING DEPTH
251 2.4 .2

-

AGE“ELASSES (1SI7R0US ARE i YR C%ASSES iSNDiROHS ARE {0 YR CLASSES

P GLAUCA {7 5 i2 it
49? 7141294440 2 S 0 2 2 £ 0 0 0 0 0 0 00O
P MARIANA 16 16 14 {1 {4 44 {3 {1 4 7
932340 6 3 -2 6 4 0 1 0 0 0 0 6 0 09
SALIX 6 6 5 5§ 4 { 3 3 1 2
12 4 210

TIHE = 200 033000030000 ¢0808000008¢08828000038¢¢0¢000¢0008et01
P GLAUCA P MARIANA  SALIX MOSS COVER ORG/MIN SOIL TOTAL COVER
4.8 3.4 56 50.5 35.7 ioo.0
M0SS DEPTH ACTIVE LAYER ROOTING DEPTH
25.2 i2.0 37.3

AGE CLASSES (18T ROHS ARE 1 YR CLASSES END RUHS ARE 10 YR CLASSES
P GLAUCA 48 {7 {6 13 14 i

72382221 8 & i 1 0 0 2 0 0 0 00 0 00
P MARIANA {7 16 {6 16 44 {2 i 13 9 7

68402043 3 4 & 0 0 4 0 0 0 0 0 0 0 00O
SALIX & 5 4 5 4 3 1 3 2 3

i8 5 2 7 . .
CPU time 9.87 Elapsed time 2:31.70
EXIT
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{EX STHPLE,READ RTREE, INITL ,PGDIA, PHDIA, SDIA,PGCOV, PHCOY, SCOWR,
"0UT,0UTA HOSSA,DYNAK
LINK: Load1n
» {LNKXCT SIMPLE execut1on1 .
SIHULATION TIHE?
q%INTING INTERVAL? .

EXOGENOUS CONDITIONS:
HOISTURE GERMINATION PROE SLOPE
. i 0.5 Pi= 0000400 8.0
: e = 0.5 P2 = 0000380
P3 = 0000100 .
[OL I BET aalip ¢ 3000082000000 00090000¢000¢000200¢v80008000008048
P GLAUCA P MARIANA  SALIX MOSS COVER ORG/MIN SOIL TOTAL COVER
- 6.3 0.0 6.0 558 38.7 100.0
MOSS DEPTH ACTIVE LAYER ROOTING DEPfi
24.0 2.9 - 36.9

AGE CLASSES éiST ROHS ARE i YR CEASSES 7ND ;OHS7ARE 10 YR CLASSES

P GLAUCA 8
59 43 3¢ °1 15 10 90 0 0 0 0 0.0 0 0 0 00
PMARIANA 0 0 0 ¢ 0 0 0 0 o0 Q¥
0 0 0 0 0 0 0 0 0 0 6 0 O 0 O 0 0 06O
SALIX 0 0 0 0 0 0 0 0 O O :
0 0 0 0

TIKE = 10 3SR e R et e s bt s 0ot evediertioertserotts el
P GLAUCA P MARIANA SALIX 0SS COVER ORG/MIN SOIL TOTAL COVER
* 4.9 03 06 55.8 38.3° 100 0

M0SS DEPTH ACTIVE LAYER ROOTING DEPTH
24.2 i2.6 36.8

4

»

AGE CLASSES (18T ROWS ARE 1 YR CLASSES; 2ND ROWS ARE 10 YR CLASSES
P GLAUCA 19 {8 17 {4 {2 13 9 8 4 i2 :
19 41 13 g 0 6 0 0 680

36 27 8 S
P HARIANA 4B 18 16 14 i7 16 18 ii 14 14
0 0 0 B 0 § 0 6 0 O 70 2 0 00 0 06O

PO

SALIX Z 07 ; 60 7 4 5 4 7
Pl o whHE S R B AL RO
M0SS DEPTH ACTIVE LAYER ROOTING DEPTH ) .
. 24.4 2.6 37.0 ‘
AGE CLASSES (iST ROWS ARE { YR CLASSES; @ND ROWS ARE 10 YR CLASSES
P GLAUCA i6 18 {5 16 13 13 12 10 43
1342 83 5 4 3 0 00 0 0 0 0 0 00O

P MARIANA {7 47 .45 45 i7 1S 15 14 {2 12 ,

Xk 0 0 0 06 0 0 0 0 0 0 0 ¢ 0 0 0 0 00
SALIX 7 5 5 4 5§ § 2 4 4 5

47 0 00 s

2
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PR

«w

o

AT
DN

HE = 190 D 32809083088007 7008800000800 0¢000880803080000000%¢;
GLﬁUgA P HA?I?NA*’ SALIX MDS%ECQUER ORGéglg S0IL TOT?%UCgUER

& 5.5

MOSS DEPTH ACTIVE LAYER RODTING DEPTH
265 ., {24 . . 3.4

AGE CLASSES (18T ROWS ARE i YR CLASSES; 2ND ROWS ARE 10 YR CLASSES
P GLAUCA 8 17 47 {6 {4 18 {0 {3 43 40

84 4§§37 3727343000000 000 00O
P MARIANA 17 15 12 14 9 {2 {4 7 b

4448 5 6 3 2 0 ¢ 4 06 0. 0 0 0 0 0 0 00
SALIX 6 & 4 4 4 4 3 § 3 .0

7 41 1 5

TIME = 200 B e30039930388080 30008000008 ¢00008088880¢8y 2eebeetss
P GL?UgA P th?f“ﬁ S?L%X HOS%OCQUER URGgylg S0IL TOT?&chUER

M0SS DEPTH ACTIVE LAYER ROOTING DEPTH
26.6 2.4 38.7

AGE CLASSES (1ST RDWS ARE { YR CLASSES; 2ND RONS ARE 10 YR CLASSES
P GLAUCA 19 18 48 {7 {4 {2 i1 1

i 1S 12 i
76522545 S 4 2 6 2 0 0 0 0 O O 0 G 0O
© P MARIANA {8 {5 iS5 42 {3 42 1. 7 7 b
46 1641 5 4 2 0 0 0 0 0 0 0 0 O O O 00O
SALIX 6 5 4 o 3 2 41 1 &2
i1 9 & 2
CPU tine 9.78 Elapsed time 2:32.53

EXIT

~ 2
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(EX SIMPLE, READ RTREE, INITL,PGDIA,PHDIA,SDIA, PGCOV,PHCOV,SCOWR,
T,0UTA, HOS54 , DYNAH
LINK: Loadln
[L NKXCT SIMPLE executlonl
g(l}gummn TIME?
%mmc INTERVAL? - -
EXOGENOUS CONDITIONS

HOISTURE GERMINATION PROB SLOPE
Mi Pi 00400

= 0.3 = 5 0
42 = 0 3 p2 = 0380
' P3 = .0000100
TINE 0 13008 908809840928 0000003 ¢008¢000 08 Povatetssssdfteeedy

GL UC P MARIANA  SALIX MOSS COVER ORG/MIN SGIL TOTAL COVER
0.0 0.0 55.0 387 100.0
HOSS DEPTH ACTIVE LAYER ROOTING DEPTH
24.0 13.9 37.9

AGE CLASSES (15T ROWS ARE 1§ YR CLASSES 2ND ROWS ARE 10 YR-CLASSES
9 7 9 8 8 7 7

P GLAUCA 8 7
9 43 31 21 15 18 9 0 g ¢ 0o 00 00 0 860
P MARIANA 0 00 0 0 0 0 6 & 0
0 6 0 0 6 0 0 0 0 0 0 0 0 0 0 020
. SALIX 9 0 0 0 g 0 0 0 9
g 0 00

TIME = {0 233 etecsect o1ttt teestsieeeertsesotsdoetisssy
P GLAUCA P MARIANA SALIX MOSS COVER ORG/MIN SOIL TOTAL COVER
4.7 0.3 0.4 54.5 40 .1 160.0

H0SS DEPTH~ ACTIVE LAYER ROOTING DEPTH
241 i4.9 38.1

AGE\CLASSES‘(iST ROHS ARE i YR CLASSES ND ROHS ARE 10 YR CLASSEo

35 23 23 iS 10 9 4 "3 0 0 0 D 0 b 00 0 0 0
P MARIANA 19 19 18 17 iS5 13 12 if 15 13
00 0 009 000 000 00 00O
SALIX g 0S ; 50 4 s 3 'S 4 5 3

g™ wak IRV ***§§ IS ’éﬁ‘éﬁ*ﬁﬁé éﬁt*"’fﬂﬁ:ﬁééﬁ'

IANA
2 0.8
HDS% BEPTH ACTIUE LAYER' ROUTING DEfTH -

-

AGE CLASSES (ST ROWS ARE 1 YR §%A5§§s,ignnigous ARE 40 YR CLASSES

© P GLAUCA 20 {7 ig 17 14 8
7 13 12 7 64 41 000100 00 000
P MARIANA {9- 14 17 15 12 45 40 6 f4 9
76 0 00 c 0 0 0 80 90 0 00 0 d 000
SALIX 6 5 5 S 4 3 i
29 0 6 0

F
4
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T Tl HE 190

. ACE CLASSES (45T ROWS ARE 1 YR CLASSES;

i
&

v
~
.

XX*!X*XX**X**Xt***ﬁ**lX**X*l***X*tﬁ*l**l******gtf*
P GL? gA p HA%IQNA SgLIX HOSB3CgUER ORG/HIg 50IL TOT b gUE

HOSS DEPTH ACTIUE LAYER ROOTING PEPTH o w

e
. .

"

2ND ROWS ARE 10 YR CLASSES
8 42,15

P GLAUCA 25 2% 24 18 23 {6 '4i9- )
85 p-0 0 0 0.8
0

i2 ]
7 7
]

U"I

8 30
P MARIANA 23 18 16

i
0
0
SALIX

b 0
6 7

O
=
(=1 hh

i 1

E = 200

- TIY XX*XXX****X*Xt*X******X**X*X******!*X*X**xt***t** :
P GLQUEA P HA

A SALIX HOSS COVER ORG/NIN-SOIL TOTAL COVER
0.2 5 437 8.1 9100

AN

MOSS*DEPTH ACTIVE LAYER ROOTING DEPTH
25.4 6.8 42.2 ~ e

AGE CLASSES (1ST ROUS ARE 1 YR CLAS%ES? 2ND ROWS ARE 10 YR CLASSES< .
P GLAUCA 24 24 22 20 20 21 i3 43

D
2 {
;! 20 000 0,00 0 0O,
3. s 4 2 0 1 . -

{4
oKX 50 25 14 5SS 3 40600 600 00 0 00
P HARIANA 23 15 RUSTO IS 2 2
s 0-00 0.0 0 000 00 §f 0o
SALIX g ! 22 i 4wt f .
CPU time 9.48 Elapsed time 2:32.52 _ \
EXIT wo T - '
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APPENDIX 3
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»

Computer listings' of BASIC and FORTRAN programs used in Chapter 4

-~

ysing data and for graphical'gresentation. The programs appear in
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SACHEL S N
.

-

e

c'00010 PRINT “PROGRAM NAME --- EUCDP* '
00020 REM--=mIHIS PROGRAM COMPUTES EUCLIDEAN DISTANCES BETWEEN
00030 REM QUADRATS FROM RAW OR NORMALIZED DATA. "THE DATA ARE
,00040 REM READ FROM DISK FILE RAWD ARRANGEDAS P SETS OF N
.00050 REM NUMBERS. P SIGNIFIES THE NUMBER OF SPECIES AND N THE
00060 REM NUMBER OF QUADRATS. THE COMPUTED DISTANCES ARE WRITTEN
60045 REM INTG DISK FILE DIS.

¢

00070 PRINT * .
00080 FILES RAWD,DIS

00090 SCRATCH #2

00108 DIN X(4,23),Y(23)

00120 REM--—EXPLANATIONS TO ARRAY SYMBOLS:« .

00140 REM . X ~ A PXH ARRAY OF DATA - . .

00150 REM Y - AN N-VALUED VECTOR -

00480 REW---READ DATA, NORMALIZE QUADRAT VECTORS . -
0090 PRINT *NUMBER OF ECIES p*;
00200 INPUT P . ’

00210 PRINT “NUHBER ‘OF QUADRATS N*; )

00220 INBUT N-
00230 PRINT. *TYPE 1 IF NORMALIZATION IS REQUIRED ELSE TYPE 0%;

. 00240 INPUT /

00242 PRINT *TYPE { TO URITE DIAGONAL ZERDS IN le,
00243 PRINT “ELSE TYPE 0%;

00244 INPUT If
00250 MAT Y=ZER
00260 FOR I=1{ TOP
00270 FOR J=f TO N
00280 READ #i,A
00290 LET X(I,J)=A
00300 LET Y(I)=Y(J)+X(I,J)*2
00340 NEXT J,I

. 00320 IF Z=1 THEN 340

00330 MAT Y=CON

00340 FOR I=1 TO N . '

00350 LET Y(I)=8QR(Y(I)) - -

00360 NEXT I

00370 REM-r-COMPUTE DISTANCES

00380 PRINT *TYPE i IF PRINTING OF DISTANCES REQUIRED"
00385 PRINT “ELSE TYPE 0°; '

00390 INPUT V . —
05400 PRINT '
00410 FOR J=f TO N~1
00412 IF I1=0 THEN 420
00414 WRITE #2,0; I i
00420 FOR K=J+1 TO-N ° ‘ °
00430 LET S=0 . ; ‘ -

00440 FOR I={ TO P

00450 LET S=S+(X(I,J)/Y(J)-X(I, K)/Y(K))‘Z

" 00460 NEXT I

00470 WRITE #2,SQR(S); N ‘ - .
00479 NEXT K S o -
00480 WRITE #2 , : "

00481 NEXT J

e

P3¢ e

ar e




00482 IF Ii=0 THEN 490 “
00483 WRITE 32,0

00490 IF V=0 THEN 590

00500 RESTORE %2 ]

00510 PRINT “UPPER HALF OF DISTANCE HATRIX* ‘ :

00543 LET I3=0 : \\ .
00545 IF Ii=f THEN 520 ‘

00547 LET I3={

00520 FOR J=1 TON-I3
00530 FOR K=J+I3 TO N
00540 READ $#2,A

00550 PRINT &;

00560 NEXT K .
00570 PRINT

00580 NEXT J N
00590 END i . - L

2 P

w

00005 PRINT *PROGRAM NANE --- MHAT"
00010 REM - CALCULATES DIS=F(X1,X2,X3,X4) WHERE DIS IS A NEW
00020 REM  DISTANCE MATRIX FOR SPF & THE Xi‘S ARE FRON ~
00030 REN PROGRAM MULT3 (FILE DISX). THE PARAMETERS USED FOR
00040 REM REGRESSION ESTIMATION ARE READ FROM FILE PARAH
00045 PRINT * : =
00050 FILES DISXP,DIS,PARAM  _ | :
00060 SCRATCH 22 B R
00070 DIM-Y(253),X(13,253), B(13) P
00080 REM - ARRAY SIZES : .
00090 REM Y = VECTOR . # )
00400 REM X - PXN MATRIX *
00105 REM, < 'B - P VECTOR . : SN ‘
00110 PRINT *NUMBER OF X VARIABLES'; 5
60120 INPUT P ‘
00130 REM - OLD Y SKIPPED OVER
00140 FOR I=i TO 253
00450 READ #1,6
00160 NEXT 1

00470 REM - PARAHETERS OBTAINED L i

00180 READ 43,4

00190 FOR I=f TO P

00200 READ #3,B(I) = _

00210 NEXT I .
~00250 REM ~ READ X . . ‘
-00260 FOR I=i TO P : g v

00270 FOR J=1 70 253

00280 READ #1,X(I,J) ;

00290 KEXT 1,1 ) v - : Ty

00300 REM - CALCULATE Y & OUTPUT e . ‘

00320 FOR J=i TO 253 T ’

00330 Y(J)=A ) ‘

00340 FOR I=1 TO P ,

00350 YT)=Y(T)+B(II¥X(1,]) o ery T .

00360, NEXT 1 ‘ P s

00370 WRITE #2,Y(]) ' ' ! L




‘ .
‘“‘"i.x
k>
%
s

PRt

Nid

-

00380
00390

00005
00610
60045
00020
00030

NEXT S -*
END™% -

] . i)
4 3 o

PRINT *PROGRAH NAME~-- HREGRS L

REM - MULTIPLE REGRESSION >
PRINT "
FILES DIS.. ‘

DIK D(14,253),H(14) 7(253,14),07]9,14),Y(13,1),3(13,13)

00035 DIN I¢{3,i3), B(i3 1)

000640
60050

B0060

00070
00080

00090

00100
00110
00120
00430
00140
00150

60160°

00470
00480

00490,
00200

00210
00220
00230
00240
00259
00260
00270

00280

00290

" 00300

00310
00320
00330
00340
00350
20360

. 00370
40380

00390

FOR J=1 TO N

REM - ARRAY DIMENSIONS:

REX D - P+i X N HATRIX
REM M -'P+{ VECTOR

REN T - N X P+t HATRIX
REH U - P+{ X.P+1 HATRIX

REM  Y,B - P COLUMN VECTORS
REM 6,1 -"P % P MATRICES

PRINT *# OF POINTS N*;

INPUT N

PRINT *#70F X-UARIABLES P";

INPUT P

PRINT "GIVE FORMULAEFOR=REGKESSION (A$)*®
INPUT A$ ° )

REM - READ-DATA _

FOR I={ TO P+

RERD #4,D(I,3) bt
H(I)=M(I)+D(I,])

NEXT J,1 -

REM - GET ROW MEANS & CENTRE DATA
FOR.I={ TO P+{

HCI)=M(I)/N

FOR J={ TON ¢ B
DI, D =D(T,5)-HI) N S
NEXT 3,1 ; ’ *
REH - GET (ROSS PRDDUCT HATRIX U

NAT T=TRN(D) :

HAT U=DXT -

REM - SUBDIVIDE U INTO OTHER HATRICES
Q=U(1, 1)

FOR 1=1 TO P

Y(I,4)=0(TH , 1), E

FOR J=4 TO P s
S(I,7)=U(T+1,J+1)

NEXT J,1

REM - PRINTS PRELININARY RESULTS

00400 PRINT

00410

00420
00430
00440
o450
00520
00530

PRINT “PRELIMINARY RESULTS .
PRINT “MATRIX M

HAT PRINT M

PRINT *MATRIX U*

HAT PRINT U

REM - CALCULATES HATRIX B .
HAF I=INV(S) o s -

-

/

~
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€




00540
60550
00560
00570

- 00580
" 00590
© 00600

fo6i0

80620
00630

60640

" 00450

00660
00670
00680
00690
00700
007490
00720

- 04730
©. 00740
00750

00760
00770
00780
00790
00800
00840
00820
ooqag
00005
00010
00045
00020
00030
00040
00050
00060
00070
00080
00099
00100
00440
00120
00430
00140
00150
00460
00170
00180,
001905
00200

“

A\

HAT B=IxY \
REM - GET A=M({)-SUM(B(I,{)x¥(I+{)y

FOR I=i TO P

W=W+B(I, 1) XM(I+1)

NEXT 1

A= (1)~

REM --GET Y-HAT’S T0 CALCULATE Q(R) & QUE).
REM  Y-HAT‘S COME FRON NON-CENTRED MATRIX
FOR J=1 TO N ~ .

FOR I={ TO P

Y=Y+B(I, )R (D(I+1,])+H(I+4))

NEXT 1 /

Y=Y +A

B=Q1+(Y=4(1))*2 .
G2=Q2+(D(f,J)+H(1)- Y)*2 -

Y=0

NEXT T . -

REM - FINAL RESULTS b

PRINT

PRINT “FINAL RESULTS FOR:*

PRINT- A$
PRINT

PRINT * @Q“,"

Qill)l' QE:I;II"_,RH

PRINT §,Q4,82,5QRT(QL/Q) R

PRINT

PRINT *A = *A
PRINT ’
PRINT “MATRIX B"
HAT PRINT &,

END ’

PRINT "PROGRAM NAME --- MULT3"
REM - PREPARES A DATA MATRIX FOR US N HHAT
PRINT *==== =

KJ

,
- r,’J’

» it
.
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FILES DR, DRP, ST, TP, OR, ORP  £R, ERP,D
SCRATCH 49

DIM F(4),X(14,253)

PRINT "WHICH OF THE FILES ‘DR’
PRINT *BEEN PERTURBED?"
PRINT "TYPE 0 FOR NO PERTUR
FOR I=f TO & =

INPUT F(I)

FUD=F(1) 4281~

MEXT T .
FOR J=1770 283 - -
X(1,5)=0 7
READ #F(1),X(2,3)

READ #F(2),X(3,])

READ 4F(3),X(4, J)~ -

READ #F(4),X(5, )

X6,D=X(2,1)" 5

X(FD=X(3,0)5 .
KEDX4,D"5 ‘

FXP.

5T/, ‘OR’,

110N, { FOR PUR

OR ‘ER’ HAVEY... .

TURBATION®




00210
00220

00230,

00240
go2so0
00260
00279
00280
60290
00300
00340
00320
60330
00340

00040
00020
00030
60040
00050
00050
00070
00080
00420
00130
00140
00450
00170
00490
00200
00230

0250

00260
00270
00280
00299
00295
00300
00319
00320
00330
00340
00350
00350
00370
00374

" 00380

00390

: 00400

00405
00440

- 00414

- 00442

X(9,5)=X(5,1)*.5

X(40,3)=X(2, 1) . 33

X(41,5)=X(3,3)* 33

X(12,7)=X(4,1)* 33

X(13,7)=X(5,1)*.33
X(44,T)=(X(2, 1) RX(3, D) XX(4, DRX(5,T))4. 25
NEXT T %

FOR I=1 T0714

"FOR J=1 T0 253 -

WRITE #9,X¢1,D);

NEXT'T p
WRITE #9 -

NEXT 1

END

PRINT “PROGRAl NAME --- PCADP®

REN--- CONPONENT SCORES ARE COMPUTED FOR N INDIVIDUALS
REM BASED ON THE Q OR D-ALGORITHM OF COMPONENT ANALYSIS
REM THE INPUT DATA CONTAIN THE UPPER HALF OF A CROSS

REM PRODUCT OR EUCLIDEAN DISTANCE MATRIX, EXCLUDING THE
REM VALUES IN THE PRINCIPAL DIAGONAL, STORED IN DISK FILE
REK DIS. COMPUTED COMPONENT SCORES ARE WRITTEN INTO DISK
REK FILE COMS )
PRINT * 2
FILES -DIS, COMS

SCRATCH 2

DIN R(23,23),B(23,23),8(23)
REM--—EXPLANATIONS T0 ARRAY SYNBOLS

REM R,"B - NXN ARRAYS

REM @ = AN N-VALUED VECTOR
REM---READ DATA .

PRINT *NUMBER OF INDIVIDUALS N*; .
INPUT N

PRINT "T0 DIVIDE DATA BY SQR(N 1) TYPE ¢"

PRINT *ELSE TYPE A NUNBER OTHER THAN 1;
INPUT I

HAT R=ZER

IF ¢4 THEN 330

LET P=N-{ .

6O 10 340 - o
LET P=4 . "As;‘,'.
FOR I=1 TO M ’

FOR J=I+ TO N

READ #1,A ' >
LET A= A/SQR(P)

LET A=A%A S

LET R(I,1)=A : -
LET. R(J,I)=A

-
—— L]

NEXT J,1 - o .

GOSUB 1290

‘AT B=1DN

FOR I=1 TO N o
Q7=Q7+R(1, T ' ‘\\\
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00413 NEXT I

80420

- 00430

00440
00450
00460
00470
00480
00490
00500
00510
00520
00530
00540
00550
80560

pes

00570.

00580

00590,

00600
00610

00620

004630

00640

00650

00650

00670

00680

«}0690

00700

. 00710
- 00720
60730

00740

. 00750
= 00750
00770

09780,

00790
PR 00800

STTT008iR

" =00820

REM---EIGENVALUE AND UECTOh PRdCEDURE

LET A=0.0000000¢
LET C=0

FOR I=2 70 N
FOR J=f TO I-{
LET C=C+2%(R(I,])*2)
NEXT J,1

LET Y=SQR(C)
LET 0=(A/N)xY
LET T=Y

LET D=0

LET T=T/N

FOR Q=2 TO N

FOR P=1 T0 @-{

IF ABS(R(P,Q))¢ T-THEN 870

LBT D=t

LET-V=R(P,P)

LET Z=R(P,Q)

LET E=R(R,Q)

LET F=.5K(V-E)

IF F=0 THEN 456

LET G=-(SGN(F))

60 TO 460

LET G=-{ ‘
LET G=GXZ/(SAR(Z*2+F*2))

LET H=G/{SAR(2k(1+SQR(1-G*2))))

LET K=8GR{1-H*2)
FOR I=1 T0 N

IF I=P THEN 780

IF 1=Q THEN 780
LET C=R(I,P)

LET F=R(I,Q)

LET R(Q,1)=CXH+FXK
LET R(I,Q)=R(q,T)
LET R(P,1)=CYK-FXH
LET R(I,P)=R(P,T)
LET C=B(I,P)

LET F=B(I,Q)

LET B(I,Q)=CRH+F¥K
LET B(I,P)=CH-FXH,
NEXT I -
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00B30,LET R(P,P) =YK 2+EXH2-2KZXHXK ' N
00840 LET R{Q,Q)=VRHA2+EXK*2+2XZXHXK .
00850 LET R(P,Q)=(V-E)XHRK+ZX(K*2-H*2)

00850
00870
N 00880
S 0089
- 00900
00910
00920
00930

'LET R(R,PM)=R(P,Q) |

NEXT P

NEXT Q L

IF DOYE THEN 920 © -
LET D=0

GO 10 540

IF 750 THEN 530

FOR I=1 70 N




*

?

00940
00950
00960
00970
00989
00990

. pa000
01040
01020
01030
01040
01050

~ 01060
01070
01080

. 04090
01100
01410
01120
01130

- 01140
0141
01142
01450
04160
01470
01180
01490
01200
01240

. 01220
01230
01240
04250
01260
01270
01280
01290
01300

0£340.

04320
01330
01340
04350
01360
04370
01380
04390
04400

_ q%oos
03040

00020

LET Q(I)=I

NEXT I °

LET J=0

LET Y1=0

LET J=T+

FOR, I=4 TO N-J

IF R(I,I7)=R(I+1,1+1) THEN 1080
LET Visi

LET V2=R(I,1)

LET R(I,1)=R(I+f,T+1)
LET R(I+4,1+1)=V2

LET P=Q¢I)

LET Q(I)=Q(I+1)

LET Q(I+1)=P

NEXT T

IF Y4()0 THEN 970

FOR J=1 TON

IF R(J, (0 THEN 1270
PRINT

LET K=Q(J)

PRINT *ROOT™; J; *="; R(J,J)%, OR"100¥R(J,J)/Q7"X"
et

Q4=Q1+R(J,7)/q7

PRINT "CUMMULATIVE Z*i00x84
PRINT *COMPONENT SCORES"
LET V=0

FOR I=1 70 N

LET V=U+B(I,K)*2

NEXT 1

FOR I=f TO N

LET A=B(I,K)XSQR(R(J,1I/V)
PRINT A;

WRITE #2,A

NEXT I

PRINT

PRINT

NEXT J

sTOP

FOR I={ TO N

FOR J={ TO N )

LET B(I,1)=B(I,1)+R{(I,T)
LET B(J,2)=B(],2)+R(I,J)
LET A=A+R(I,]) .

NEXT 7,1

FOR I=f{ TO N |

FOR J=1 TO N

LET R(I,5)=-0.5%(R(I,T)-(B(I,1)+B(J,2)-A/N)/N)

NEXT J,1
RETURN
END

PRINT "PROGRAM NAME --- PERDIS"

s 4

REM - PERTURBS AN UPPER TRIANGULAR DISTANCE MATRIX

REH BY A GIVEN X —

¢

" 160
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00025 PRINT * === : . =¥
00030 PRINT *{ - DR, 2-ST, 3-0R, 4-ER"
00040 PRINT-*FILE # FOR INPUT®;
) _ 00050 INPUT F .
00055 Fi=F+4
00060 FILES DR,ST,OR,ER,DRP,STP,ORP,ERP
00070 SCRATCH 45,5,7,8 -
a 00080 PRINT "GIVE-PROPORTIONAL CHANGE (0 - 1);
00090 INPUT C
00100 C=1+4C
00§10 FOR I=22 7O .{ STEP -i
60120 FOR J=1 70 I
00130 READ #F,X -
00140 X=X¥C
00150 WRITE #F{,X;
\\\ 00160 NEXT J
00470 WRITE #Fi
00180 NEXT I - )
00190 END : .

C %X PREP  20.10.78 (UPDATE {.4.8f) ¥xx -
C THIS PROGRAK PREPARES DATA FOR PROGRAM STERED. DATA IS READ
C FROM FILE PTS, ARRANGED AS P SETS OF N #'S (i # PER LINE) N
| - C OUTPUT FILES ARE PTSi, PTS2, PTS3 & INFO g
- INTEGER P,N,DIN(3) ’
© REAL ‘X(iﬂ,SO) ' 4
c
C DIMENSIONS OF DATA FILE GIVEN & DATA READ INTO X
C -

.

" WRITE(H,1)
{ FORMAT(’ # OF DIMENSIONS')
. - READ(S,2)P ,
g . " FORMAT(I) ) - -
WRITE(4,3) .

3 FORMAT(’ # OF PDINTS") ‘

READ(S,2)N S '

OPEN(UNIT={,FILE="PTS.DAT*) ' _ '

00201=1,P - .

DOL4J=1,N ) P -

READ(L, 4)X(I,T) ‘
- - 4 FORMAT(6)

- 10 CONTINUE

ro

: : 20 CONTINUE .
. CLOSE(UNIT={,FILE='PTS.DAT’)
% C
é C USER CHOOSES.3 DIMENSIONS FOR THE AXES

:" : - C <

R ‘ WRITE(4,5)

. . " S FORMAT(’ SPECIFY THE 3 DIMENSIONS TO ACT AS AXES -(312)")

READ(S,6)DIM(1) ,DIN(2), DI(3) ' -

b FORHAT(312)
C ’
C

WRITE DATA INTO FILES - ‘ ' A 7




=

- s
4

C ha . £

OPEN(UNIT=1,FILE='PTS1.DAT’) - .
OPEN(UNIT=2,FILE='PTS2.DAT’) e

OPEN(UNIT=3,FILE=‘PTS3.DAT’) ’

DO30J={,N

WRITECL,7)X(DIN(), n
WRITE(2,7)X(DIN(2),T)
HRITE(3,7)X(DIﬁ(3),J)

7 FORMAT(F)

30 CONTINUE
CLOSE(UNIT={,FILE="PTS{.DAT")
CLOSE(UNIT=2,FILE='PTS2.DAT")
CLOSE(UNIT=3,FILE="PTS3.DAT")

¢ ] | C
C CREATE INFORHATION FILE
c

OPEN(UNIT=1,FILE= INFO.DAT) c

WRITE(1,8)N,DIN(1) ,DIN(2),DIN(3)

=8 . FORMAT(IS,3I2)

1

CLOSE(UNIT i,FILE="INFO.DAT' ) '
END

00010PRINT "PROGRAM NAME --- SSAP*

00020 REM--- THIS PROGRAM COMPUTES A HIERARCHICAL CLASSIFICATION
00030 REM FOR N INDIVIDUALS BASED ON EUCLIDEAN DISTANGES.
00040 REM THE DISTANCES ARE READ FROM DISK FILE DIS CONTAINING
00050 REH THE UPPER HALE OF. THE DISTANCE MATRIX EXCLUDING ¢ .-
00060 REM_ZEROS IN THE<PRINCIPAL DIAGONAL POSITIONS. s
00065 REM QUTPUT IS5 USED IN DRAWING A DENDOGRAM. .
00070 PRINT *= z ===z . zzzzzzast

00080 FILES- DIS,FUSION 4 .

00085 SCRATCH #2 . '

00090 DIX D(23,23), R(23 23) N(23),Q(23), A(23 23),X(23)

00109 DIN F(22) 11(22) I2(22) ;

00110 REH--—EXPLANATION? T0 ARRAY SYMBOLS:

00130 REM D, R, A - N¥N ARRAYS -

00440 REM N, Q, X + N-VALUED VECTORS' ‘
00150 REM “F, I, I2 - N-{ VALUED VECTORS T
00470 REM~--READ DﬁTA -

00480 PRINT ™NUMBER OF INDIVIDUALS N*;

00190 INPUT N

o

00200 FOR J=1 TO N-t .
00210 FOR K=J+ TON =
00220 READ BicA— |
00230 -LET DI, K }=AXA/2 .
240 LET D(K,J)=AtA/2 :

00250 LET A(J,K)sAXA o . , . .o

00260 LET ACK,J)=A%A S ‘ ~
00270 NEXT K,J :

00280 REN-—-AT THIS POINT HATRIX D CONTAINS THE WITHIN GROLP
00290 REW SUM OF SQUARES FOR ALL POTENTIAL FUSIONS

00300 LET D=0 : .
00310 KAT N=CON
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00320 MAT R=ZER E
00330 MAT Q=ZER . :
00340 FOR I=1 TO N :

00350 LET R(I,1)=I

00360 NEXT I

00370 REM---SEARCH FOR VALID FUSIONS
00380 LET D=D+{ )

00396 LET @=10*10 T
00400 FOR J=1 TO N-{

~00410 IF R(J,1)=0 THEN 500
00420 FOR K=J+#1 TO N .

00430 IF R(K,1)=0 THEN 490

~ 00440 LET ®¥=D(J,K)-Q{J)-Q(K)

00450 IF W)=Q THEN 490
00450 LET Q=W

00470 LET L=] :
00450 LET M=K .
0490 NEXT K <.

00500 NEXT J -
00540 LET C=0

00520 FOR I=N(L)+i T05§§L)+N(H)

00S30 LET<C=CHy | %

00540 LET R(L,D)=R(H, ~»;¢

06550 LET REH D=0

00560 NEXT I ..

00570 PRINT N
00SUNPRINT * CLUSTERING PASS"D

00§}E}LET N(L)=N(L) +N (M) - <
00600°LET N(MY=0

00610 LET Q(LI=DIL, HYE .
00620 LET Q=0 | S
00630 FOR I=t TON °

© Q0640 LET D(H,1)=0 o ‘
~ B06SOLET D(I,KH)=0 :
00660 HEXT I

00664 LET F(D)=QiL) - @
00662 LET 11(D)=L C

00663 LET 12(D)=H -

"00670 PRINT “GROUPS IN FUSTONC"L*+*H"*

00680 PRINT"*NUMBER OF INDIVIDUALS IN GROUP *N(L)

" 00690 PRINT “SUM OF SQUARES™Q(L)

00700 PRINT “INDIVIDUALS:®
00718 FOR J=1 TO N(L)
00720 PRINT R(L,1);

+ 00730 NEXT J ~ - . .

00735 PRINT

00740 REM-r-GENERATE NEW D MATRIX

00750 FOR I={ TON ¢

00760 LET 5=0 .

00770 IF RCI,1)=0 THEN" 940

00760 IF I=L THEN 940 . 3

00790 FOR J=1 TO NCI) - .

60800 LET X(J)-R(I I '
“\~\>

k]

163

A . -~ : . 5*




. e - ' " 164

' 00810 NEXT J -
- . © 00820 FOR H=i TO NfL) -« v . -
' 00830 LET J=J+ ) , -
‘ 00840 LET X(J)=R(L,H) .. : . -
~ " 00850 NEXT H ) s d ‘
00860 FOR J=1 TO N(I)+N(L)-{ ) .
00870 LET A=X(J)
_‘00880 FOR H=J+f TO N(I)+N(L)
. 00890 LET B=X{H) - - . -
. 00900 LET 5=5+A(A,B) T
< 00940 HEXT H,J )
00920 LET DYI,L)=5/(N(I)#N(L))
00930 LET D{L,D)=D{I,L)
00940 NEXT I
00950 IF D=N-1 THEN 970
00960 60 TO 380
00970 WRITE $2,M-1,N
00980 FOR I=1 70 N-i
P 00990 WRITE #2,F(I),Ii¢D),I12(D) ‘
01000 NEXT I . ‘ '
01040 FOR I=1 TO N :
. . 04020 WRITE #2,R(IE(N-1),1) ]
. ~01030 NEXT I K =
| ‘ ] % 01040 END

.-

C XXX STEREP  25.8% XX
C COMPUTES STEREQ COORDINATES FOR DATA FROM PROGRAH PREP. THE
- C DATA IS FOUND IN FILES'PTS, PTS2, PTS3 & INFO. OUTPUT IS TO
o FI&ES STC, BOX & INFON WHICH ARE USED~IN PROGRAM HPSTPL
COHMON/AREAi/X TDISP, THAX , THIN/AREAZ/Z . .
INTEGER N, DIM(Z) AXIS(3)
REAL X(3, so> TDISP(3) THAX(3) , THINC3) , HAX(3) , HIN(3)
REAL naxn SIDEA SIDEB,SIDEC, R(8) 5(8),7(8), Hi(SO) H2(50)
REAL N1(50),N2(50),P1(8),P2(8),Q1(8) ,32(8) DISP(E) X4(50)
REAL X2(50),Y(50), 2(50) L1,L2,R1,R2, H K
€ : w
« . CREADS INFOD S ' %
~ - T .
‘ OPEN(UNIT={,FILE='INFO.DAT/) ™
. READS, 1N, DIN(1),DIN(2), DIH(3) _ - _
1 FORHAT(I3 312) : S e
CLUSE(UNIT 1,FILE=INFO,DAT'). L e .
c \ S .
C POINTS DATA READ INTO X - . . '
C - S
: OPEN(UNIT i, FILE—'PTSi DAT’) ~ -
L OPEN(UNIT=2 FILEZ/PTS2.DAT') . oo - :
. _ OPEN(UNIT=3, FILE-’PT53 DAT")
‘ DO10J=1,N
READ(1 2)x<1,J)
READ(2,2)X(2, 1)
READ(3,2)X(3,J)
' 2 FORMAT(F)




10  CONTINUE -
CLOSE(UNIT=4 ,FILE="PTS{. DAT > . s
CLOSE(UNIT-" FILE='PTS2.DAT") ¢
CLDSE(UNIT=3,EILE=’PTS3.DAT')'

<
>

C' HAX-& HIN GIVEN FOR THE 3 ROW VECTORS IN X Lo
C ~
WRITE(6,23) : :
23 FORMAT(’ GIVE AX &-MIN FOR THE 3 AXES & BE CONSISTENT (2F
D01201=1,3 7
MRITE(H,24)1 s
24 FORNAT(’ AXIS / 11 o . L
" READ(S,25)THAX(D), THINGD  © o
25 FORMAT(ZF) ;o "
TDISP(I)-TMAX(IF*TMIN(R) ‘
(1200 CONTINUE . -
C .
G USER] CHOOSES ORDER OF oxﬁ” SIONS ‘ .
¢ . :
WRITE(,3) : ~
3+ FORNATC’ DIHENSION. DISPERSIUN HaX "HIN)
Do20I=4,3 :
WRITE(6,4)1, TDISP(I), TMAX(I) THEN(L)
4 FDRMAT(bX 11 4X,F9.5,2X,F9.5,K,F9.5) - i
20 —TONTINUE- s, - -
_ WRITE(6,5 '
5 FORHAT(' PERMUTE THE DINENSIONS BY TYPING THE ¢
%8 1,2,3 IN SOME ORDER") . , -
" READ(S,6)AXIS(1),AXIS(2) ,AXES(3) e
6. FORMATC3ID) . R . Co.
" DO401=1,3 - , -
DISP(I)IZTOISP(AXIS(D)) | * ‘ o __—
HAX ¢T)=THAX (AXIS(T)) L .
. MIN(D=THINCAXIS(D)) I '
40 CONTIMUE . . : . )
C ‘e % T e,
C USER HAS THE OPTION, FOR CHOOSING THE VIEWING CBpRDINATES
G “ ] .
. Li 1.287 - P N ¢ '
A - S S . '
Ri=2.fi2
R2=1.4 . - ’
H=9.9 e .
-, WRITE(6,9)
9 FORMAT(” THE STANDARD VIEWING COORDINATES ARE. ")
_WRITE(6,7)
7 oFORMAT(3X,’Li’;3%,’L27,3X ’Ri’,3X ‘g2’ 3X°’H )
WRITE(6, BILE,L2,Rd, R2,H .

B FORMAT(4(2X, Fs. 3) ax F3 TR S
. WRITE(H,11) . ‘
{1 WWWMWMMWMHWHMWMW) o
“READ (5", $2) 0PT NS
12*  FORMAT(AD).~ '« .« - / -

4w
.

3

N



® T IF@PT.NE.JHYES)GOTOSO

L

. WRITE(6;43) — .
~ 43 . FORMAT(’ Li‘) T , -
) . READ(S,2)L1 ¥ .
»  WRITE(6,14) ' '
14 FORMAT(! L2) _
‘ REANS,2)L2 - o .
‘ © WRITE(4,i%) - .
{5 FORHAT(/Ri") ~ P .
READ(S, R = )
WRITE(6,16) .
16  FORMAT(’ R2") " -
.- READ(S,2)R2’

URITE(b {7)~— = -
17 FbRMATt' Y, ~ =
READ(S,2)H ‘ 1 .
C ) ° " . s .
C FILE' INFON CREATED™ .
C ’ T

S0 OPEN(UNIT=1,FILES/INFON.DAT)’ v
WRITE(,1)N,DIH(AXIS(1) ), DIN(AXIS(2)%,DIN(AXIS(3))
CLOSE(UNTT={ EILE=" INFON.D4T")

bC - t - Ta

cmmmmuwmmmmf AR

0 .
¢ : -
. . -
.

HAXD=DISP (1) ° _ " A
" IF(DISP(2).GT.MAXD)MAXD=DISP (2) /5?
: IF (DISP (3) GT. HAXDIMAXD=DISP (3) J
STDEA=3 . 3XDISP (1) /HAXD.
SIDEB=3. 3XDISP (2) /HAXD'
SIDEC=3. 3KDISP (32/HAXD., .
c _
cmmamzmmImuﬁhmmsmxmmbwmmws
C SIDEAtSIDEBASIDEC . . .
‘. :

.

. g s

N

" D06t N .
© XL(1)=SIDEAK(X(AXIS(1) , 1) -HIN(1))/DISP (1)
X2(1)=SIDEBK(X (AXIS(2) 3)-HIN(2)) /DISP (2)
Y(J)=SIDECKH(X(AXIS(3), FI-HIN(3))/DISP (3)
0 CONTINUE®:
an ~~0
PROJECTS THAGES INTO THEPLANE (X1,X2)
(M3H2) ARE POINTS s;ég}%n FROK (L$,L2,H)
(H1,N2) ARE PUINTS,S TED FROM (R; R2,H)
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