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A complete cognitive science will include generaliza-

tions explanatory of human behavior which réfer to certain

1

‘ internal states of human agents. We investigate various

o

issues in the foundations of cognitive science ériéing from .
this observation. In particular, it is argued that .the
taxonomié descriptions of behavibi_which sccur in géherali—
zations over behavioral types are intentional, i.e. such
descriptions of behavior_must respect the semantic contents

of the mental states which produce behavior. This principle

¥

‘provides the hasis for an argument for the ineliminability

of a semaﬁtib‘pomponent from a completed psychological
theo;?. The concept of intentionél explaqation.is examined
and it is argueé.that though béhavioral explanation must be ;
cast in thg intentional format, intentional explaﬁéﬁion ‘
ought not to be constrained by normative rationality aésump—
tions. Sipce intentional explanation, in m3Ehy cases, re-

quires reference to the mental states of the agents of be-

havior, it is essential to understand how mentalestates are

‘ AN

to be individuated. We argﬁe that functional cr;keria:are
inadeéuate for the iﬁ@ividuation of mental states such as
propositional attitudes, e.é. the belief fhat P, the belief
that Q, the desire that 'R, e£ cetera. Wi ely .known criticisms
of the possibility 6f‘5356h6é§t of the sé antic equivalence

of beliefs are examined and rejected and semantic criteria

for the individuation of'beLiefs are offered.

iii
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IR INTRODUCTION
vy t
Thg purpose of these introductory.remarks i to provide

background for and a brief précis of some of the major
issues with which this study of psychological explanation .
is concez:r;ed. Regarging tée question of backgreund, let us
acknpwledge at the dutset that éhe approach to psychological
explanation adopted in this study lies squarely within a
rediscovered tradition in the philosophy of mind. The

representational theory of mind, as Fodor takes pains to

point out, can be associated with philosophers as diverse
as Descartes and Hume. ‘On%y\recently, hqwevef, has the re-
presentational theory of miﬂd found‘ﬁ%w and vigorous pro-
ponents [Fodor, 1975, 1981; Pylyshyn, 1980, forthébming].
Anlimportant mark of the representational theory of mind is
that it treats certain processes in cognitive systems as
interpretive operations and, thus, construes certain‘mental
states as non-extehsiqnai interpretations of the circum~

. -»
stances in which cognitive systems find themselves. To say

that cognitive processes, or the mental states they producé,
are interpretive is to say, inter alia, that the’contents
of mental states are not always strictly determined by the
stimulus condiﬁions with which'they are associated. This
point c¢an be easily and strikingly iilustrated by any one
of many different examples. Borrowing an example from

-~ - l ’#‘ "

-~




Fodor and Pylyshyn [1981}, which we will modify only

t

wslightly, consider the case Qf two seafarers lost at sea.

After many days of overcast skies, the clouds clear one.

.

nigh£ and each seafarer spies a certain star which happens

to be Polaris. The physical stimulus conditions are equi-

-

valent for each soq} lost at sea, but the mental states

which each forms subsequeﬁt to sighting the star may differ

markedly. For example, one agent might reflect upon the

benign indifference of the universe to his lot, remaining &
as lost as can be. The other agent might come to believe

/
that "the star I spy is The North. Star" and immedi%kely

k3

make for landfall, happy to be saved from impendiﬁg doom. -

!
Each agent's interpretation or representation of what he
sees differs although in some ééh§e, i.e. in the extensional
- \ ‘ -
sense, what each sees is the same ng. A theory of cogni-

tive processes must provide some way;to accommodate the fact

[

that this example illustrates: Cognitive agents construct
) |

! |
non-extensional or intensional interpretations of their

environmental conditions._ Th%hfiital representéJion thesis

is invoked precisely for the’purpdg:\of accommod;ting this
fact since it alldws us to accounf.fdf certain differences

between mental states which are assog¢iated with the same
stimulus conditions. Now some other /construct might be
g

tailored for this purposé, but representationalﬁtheorists‘

wiil afgue that any adequaée theory of mental states will

share essential features of the mental represtatation thesis. .




In Chapter I of this work, fQr example, we argue that #ny .
éded!%te psychological theory must, provide a’systematic
basis for the semantic interpretation of mental states --

this is tantampunt to the claim that at least some méntal

i

states must be viewed as Semantically en?éyed representa-

tions. !

In its present incarnation, the representational theory

of mind is closely associated with the theoretical frame-

- work commonly referred to as computational psychology. We -

may think of computational psychology as a particular version '
of the representational theory\of;mind. According to the

computational perspectivé, mental fepresentations may be

attributed two distinct sorts of prqeffties. One sort

of property attributable to mental represeitations has to do
. ) \ . . k .‘. -
with the form of the realizations of mental repkesentations

in cognitive systems; the other sort of property\has to do
A ;

]

with the semantic contents which endow mental represen
tions. 'Propertiés of the first sort, i.e. those invo}Zjng
aspects of the form of representatigné, are cbnstrued/Lﬁ
aqalogy with the formaf—properties of sentences. Thel rough
idea is that mental representations can' be ‘thought of as
syn£actically %rticulated items in a language of thought.,
The-properties/exemplified by a representation in vigtue of
its syntactic;%truqture are referred to.simp;& as tHe form

properties of the representation. An important asp ct of

v

s . 9%
> - ’
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computatiqfal psychology is the thesis that properties of

§he second sort mentioned, i.e. those involving the semantic ¢

. . ) l
contents[of mental representations, are conveyed (repre-~

sented) by the formal properties of representatlons. This
principle is sometimes put by saylng that all semantlc }

distinctions between. particular representatlons relevant

to psychological explanatlon, are captured by yntactlc or

formal distinctions between the representations|. However, -
b Y " ; . , ~
this construal of the reldtion between the’.semantic pro-

-

perties and the formal propertles of represep:\;lons is ex-‘
ces51vely austere. We might 51mply say, instead, that the 4

semantic contents of-a representatlon are encoded by"or

I

conveyed by its formal properties. One redson that this

-

latter constrXual i; preferred is that we want to be able to
a331gn actual 1nterpretatlons to~token representatlons, 1t
. -
" is not enough merely to be dble to éetermlne when an arbl- :-
trary palr of ;epresentat10ns,I3ve different 1nter%£etat1Qpez -
The important poiﬂt in all.pf this’ is that computaeional ‘
psychology, as we will see in much ﬁoge detail, carves out ;
a thearetical and exp}anatory role for reference both to
the formal properties and to the semantic prggerties of

-
N -

mental representations. ) <
« o =

SEMANTICS AND INTENTIONAL EXPLANA?ION .

\

These brief comménts concernihg the repfesentafional

4

theofy_of mind .and computational psychology indicate that




- both v1ews allow for, or even démand, thebattrlbutlon of
h f U ¢
semantlc propertles to mental states. But how does " psycho-

) fﬁblcal explanatlon become 1ﬁ%llcated in the isswue.of the

semantic contents of mental.states? One reason that

. psychological explanation is implicated in reference to the
- - . - N - \
semantic contents of mental states has to do with the

v N . P

-problem of taxonomizing behavior. In Chapter I we argue .,

-~ - e . . ) . "-.

-that any psycﬁologically adequate taxonomy of behavior must
. " -

respect.the intended interpretations under which tokens of

LI

'behavibr aré’iss\ed We, refer to a taxonomy of thlS type

as an intentional taxonomy. Further, we argue that the
intended iﬁterpretation of a token behavior is fixed by»éhe
. . P
contents of the mental states which produce the token.

N

-, Thgé, the problem of providing an adequete taxonom&-of

behavior can be solved only by'atxending to the_semantic

-]

~~

"éontents of mental states.

€
P 4

The notion of an intentional taxonomy of behavior

allows us to chafapterize intentional‘explanation in the
" p - - v R ~ -
following manner. The subsumption of a token of hehavier

% -~ ‘ ~ hd
under an explanatory generalization is an -instance.of in-

Fd

tentional behavioral explanation just in. case the genetali—
zation is deflhed over an 1ntentlonally taxonomlzed be- |
) hav1oral type. The idea is simply that 1ntent10nal explana-
tlonégévokes,law—like'generalizat?ons over behavioral types
. # j ) :
- épeiftied:uhaer énterpretations, i.e. over behav}oral types
e 4 " . ' ) ’




specified intentionally. Thus, we argue in Chapter I that

muph: if not'all, behavioral explanation should be construed
- -

Al

as-intentional explanation.

Against this view, it has been argued, principally by
S. Stich fl980f, that a.version of computatiénal psychology
is available which makes ho reference to the semantic con- |
tents of mental states. If this challenge could be sus-
tained; then our argumént for the construyal of beﬂavioral‘
expléqatiqn\as infentidhal explanation would be in jeopardy.
For if the-semantﬁc properties of mental’states could be
wholly ign&red 6n‘some adéquatetffamework for the explana-
tioh of behavior, intentional explanation could be elimi-
nated in favor of what we call a "formalist" approach to
thelexplanaéion'of behavier. This challenge to the idea of
the intentional explanation of behavior is gladly accepteé;l

for it provides a forum for a detailed argument for the

) ineiiminability of a semantic ébmponent from psychological

theory. The argument presented in Chapter I for the in-

eliminability of reference to thelsemantic pfopexties of

-~

mental states serves. to secure the concépt of intentional
explanatién against the suggestion that all behavioral types

accommodated to intentional explanation have fully adequate

non-intentional explanations.

Y
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INTENTIONAL EXPLANATION AND RATIONALITY

——t

There is another important challenge to the idea of

‘@Jtentlonal explanatlon to which we turn our attention in

' ,Chapter II. Here, the challenge is to the empirical status

offﬁntehtional explanation. . This challenge has been

he .

launched, principally, by D. Dennett [1978] and concerns

the role of normative principles in the\foundaﬁﬁoné.of
¢ - k2

intentional explanation. Accordlng to Dennett, the theo

engages in 1ntent10nal explanatlon just in case he makes
l\\

certain normative assumptlons about the systems whose

ey

behavior is to be explained. In order to_nqdersﬁand Why
Dennett believes that intentional explanation has little
no empirical relevance it is necessary to understand the
concept of a "norqative principle" that-he‘employs. .Not

o

first that there are "norms" of essentially two distinct

» types: There are descriptive norms and there are prescr
» \ N 1] . . - (3
tive norms. In the sense in which a norm is descriptive

}

it simply captures or represents the normal tendencies o

a system or class of systems. A descriptive norm convey

a contingent fact about some system or class of systems.

In the sense in which a norm is prescriptive, it charac-

terizes a preferred state of affairs, the state of affai

3

rist

or

.

ice

ip-
'

£

S

s

that rationally ox morally ought to obtain, for a system

il

or class of'systems Traditionally, there is. but a srngle

<
constraigt on the specification of prescriptive norms:

" Such

. norms must not prescribe what is impossible for a system --

P e iRl s e A TP YT A S Y - - . . - & s



that Dennett- uses this term.

*

"Everything that ought to be done can be done."

However, prescriptive norms can and often do set stan-
>~

d;rds above what is descriptively normai, although nogagbove
what is possiblé. For gxample, in war such things é? the
injury of noncombatarfts, propaganda, and unrestrained
jinéoism are normal. But clearly, it is possible to pre-
scribe standards accorqgng to which certain activitigs

normally associated with war are impermissible. The con-

trast between prescriptive and descriptive nQrms has clear

illustrations in the domain of rationality as well. For

-~

example, the fallacy of affirmation of the consequent might -

~

constitute a normal teﬂdgpcy of a given system, but this ‘

form of inference is among those prohibited by our prescrip-
~ ¢

tive norms of rationality. Throughout our study of Dennett's
construal of intentional expiahation we will systematically
use the term 'normative principle' in the sense éssociated

v

with prescriptive norms. This is, as we will see, the way

-+

~ "

K
Now, Dennett argues that normative principles are T

~ .

necessgry constraints on the intentiodnal explanation of
behavior. In particular, for Dennett ‘intentional explana-

tion is a form of explanation conditioned by the assumption

that the agent whose behavior is to be explained will do

what rationally ought to be done. This understanding of

intentional explanation threatens its empirical relevance




since the normative rationality principles which putatively
constrain intentional accounts of behavior set standards _
above what is descriptively normal. Thus, in Chapter II

)

we dre concerned to argue that Dennett's construal of in-

tentional explanation is inappropriate.

One way to understand'Dennett's,notion of intentional
explanaﬁién is the following. Iptentional explanation,
a la Dennett, accpmmoégtes only instances o; behﬁvior which
. ~ are fationally justified by the ﬁental states which produce
those in:1ances of behavior; intentional explanation i; just
explanation by justification and rationally unjustified
" instances of behavior héve no intentiongl explana?ion.
’Now it has been suggested Py thoughtful readers of our §tudy

of Dennett that one might charge Dehnett with a conflation
. . [ .

. e h \ . )
of the concepts of justification and explanation. For, if

- |

the normative principleé which putafively constrain inten-
ti?nal explanation set standards above the empirical, des-
criptive norm, then the cognitive processes cited in the

explanation of tokens of behavior will not always provide

justifications of those tokens of behavior. However, it is
somewhat unfair to accuse Dennett of the conflation of
the concegﬁs of explanation and'justification. Dennett’'s

theory of intentional explanation is that instances of such
,r__HEX . . uad

explanations always offer justifications of behavior. More-

o

- over, it is the fact that intentional explanations, construed




.10

B .

AN

as attem?ts at justificaéfgn, do not always explain i?stances
of behavigr that allows Dennett to inveéigh against the em-
pirical adequacy of intentiog@l‘explanation. Thig\is the
wrong way to view intent;onal explanation, or so we will
argue, but it is not an a;tless éonflation of the concepts

of explanation and justification.

SPECIFICATIQ.NS ’OF MENTAL STATES

" Our arguments in Chapters I and II attempt to demon-
strate, among other things, (i) that intentional explana-
tion is required for many important é&pes of beﬁévioi,
(ii) that, contrari to Stich, the explanation of many im-
portant types of behavior requires recourse to a framework
for the semantic interpfetation of mental states, and .
(iii) that, contrary to Dennett, intentional explanation is
an empirically significant form of explanation. Against
the backgrdund provided by these theses, in Chapter III we
embark upon a study of the problem of;the'inéividuation'

I

mental étates._ Since mental state types .are referred to in .
the explanans of generalizations explanatory of intentional
behavioral types, the theorist}must have access to a proce-
dure for éssigning token.mental states to their relevant
types. That is, an intentional explanation of a token of
behavior, B, is given by recourse to a generalization or to

generalizations which spécify the mental state types which

cause or produce tokens of the typ# to which B belongs. -
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11

Thus’, employing such‘generaliaations in 'the intentional
explanaéidﬁ of behavior requires some mechanism for'the

ﬁspecification of the ﬁypes to which token mental states
belong. ‘ |

«
L4

fhere are two main approaches to the problem of the '
individuation of mental states. One can be broadly coqgtfued
as a functioqal approach‘ﬁhile the other, and the one that
we favor, can be construed as a semantic approach. Many
recent QQrks in the‘philosophy of psychology are typified
by an u&ﬁ?itical trust in the applicability ofsthe resources
of functionalism to the pfsblem of individuaﬁing mental
" state types. This is_ironic since fﬁnctionalism hag been
severely and rather convincingly criticized in a number of

quarters precisely for its inability to provide adequate

criteria for the individuation of certain types of mental

" states. The most widely acéepted criticisms of functionalism

k4

in this area concern the problew of individuating qualitative

states such as pain and the perception of color. 1In

Chapter III we argue that functional crite;ia'are inadequate

- ’

for tHe individuation of propositional states, i.e. propo-

‘sitional attitudes, such as the belief that P and the bglief

~

that Q, It is rather surprising that the abi;ify of func-

tional criteria to individuate‘ﬁxapositional attitudes has
not been examined in detail by either functionalists or by

non-functionalists, while the inability of functionalism to

-~

~ -
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indiy;duate qualitat%zé states is admitted even by ardent\
functionalists like Fodor [see Fodor, 1981, pp. 18-19];
Since we won't have occasion to concern ourselves Vith the
criticisms of functionalism in cbnngétion with the problem
of qualitative states, we might .usefully, if briéfly, re-
hearse one of those criticisms here. 'In essence, func-
tionalism is the dqctrine thét the type to which a token
mental state belongs is determined by the‘causal role that
the token plays in the life of the organism in-which it
occuis. Thus,'mental state types are to be defined, ac-
cording to this view, by séecifying their causal-functional

roles. For example, the causal-functional role of a certain

it .
4,

mental state type, M, might be "to indicate the presence of
red objects in the physical environment and to underwrite
red-object-directed behavior". This construal of the

causal-functional role of the state type g is very. rough, <

e
/

but it allows us to illustrate the well known "qualia /

invefsion" argument [quor, 1981, p. le. Although meétab

states,. no doubt, possess causal-functional roles, causal-

r Nl

functiole §pepifica£ions of mental states such as the one
given for the stat;‘type M appear to be intrinsicali§,in—
complete: All those token mental states which éerve’"toi
indicate the presencé of red objects in the physical environ-
ment énd:to~underwrite réd-ébﬁect-directed;Béhavior"'ﬁeed

not share all intereifing'psychological properties. In

particuilar, the mental state_tyéé which fills just this

e
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o/f_\zggeal-functionel role in an agent §l mioht have the quali-
- tative properties associated with the perception.of blue
objects in a normal agent S,, i.e. the token states which
- signal the presence of red objects for §l may have the-
qualia normally aeéociéted with the perception of blue ob-,

jects. Some functlonallsts, like Fodor, are resigned to

the idea that functional spe01f1catlons of qualitative states

~
O

are intrinsically incomplete. But at the same time, it is
often assumed that the prospects for the functional indivi-

duatlon of bellefﬁ.are much brighter. 1In Chapter III we

‘profpects for the functional individluation of -

/

oo examine t
beliefs and argue thet they are not as bright as they need

to be if belief types are to be accurately individuated.
A

; N ’
M - t’l’
. . e N

G, We are left with the problem of individuating mental
states in some manner that does not rely excluéively upon
functiona%ﬂcriteria. In‘tpis connection, we euggest that
i ,tne type:nembership conditions for token~beliefe, and other

-

propositional éttitude tokens,. should be given in terms of
v the semantic conten§§7g£=geliefs. Adoptlng this approaoh
and proposing actual semantic criteria for the type—ldentlty
. of beliefs requires that we offer some treatment of the

problems which H. Putnam charges agalnst any concept of the

equlvalence of the contents of mental states. Such a™

<

treatment of Putnam's objections is offered in Chapter III

along with proposed cr%;eria‘for the semantic equivalence

-

. W | A
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of beliefs. : ’ .

It may be helpful to reiterate. some-of the central

~
-~

principles for which we argue in this.study of psychological .
. “ﬂ—- v ”

explanation(f'SQme of the following principles are not com-

pletely unknown, but where they are widely known we ﬁrgyide
- "S‘

o novel arguments for their support.

(1) An adequate psychological theory must offer ex-
planations for tokens of behavior from inten-
tionally taxonomlzed types.

(2) Reference to the semantic properties of mental .
states is ineliminable from psychologlcal explana-
. tion.

_(3) Normative rationality principles are not necessaxry
" * constraints on intentional explanations of be-
havior; intentional explanation can be construed
as an empirically significant form of explanationn

(4) Functional criteria are 1nadequate for the task e
of 1ndlv1duat1ng propositional attitudes. .

Ta S

Q'(S) The type—ldentlty conditions for certain mental - {
state types are to be given in terms of their
semantlc contents~ . )

& ~_);‘ -

As we observed earlier, fhese themes lie squarely within

the context provided by the.representational theory of mind-

and are compatible, or so we would argue, with computational
psychology. As one can readily appreciate, some of the
views which we are concerned to establish constitute criti-.

cisms of widely known approaches to psychological explana-
“y ¢ .
tilon. But this is as it must be since much that has been -

Q
said or assumed by recent commentators on the foundations




of psychology stands in the way of an understanding of the
role that a theory for the semantic iﬁ;erpreéation ofhmeﬁtal
states and behavior plays in the formulation of explaﬁétqry
bsyghological generalizations. It is our expreés hope that
the themes and lines of argumentatlon pursued here are com-
plementary to the rich and exciting program for psychological
theory that has been launched by such theorists as Jerry
Fodor and Zenon Pylyshyn.

/ .
Let me take this opportunity to enter a note concerning

a convention for specifications of beliefs adopted in this

wqrf. I will often place quotation marks around expressions

which specify the contents of beliefs in order to indicate
that the attributed beliefs are assumed to possess deter-

- . ‘ ,
. minate formal structures, as well as contents. For example,

we might attribute to some agent the belief that "rain is ¥

#" A

wet" The idea behind the use of quotation marks in this
\\*fole is simply to prov1de a device that 1nd1cates that the-
attrlbuted beliefs have spe01f1c forms, although their forms
‘aiéxnot assumed to be indistihguishable from those of the -
‘_Egglish sentences used -- hence single quotes are not re-
. éommgnded for the general case. But, we will assume

throughout that beliefs, when <internalized by agents, do

have formal structures.of some kind or otheé.
2

N




CHAPTER 1

TAXONOMIZING THE DOMAIN OF EXPLANATION )

OVERT BEHAVIORAL TY;E%

How are we to taxonomize the overt, observable, dated
instances of behavior issued by psychological agents? Ought
we restrict ourselves to reference to the observable proper-
ties of the events with which individual tokens of behavior
are identified? Or, must we refer to certain covert condi-
tions under which inaividual'tokens of Eehavior are issued?
This pair of alternatives represents a fundamental tension
in the thegfz construction brocess in psychdlegyt The
explanatien‘%f inseances of behavior by subsumption under ,
explanatory geheraiizations logically presupposes a taxonomy'
?of behavior |that assignsg tokeﬁs of behavior to relevant be-
havioral tyges. But, importantly, df&ferent classes of

phenomena axe circhmseribed by.differently‘motivated taxo-

ﬁomzes of béhavior. On the one hand there are physical

propertles ﬁf the occurrences with whlch tokens of behavior

are 1dent1f1ed that prov1de easlly accessible, objective,
and meeegfgéle propertles over w 'ch taxonomld*rules mlght

be defined.: On t .other hand, there are propertles that

tokens of behavior po in virtue of the role for whlch'

,aagents 1ntend the behav1or they issue and such properties

are not identifiable w1th the phy51cal propertles of overt

!
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behavior. May we taxonomize behavioral phenomena by defining
4 ‘ type—-identity conditions over observable physical properties
\ and thereby render the task oﬁ;ind;viduatfng psychologicai

types relatively simple or“must we, instead, taxonomize -

behavior in such a way so as to réspect the interpretations

that agents formulate of their own actions?

. Acéordiné to the view to be argued here, the ohoice we
make between these alternatives cruciélly affects the com-
pleteness of psychological theory. For, there exist impor-
tant behavioral types that cannot be specified by defining a
similarity measure over physical parameters of tokens of

, overt behavior. That is, there are specifiable types of

behavior that cannot be captured within the nomological net,

if we restrict type-identity conditions for behévior to

bww”‘hwugeference to the observable physical propertles of behavior.

- h

~

%“ Tokens of behav1or, in a great.many cases at least, are

.
-~

ass1gned to psychologlcally relevant equivalence classes on

- -

&, e

a basis other than the physical form that they take. .Con-
sider the explanations of two instances of behavior th§t

. % - . 1
closely resemble each other in all observable physical pro-

perties. Each instance is constituted, let us imagine, by

-
-

a sequence of bodily movements that realize the events des~
cribed‘gy/t%e follow1ng way. An individual gains entry to
a bank and proceeds to drill out the tumblers of the bank's

safe; he accidentally triggers an 'alarm gnd shortly °

]

[y
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thereafter the policde arrive. One instance of such an

" occurrence ﬁight be assigned to the type "attempted bank

robbery", while another instance of an overtly indentical
occurrence is assigned to the type "service by bonded lock-
smith". Moreover, an adequate explanation of ea;h sequence
of events must reflect this differen&er—peihaps,by appeal to ;
internal conditions of the agengg that produce tbése tokens .
of behavior, e.g. what goals do the respective agents seek

to fulfill by their actions? BAn explanation of the attempted

robbery might begin with a spécifica@igp of the beliefs and

-

desires out of which the agent Pcts. The Qould1bq.thief may

- @

believe, for example, that’'crime pays and may desire easy

wealth. The locksmith, on the othsr hand, presumably ‘acts
not out of a desire for €asy wéalth but, rather, out of a

deSire to render service to a client. It appears, then, that
*y .
in some cases we must define type-identity conditions” for

behavior over such things as the intentions under which be-

havior is issued. More broadly, type-identity conditions

for behavior are to be defined over what will be termed the
"intended interpretationsf of behavior, i.e. those interpre-
tations which are generated by the agehts of behavior them~

selves.

In any case, hehavioral types, like those in the -
examples and the majority of inchoate behavioral types of

folk psychology, are not specifiable in a phyéicalistié

de -
BN \
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-

idiom that refers only to propefties of the events with

which tokens of overt behaﬁ§3rkare identified. The reason

*

i§, quite simply, that there argxno finitary physical des-

\ .
criptions, so restricted, that will pick out all and only

o

the tokens of certain types.l The crucial issue here dpes
not concern the adequacy or inadequacy of the taxonomic

categories of folk-psychology for conceptuaiizing behavior,
M ~

&
but rather the rétevance and adequacy of reference to ob-
servable physical properties in the individuation of

interesting beQavioral types--types for which explanatory
- -

generalizations are sought. ©Now, some commentators on -the
4 :

<

foundations of psychological- theory are unimpressed by ga¥den

-

variety examples like those offered above and suggest that
intuitively specified behavioral typeé do not constitute
phenomeng_that deserve systematic explanation. One possiﬁle

1

view is that if the taxonomic categories of folk psychology
are not cngtensive with types specifi%ble by reference to

the physical properties of overt behévior, thén the folk

e

" taxonomy iS(éb be eschewed in the theory construction
. -

process.2 But, as we will see, this approach woﬁld»force.
theory'té ignore fundamental distinctions Setween various
psychological or cognitive funétions‘ A more sophisticated
view, though.a view infkhe same vein, was once champioﬂed“

by D.(Dennetf} In a widely read work Dénnett suggests that

~

“ the behavioral phenomena dmenable to systematic explanation
Should'gg, roughly, physicalistically construed. Remarking "
.,.' ' .

\.
Ta 3
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on a‘hypothetical theory of the behavior of poor chess

Z

o

players Dennett maintains:

If one wants to get away from norms and
predict and explain the 'actual, empirical’
behavior of the poor chess-players, one
stops-talking of their chess moves-and -

starts talking of their proclivities to move
pieces of wood or ivory about on checkered
boards: if one wants to predict and explain
the 'actual, empirical' behavior of believers,
one must similarly cease talking of belief

and descend to the design stance or physical
stance for one's account. [Dennett, 1978, p. 22]

One of Dennett's arguments for this assertion appears to

rest on the claim that when we construe behavior intentionally, /

’that is, when we specify the type to which a token Qelongs
in a way that respects the intentions under which the be-
havior is issued, e.g. when we take a token of behavior to
’constitute a "chess move" rather than "a motion of an arm
that transports a piece of ivory across a checkered board",
we make an assumption of optimal rationality. But, Dennett
argues, psychological agents are not optimally rational--
certainly poor chess players are ﬂot optimally rational.
Since the normative assumption that makés intentional con-
stfuals of behavior ‘ssible is not descriptive of the
agents-of behavior[lDennett reasons that intentional con-. -

struals of behavior cannot represént the “actual, empirical"

behavior df'égents. °

A central tenet of the view to be defended here is

1
\
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that, contrary to certain notions of "actual, empirical"

behavior, the behavior of human agents must be intentionally

construed -for no non—intentiénalAconstrual is gépable o%
capturing céttain uncontroversial, paradigmatic cognitive ~
‘functions. In pafficular, it can be shdwn tha} any thédry,
that taxonomizes behavior in a way insensitive to the in-
tended interpretations undér which behavior is issued cannot
correctly identify, and a fortiori cannot.explain, certain
tokens of behavior and the types to which they pglong.

.

Three related issues will be treated during the course
,of‘the argument of this chapter. First, we wiil rehearse a
r;ther familiar argument’to the effect that physical proper;
ties, in general, are largely irrelevant to the assignment
of tokens of Seﬂavior to psychologically relevant tfbes.
Second, we will\considef thé tenability of a hypothetical
fsychological theory that predicté "bodily movémenés" by
appeal tofthe pgliefs and desires that peruce_such move-)
ments. ’Thifd,‘gnd last in this chapter, we wiil argue that
there is no purely formal alternative to an intengional_
taxonomy of behaviof, i.e. that no formal aiterhative has
the capacity to capture the tyées of behavioral phenomena
‘'which are captured by intentional construals of* behavior.

PR

Physicalistic Taxonomies and Intentional Taxonomies

Why are the physical properties of tokens of behavior

¢
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iffelevant, in many cases at least, to a determination of

the kind or type to which those tokens belong? To adopt an
example preferred for its simplicity consider the behavioral
type constitﬁted by correct answers to a certain arithmetic
problem. To a first approximation, all those subjects that
correctly give the sum of two numbers, 2 and 3 say, issue
type-identical tokens of behavior. Now, the fact that a
subject gives the correct answer aoes not show, by itself,
that any particular cogn;tive procedure has been\applied

and, hence, .our first approximation to the behavioral type
may have a finer-grained resdiutién. Congiden‘in this regard
the poss%bility that one subject may simply récalluthe answer
from memory while another subject undertakes the execution
of some more or less rigorous procedures, e.g;;édunting on
her fingers, to’determiﬁe the sum. It is important to'be
able to distinguish tokens of behavior that are the products
of different kinds of processes if we are to qparacterize
the cognitive ability,ﬁor the knowledge of a subject matter,
possessed by various subjects. We would not, for example,
attribute full kn;wledge of the addition function to someone
who had merely memorized a set of sums. But this is only to
point out that the behavioral type "correct answers to ¢
(PﬁUS 2 3" has interesting sub-types. The important point
is that the types constituted by‘correct answers to particu—‘

lar addition problems are ones for which interesting genera-

lizattions might be formulated. In the case of very simple
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problems, the explanation of a ﬁtbject's "arithmetic ability"
might very well re erionly to the subjert’'s capacity to
maintain a long term hemory and to the memory access func;
tion. In the case} of problems for whi a subject has no
memory of the cor ect answer, the reldvant generalizations
will no dnubt refer to algnrithmic prpocedures that the sub-
ject has internaljzed. All of this is relatively uncontro-
versial. But now are ‘we to determine to which tokens of
behavior a given generalization of one sdrt or another might
apply? How are w to identify instances of the typé "correct
answers to (PLUS |2 53)" itself? 1In particular, is therxre a
set of physical‘ ro%erties of overt behaVior by reference

to which we may 10% out all and only the tokens of this

type or of its various sub-types? ~

Although the behavioral type constituted by correct
answers to a partitular arithmetic problam is not a type
that theorists tsualiy think of under the banner of "folk
psychology"; notice that this type shares an important fea-
ture of most folk;paychological typas: Tokené of the typé
may take infinitély many:diverse\physical forms. For
exa@pie, a subject may respond to an arithmetic question
verbally in any natural language, in written script of
rdifferent forms, e.g. English words, French nords, gnman

numerals, Arabic numerals, et cetera. A subject's answer

might be given in AQL, by tapping on the floor a\nunber of

PR o
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times, or in smoke signals. Furthermore, if one considers
- any one of these bossible forms, it should be clear that
token occurrences of an answer in aqy one form may diverge
from each other in érhost of propegties, e.g. token
utterances of the same English woid will differ along a con-
+ .

tindum of frequency and amplitude.

Given the wide range of physical occurrences that can
be identified with tokens of the type "correct answers to
(PLUS 2 3)", our problem is to specify‘thosg properties of
tokens of the type over which type-identity condigions are
to be defined. When we restrict dur attention to the physi;
cal properties of overt behavior only two‘tagtics are
available:  Either (i) specify a single seg\of physical pro-
perties definitive of the type or (ii) specify a finite dis-
junction of éets of phyéica%‘éroperties such that each dis-
junct is individually suff;cient for determining a tg§2n's

A
menbership in the type. "Neither tactic holds promise.

=

The tokens of a behavioral type, for many such types
including arithmetic problem-solving behavior, need not
share a common physical description by virtue of fal%ing
under which they are assigned to the type. Consider ih this .

o~

connection a physical comparison of the utterance "five™p
and the corresponding ASL hand signal. The two overt
occurrences do not possess a common physical description at

any level that is theoretically relevant to their assignment

e

N <
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, A\
to the same type. .Indeed, were someone to abstract a puta-

tively relevant descripi&on of physical properties coﬁﬁon to
both occurrence?, ig;would be ; éimple matter Eo devise-a
.code to convey the’%brrect answer that called for physiéal
movements that do not instantiate the p;opertieé common to
the utterance "five" and the corresponding sign in ASL.
Since this manoeuvre could-always be employed in principle,
it is clear that what makes a token an instance of a parti-

cular type is not its possession of a d§£initive set of

. physical propertiesu? DN

The second élternative—-the specification of a finite
.disjunction of properties--is ruled out by thé following

considerations. Tokens of behavior may be physically type-

=,

identical énd yet not belong to the same behavioral type.’
Examples of this genus are easily-generated 6nce one oﬁ-
serves that a specific set of bodily movements, of any - - j
arbitrarily hi&h degree of similarity, may be initiated’on
different occasions in order to accomplish very‘diﬁférent

tasks. éonsider the motion of one arm that traces out a
certain trajectory.' Just that motion may be done by an ~

individual, or by different individuals, ‘in order to signal

to someone, to issue a vote, to ease a pain in the shoulder, 7 f

or to move a chess piece across a vertical board. Or .con-

—~_ .
-

-

sider the utterance)of the term 'five' on different occa-

sions. That speech act may constitute an answer to an

-
“ - ~

®
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‘\arithmetic problem, an answer to qmrequest for the time of.
day, a; answer to a request for a child's age, or an answer
to any ane of infinitely many different questions. Thus,
any disjunction of physical properties that éurports to

specify all possible physical forms of tokens of a given

type will have within its extension tokens of distinct types.

L4
e

A more general conclusioﬁ that can be derived from these .
considerations is that since tokens of behavior of different
significances, hence of different types, may be overtly rea-

;ized by physically type-identical moVvements, the psycho-

logical characterization of what an agent does cannot be BV
given by 7@ physical description of the bodily movements that

the agent undergoes.

Notice also ‘that no gain is made by holding that the

type—identity of token outbuts is contingent upon input type.

The situation we face when attempting to taxonomize output‘
by reference to physical properties obtains, also, when we,
attempt to specify the input types to cognitive systems.

Just as there are.infinitely many diverse physical forms in

which equivalent answers t5§an'arithmetic problem may be

~

given, there are infinitely many physically diverse forms in
whieh the same arithmetic question may be put. A question
might be posed verbally in any language understood by a -

subject, in numerous different writteg,@orms, or in a tactile

- code arranged with a subject; Token inputs may have nothing >
A i O
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physically specifiable in common that is relev;nt to their
assignment to a certain eéuivalence class. Further, there
is no reason to believe that there is é finite set of phy-.
sical properti?s sééh that each element 6f the set is
Andividually sufficient fof theﬁassignment of an input token

to a psychologically relevant type.

We have arrived at the conclusion that the type-to which
a token.of behavior belongs cannot, in the typical case, be
determined by reference to the physical properties of the

token's overt manifestation. Th%s conclusion should be

3

viewed ‘as a prelim{nary stage in a larger argument for the
e
inadequacy of all taxonomies that do not respect the contents

L

of the mental states upon which behavior is dependent.

-
~

Noéice, incidentally, that there are exceptions but no -
counterexamples to £he rule. The overt behaviorqéﬁgype
"perfect swan dive", for example, presumably aﬁ%wers to
-physiéélistié‘criteria. Such a behaviofal type does not

constitute a counteréxample to our preliminary conclusion
simply because it has not been claimed that the irrelevance
of physical'properties to specifications of behavioral. types
is criterial to the oéncept of a behavioral type. Notice,
too, that the discussion has been restricted to the possi-~

[y -

bility of physicalistic taxonomies that advert to properties

¢ 0

of overt behavior. But, this restriction is interesting

since it reveals the need to allow reference to covert

P Y ST
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processes when individuating behavioral types. Though con-
siderations will be introduced later which servé to under-
cut the apparent‘édssibility, for all we have said to this
poipt it is possible that tokens of behavior belong to the
same type just in case they fall under some uniquerdéscrip-
tion of covert physical properties—--a possibility that D.
Davidson has entertained [Davidson, 1981, p. 252]. It may
be useful to consider the requiremeﬁts for a physicalistic
tax;hoﬁy of behavior based upon reference to covert proper-
"ties. Now, we know that there are, for example, infiﬁitely
many ways to compute sums, infinitely many differgnt al-
gorithms for addition, and indefinitely many diffefqnt
‘physical systems in which a\éiven algorithm can be realized.
Hence, if behavior of the-type "solutions to addition prob-

lems" depends upon the employment of an algorithm for addi-

tion, then there are infinitely many different &overt phy-

sicak‘processes that can eventuate in behavior bf'fhat type. \\\~///~‘h/

This circumstance places heavy demands on a physicalistic
taxonomy. In particular, it requires the effective enumera-
bili£y of the distinct ph§sical states or processes which
constitute realizations of addition algorithms--something
which we have little reason'to expect. Moreover, it requi;es
‘that the‘pﬁysical processes which can realize an algorithm
for-addition never realize anythin% else--a requirement that °

appears difficult to satisfy short of fixing positively .all

physical properties of the system.’ In any case, considerations




s
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which will later be urged against "formal" taxonomies of

\ t

. . . . : N A
behavior generalize in rather obvious ways to physicalistic

taxonomies which advert to covert physical processes. Suf-

fice it to say at this juncture that it is hard, from the

methodological perspective, to take seriously the possibi-
lity of such a physicalistic taxonomy since we have virtuélly
no idea of what the relevant covert physical pFoperties might
be for any barticular behavioral type, yet we have substan-
tive concepts of many.behaviofal typés. In the reﬁainder

of this section, we will disregard the possibility of taxo-
nomies which advert to coyerf (and unknown) physicél proper-
ties in order that we may more sharply contrast the idea of ‘
an intentional taxonomy with the idea of a non-intentional

taxonomy of overt behavior.

On what basis then is behavior to be taxdnomized? In

a sense, we must already knov the answer to this'dﬁestion
since we freely and easily recognize,ﬁhe‘ékpes to which most
tokens of overt behavior belong. It is as if oné.wére to
askK "On what basis is a sentence to be judgea graﬁﬁatical?"

Native speakers taqitly'know the basis relevant to judge-

ments of grammaticality and regularly employ that basis when

. @ .
.idéntifying utterances as sententes in the native language

.

that they have acquired. Now, according to an iIntentional
taxonomy, a necessary condition for the type-identity of

tokens of behavior is that they are issued under equivalent

|
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intendéd interpretations. A subject that utters the term
'five' and a subject that inscribes 'S' on ; piece of paper
issue type-identical behavior only if the contents that the
tokens of behavior are intended to convey are equivalent:
Each subject ﬁéy intend to convey information concerning the.
time of day, to supply an answer to the guestion "What is "
the sguare root of 25?" or sometﬁing else entirely. But we
cannot'specify the type to yhich a token.belongs unless we

can approximéte the concgptualization 6f the behaviér formed
by its,aéent. Iq particulér, since’ physically type-identical
bodily movements‘may realize éither type-identical or type-

- distinct tokéns of behavi;r, dépending ;pon'the interpreta-
tions uhder which they are issued, it is~mandatory that ;e
refer to, infer, or otherwise apbroximéte the intended inter-

pretations under which the movements are carried .out when

_ . 4
taxonomizing behavior.

’

Although each token of overt behavior is identified®
with some token physical océurrence, an intentional £axonomy
.of behavior-doés not rely upon the physical properties of
the occurrences with which tokens of behavior are identified
when deﬁininé type-identity conditions for behavior. An
intentional taxoﬁomy constructs interpretatibns of the overt
o;currencés that realize tokens of behavio; and, hence,

allows for the type-identification of tokens that may have

little or no physical resemblance to one another.
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Interpretation allows us to assign a wide range of physically

diverse occurrences to a common, type. Not surprisdngly,-this

feature of interpretation paralléls a feature®of behavior:

There are many physically diverse ways in -which a behavior

of a given type may be done. ' o T

* A non-intentional taxonomy of behavior, on th® other

hand, does not refer to the intended interpretations of %é5§
Q ~ - N
behavior or offer intentional interpretations for the

6ccurrences with which tokens of behavior are identified.
Such a taxonomy'is charged with the task of classifying
tokens by reference to various overt, observable physical 1
properties and is_bouhd to incorreétly classigy certain ,

tokens of types picked out by an intentional taxonomy:

A non-intentional type, definedvby any set of physical pro-

perties or an& aisjunction of physical properties, will

_have in its exteﬂsiop tokens of\distincé inténtionai types.
For, any overt behavior, under the contro; of>an agent,
which instantiates some particular set of pﬁysical prope%
ties éan be utilized to convey any piece of inférmation that
the agené may wish to convey. All that is requiréd i’s that
there exist individuals who know how to intefpret the agéht's
behavior - individuals, that is, whé know éhe "code" .the

agent eméloys. Thus, a specification of physical properties

of overt behavior will.pick out.tokéns of behavior that,

from the intentional perspective 6n behavior are type-

d}stinct. But the intentional perspective is to be preferred since

-

; . &
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it has an important advantage. It has the capacity to cap-

ture behavioral types such as "answers.to (PLUS 2 3)".

"These are types that non-intentional schemes fail to imdivi-

o

duate, i.e. the non—}ntentional alternative cannot specify

-

a class co-extensive with "gnswers to (PLUS. 2 3)". Insofar

- ~as such cognitive abilities as arithmetic pzoblem-solving

2

represent phenomena for which explanatory generalizations

are sought, we appear to be committed to the infentional

interpretation of behavior.5

-

Intentionality and Intensionality

The 1ntentlonalLty of psxghologlcal states, roughly

their contentfulness, is connected in complex ways with what
we mlght call the 1ntens;pna11ty of their forms. But, the
Ion -
E} concepts are not equivalent and it may be useful to post a

warning against their conflation. The idea that what we

»

' have termed intentional construals of behavior are requlred

if behavior is to be adequately taxonpgfiized should not be

- @

confused w1th a doctrlne about the logical properties of -
sentences that specify psychological phenomena, i.e. phenomena
~ -«

enable to subsumption under psychélogical generalizations. .

e have suggested that only the intentional‘iﬁterpretation

‘ (

of behavior can provide fox a taxonomy that captures certain
//interesting psychological types--that to be made amenable '

to subsumption under ‘generalizations about such things as

] .
-~ "arijkhmetic problem-solving" behavior must be intentionally
- *

et o
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tionaiity used here with the concept of certain properties

>4
] - -~

5 -
~ »

conqprued.;,lnteptibnal‘construals are simply éharacter}za—
tions 6r EescriptioQ§ of@pghav%or that respect the intendéd
interpr?tatiéns-under whiéh‘behaviof is issued.. Such in-
tended inteipretations are determined by th% content of the
mental states, e.g. beliefs and desires, upon which,behavior

is cohtingent. Now a mental state has a content only if‘ip

has a subject matter and, hence, .our use of the term 'inten-
% N

,tional'ais meant Eo be .continuous with Brentano's [1874]}.

¢

‘Unlike Brentano, however, we leave open' the possibility of

a system that is physical and yet intentional.

It is‘importan% not to tonflate the coneept of inten-

-y

P

" of the logical form of certain sentences glossed as inten-

sional properties. Historically, Chisholm's attempt to

specify the class of sentences about psychological phenomena

by reference to various logical peculiarities initiated a
t . - . “a
useful literature. But, the thesis that sentences about

<

. (=Y
intentional phenomena have a certain logical form, what we

may call logical intensionality, can be a source of consi-
hCEY ]

" derable confusion. A recent example is provided by M.

Boden's claim that the "logical features of intensionality"

N

characterize all statements descniptive of the behavior of a

system guided by internal representations--desires and be-
' ' *

liefs [Boden, 1970, 1972]. Bqdén goes so far as to claim

that the logical in%ensionality putatively characteristic

Y
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of -descriptions of a machine's behaviogsis a sufficient basis

for the attribution of intentionality to ‘physical systems:

[The] notion of "model" provides a basis for -
the ascription of intensionality ([sic] to
machines....Insofar as a machine's performance
is guided by its internal, perhaps idiosyncra-
tic model of the environment, the overall per-
formance is describable in .intensional terms.
That. s, the logical features of intensiona-
lity mentioned earlier [as analyzed by Chisholm]
will characterize any statements made about the
machines to describe or explain pexformance
guided by the model. [Boden, 1972, p. 128] hd

N

N

Though Boden rightly requires that descriptions of thé be-
‘ -<

havior of a device guided by an internal representational
system or ab"model" must respect the content of the rgpre-

sentatfoqs that guide its behavior, this constraint on des-

<

criptions of behavior does not restrict such descriptions to

logically intensional forms. »

n

For our purposes, it is important to see that an assess-

v

ment of certain logical properties of descriptions of behavior

is independent of an assessment of the theoretiéal adequaéy
of descriptions of behavior. In particular, logical inten-
. sioﬁality is not a necessaryicondition for an intentional
construal of behavior. Although we require.that type;“
identity conégtions are defined, in‘pért, ové; the intended
interpretationé of behavior, this does not imply that all

proprietary descriptions of behavior *are logically inten-

sional. Of course, many descriptions of behavior are

N -
o

\




logically intensional.” Paradigmatic examples employ verbs

like 'hunt', 'search', 'ridicule', and 'worship’.

(a) Sam searched for a unicorn.

(b) Sam worshiped Belial.
The intensionality of (a) and (b) is shown by the failure of
the substitution of co-referring terms and/or the failure of

existential generalization, salva veritate. For example,

suppose that 'unicorn = a mythical one~horned horse-like
" creature'; the substitution of the céreferentiél term for
'unico}n' will not prese;ﬁe the truth of (a). And, though
Sam worships Belial, it does not follow that '(gx) (Sam o

worships x)',

@ )
But suppose that gpe following descriptions of pieces

of Sam's behavior are tendered:.

(c¢) Sam stabbed Joe.
(d) Sam hit the floor.

~ -

If it is true that Sam stabbed Joe and that 'Joe = Dick's

gest friend’', then it %s true that,

(e) Sam stabbedvDick's best friend.
and that,

(£) (ax) (Séﬁ stabbed x;.

Analogous. inferences are licensed by the substitﬁtion of

r

o
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identity and by existential generalization for (d). Thus,

{c) and (d) are not logically intensional according to the

two most widely accepted tests for logical intensionality

and not, incidentally, logically intensional according to
other criteria that Chisholm has suggested.e' Boden's view,
curiously, would prevent us from employing descriptions like
(c[ gnd {d) in construals of Sam's behavior and, in turn,
preclude the inclusion of extensional v;rbs like 'hit' and
'stab' in a cognitive: system's mpdel or representation of

the world. For Boden holds that "the logical atures of

-

intensionality" will characterize all descriptions of a
cognitive system's behavior. This restriction on admissible
terms in theoretically relevant construals of behavior is

without motivation. We can a#knowledge that praprietary

descriptions of behavior mustzrespect the inter

@ |

under which behavior is issued--Sam conceives of| his action
|

~—~

. \ .
without thereby requiring that such descriptions |have a

logically inténsional form. \

| .
N \

|

!

In an interesting paper, %. Marras suggests

classes of intentional{phenomeﬁa can be delimited

criterion that reséecté only th% logical intensio

\ ality of
their descriptions [forthcomingl]l. Though Marrasﬂ'vie& may
be essentially correct, it is important to see that no res-

trictions on descriptions of behavior follow from |[the view.

<&




Marras suggests that an expression is intensional if and
only if it is a nontransformable expression that (i) is in-

tensional according to the griteria of existential generali-

L

zation and/or non-truth-fun#tionality, or (ii) entails

'

an expres8ion that satisfies (i). (A nontransformable ex-

pression is simply one!xhich has no non-intensional analysis.)
The thesis, then, is that all and only intensional expres-
sions describe intentional phenomena. But, consider the :
problem of determining whether an e;pression satisfies (ii).
For example, is 'Robby stabbed the foreman' intensional?
Determining what sentences are entailed by this description
of "Robb&'s behavior" requires much more than access to‘a

set of truth-preserving principles of inference. What is
required is nothing less than a p;ychological theofy of
Robby. Which sentences are entailed when, for example,
'Robby' is the name of a servomechanism,'a robot in an auto-

mated producti line, a chimpanzee, or a normal human

agéht? Ungér certain conditions, 'Robby stabbed the foreman'
can be sdid to éﬂtéil ' Robby intended to stab the féreman',
but sych conditions are to be established by a psychological .
theory. AThus, it appears that only when we know a great deal
abgut the psyéhology of a system, can we assess the inten-

sionality of descriptions of its behavior: We will require

an intentional theory to identify the nontransformable in-
tensional expressions. In short, intensionally describable-
3

phenomena may be coextensive with intentional phenomena, but

()
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we cannot employ the concept of intensional~<describability

to delimit the class of phenomena in need of psychological

explanation.

Notwithstanding these consideratione, we will reserve
the term 'intensional' for expressions for which existential
generalization and/or the substitution of identity fail, and
the term 'intentional' to mean, roughly, contentful. 1In
these ferms, the central point;§e§e is that there are sen-
tences that pick out éhenpmena for which psychological ex-
planations are required that do ﬂot exhibit the logical pro-
perties that mark intensional sentences. Hence, we need not
constrain our descriptions of behavior by criteria for
logical intensionality: Inteetional psychology can and will

/.

offer explanations of behavioral phenomena descrlbed both by

logically intensional and logically extensional sentences

~

fheories of Bodily Motion
We have not relied heavily upon the'assumption that our
folk-psychological intuitions individuate important equiva-
lence classes of behavior but merely upon the assumption
' [4

that cdérrect answers to a particular arithmetic question, or

sub-types of this class, form equivalence classes for which

=N

psychological generalizations should be sought. The latter
assumption, nevertheless, lends considerable credence to the

former assumption. Since the behavioral ‘type "correct

~
¢
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answers to ﬂPLUS 2 3)" exemplifies those features of the
intuitively individuated behaviorél types of folk psychology
which tend to make folk-psychological typés suspect from the
perspective of some theorists, we are jﬁséified in eschewing
many folk-psychologi;;l types only insofar as we are justi-
fied in eschewing the type "correct answers to (PLUS 2 3)".
Stated in a positive‘form, the point is that if addition
problem-solving behavior is the kind of thing for which
psychological theory should seek explanatory generalizations,
then other intentional behavioral types, or types individuated
by type-identity conditions defined over the intended intexr-
jgretations of tokens of behavior, aré;likely within the pur-

] view of psychological explanation as weil.

In any case, whether or not we choose to integrate ex-

tensive portions of folk psychology into a systematic psycho-

-
—

logical theory, it remains the case that there are certain o
behavioral types that are not specifiable by reference to
objective, measurable, properties of overtly manifest tokens
of behavior. Our interest in sucﬂ types of behavior, which'
likely constitute the bulk of behavior, leads naturally to
an. interest in qﬁestions concerning the interpr:£ation and
content of the mental states tﬁat produce behavior--the
processes that fix the inFeﬁded interpretationé of tokéns of

behavior. Such questions, however, are premature to the

extent that there are apparent alternatives to a psychological

-



theory which taxonomizes behavior by appeal to such entities

as contentful mental states.

In fact, one might acknowledge the points made here
about an intentional taxonomy of behavior and yet refuse to
view ésychology as a theory of, inter alia, e&ents taxono-
mized under an interpretation. Our’argument against this
prejudice is based on an appeal to the'idea of a complete
psychological theory: If generalizations about such things
as arithmetic problem~solving behavior are to be included
in an ideally completed theorQ, then it will not do to abjure
intentional consttruals of behavioral types. However, it is
sometimes suggested that some or all of the relevant genera-
lizations can be captured without adverting to the interpre-
tations of behavior. In this conngction, H. Field envisages
the possibility of é species 6f functionalism that takes as
its}subject matter not intentional types, but bodily move-
ment types. The theory that Field entertains is .a species
of functionalism since it appeals to mental states, which
are to be individugted in terms of their causes and effects,
in the explanation of bodily movement types. The appeal to

Y internal ;:ates is presumably intended to afford the theory
a measure of explanatory power that would make it a genuine
alternative tolan intentional psychblogy. But, as wé will ~
see, if internal states such as beliefs and desires are

cited, then the lawful regularities, required by Field's




putative alternative, between internal states and their

causes and effects will not be forthcoming.

The éuccéssfﬁI‘ifgii;:ion of bodily movements would
constitute prediction of ken physical events.which realize
tokens of intentionally construed behavior. But, one would

AN

not be entitled to consider a theory capable of predicting

bodily motion as explanatory of behavior on account of the

Y

widely acknowledged opacity of explanation: E may explain

P and P = Q, but it does not follow that E explains Q, where

'P = Q' is not logically true. Nevertheless,.a theorist
might reject a ssheme that calls for the formation of
generalizations over interpreted types of behavior gﬁd hold
that the approériate domain for a systemaﬂic psychological
theory is provided by bodily movement. The putative advan-

tage of a theory of bodily movement oversgn intentional

3

psychology is that it dispenses with the need for a semantic

component in psychological theory. Field asks,

Should the semantics of the system of internal

representation also be stated as a part of the

psychological theory? That depends upon what

we want psychological theoxy for. If the task
: of psychology is te state '

. (1) the-laws by which an organisms's beliefs
and desires evolve as he is .subjected to
sensory stimulation, and

(ii) the laws by which those beliefs and de-

sires affect his bodily movements,

then I think that it is clear we do not need to

use the semantics of the system of representa-
~ tion in stating the psychological laws. [Field,

- 1976, pp. 43-44]

41
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The assumption, more or less unargued for, is that if our

task is to explain the movements of an organism that are

contingent upon the organism's beliefs and desires, then we
*will not need to formulate interpretations of its behavior

or of its beliefs and desires.

It should be noted at the outset that Field actually.
advocates the inclysion of a semantic component in psycho-
.1Qgic§l théory. Field argﬁes that there is an episteﬁic -
relation between beliefs and the world and between the
be&iefs formeé by individuals:' Beliefs may provide evidence
for other beliefs. For example, Carl Sagan tells an audience
that the sun ié 93 million\ﬁiles, on average, from the earth.
There éb a relation between what,Sagan'gelieves and what
some members of his audience believe, such that what Sagan
believes is evidence for the truth of the newly formed belief
in members of his audience. The "evidence" relaéion, Field

maintains, can only be captured by a semantic theory since,

evidence is always evidence for the truth of a proposition

or belief, and truth is a semantic notion par excellénce.8

e

The theory of bodily motion that Field entertains as an

alternative to a theory containing a semantic component

.

appears somewhat ididsyncratic:. It is, .after all, a theory

of bodily movement that appeals to beliefs and desirxes. This

-

appearance may be lessened to some degree by the fact that,

for Field, the beliefs and desires cited in the explanation
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of bodily movements are to be individuated in a purely func-
tional feshion, i.e. by reference to their causes and
effects, rather than by appeal to their contente.9 in any
case, in -the passage cited, Field attempts to adumbrate a
style of osychological theorysgositioned approximately, mid-
way between a purely physiological theory of bodlly movement
and a fully intentional psycholggy Just how plau51ble is

such a theory?

Field envisions a theor§ with two central components.
One component of the theory Qould be constituted bxﬁa set ©of
laws that specify the contingencies of belief formation upon
sensory stimulation, with a similer account to be giyen fof
types of desires. In order that the discussion mey be simp-
lified we will consider-only the case of belief on the assump-
tion that our conclusions can be easily extended to the case
of desire. The other componeot of the theory would specify
laws that correlate bodily movements with pairs of beliefs
and desires. Consider the former project: The fErmulation
of the laws by which an organism's beliefs evolve under
sensory stimulation. This.ﬁﬂgk requires (a) the individua-
tion of equivalence classes of sensory stimulation and
(b) the specification of a mapping from equivalenoe classes
of stimuli into belief types. A crucial presupposition here

is that at least some belief types are lawfully related to
» <

certain equivalence classes of stimuli. Field makes

.

\
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essentially the same 'point when he observes that the psycho=
HY &

'Q logical theory he entertains requires that,

There is a privileged class of sentences in
the system of representation, called the
class of observation sentences;, with the
property that each sentence in the class has
associated with it a particular type of
sensory stimulation. Whenever a sensory
stimulation of the-dppropriate type occurs,
the organism believes the observation sen-
tence. [Field, 1976, p. 46]

éertain beligfs,.then, mﬁst be under the striqﬁ casual control
of stimuli. SpecifyingAthese beliefs is only one part of -
the problem confronting the theory thét Field has in mind .
since beliefs other than’ those idént;ﬁied with observation
sentences may affect behavior. .Hence, taking'the.ﬁypothé~

" tical theory seriously would.require that one §Q§éify the
‘laﬁs that characterize the formation of non-ob;ervational
beliefs upop“the formation of observational beliefs. EXéEX“
belief with functional significance would thergby be eitherl
directly or indirectly related to classes of sensory stimu-
lation bg the theory. )

Can these requirements be met by a theory of belief?

Consider- the formation of the belief 'there are rabbits
nearby' whiéh Field gives as an example of a possible ogser-

vation sentence. It would not appear that the beligf' 'there

are rabbits nearby' is a causal conseguence of a particular

sensory stimulation type. One may form the belief subsequent
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to exposure to rabbit tracks, burrows, droppings, fur, over-
grazed vegetation, or rabbit flies:; one may form the belief
subsequent to auditory stimulatién by rabbit squeals, a
rustling in the brush, thumps on the ground, or the utte-
rance "There are rabbits nearby". Fugthermore, the class of
stimuli that might give rise to the belief contains stimuli
that do not reliably indicate the presence of rabbits, such
as those stimuli provided by a display of thousands of spent
cartridges from éirearms: The belief might be the product

St

of inferences based upon bad evidence.
/

Moreover, stimuli that reliably indicate the presence

- o

of‘rabbits need not uniformly produce the relevant belief.
A normal perceiver a few feet distant from two large rabbits
and whose attentién had been.directed towards the animals

v o

might be expected to believe that 'there ,are rabbits nearby',

N
but what belief would be attributable to an indiyidual who

believes th;t'tﬁe alleged rabbit keeper is in reality a
clever animator of stuffed toys? The salient point is that
tokens of a particular belief type may arise under physically
diverse forms of sensory stimulation and that a sensory
istimﬁlation of a given type may give rise to nonequivalent

‘beliefs.ll

Field's schema for a theory of bodily movement
requires the specificatibn of laws governing belief formation
‘ upon sensory stimulation and it is here that such a theory

comes to grief. The problem can be stated succinctly: The
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", -
cdtegory "causes the belief 'there are rabbits nearby'" does
not form an équivalence class, of sensori stimuli; it does

N -

not form a physical natural-kind. The category includes an
unlimited number @f diverse physical occu;rences which may
have no thegretibally re}e?ant properties in common other
than their tendency to éauée the belief 'there are rabbits
" nearby' in certgin subjects. Tokens of the category of sen-
soryﬁftimulatioﬁ in question are picked out only by reference
to their tendency to inculate belief tokens of ; certaiﬁ

semantic typé and this is not an intrinsic physical property

of token stimuli.

Analogous diffigulties beset the attempt to specify the
laws demanded by the second component of the theory of bodily

movement sketched by Field! Here, laws governipg the pro-
\duézion of'bodily movement upon the formation gf gégié%s and
desires are called for.. fhe problem is, by now, a familiar,
one: For any particular type of bodily movement there are
iindefinitely many distinct belief-desire pairs that maylbe i
implicated in the production cf gokens of that movemént type.
Returiring to éh example offered gpbove, a movement of one arm
that traces out a certain trajectory may be initiated
because one believes that a friend is near and one h;s the
}desire to greet the individua%, pecause one believes that a
mosquito is buzziné‘around one's head and desires to dis-

courage the pest, or because one feels a pain in the shoaulder

L] -

>
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~discriminate between certain intentionally type-distinct

- @
)\

and believes’ that exercise w1ll alleviate the pain: Physi-
e

caLly 1nd1v1duated movement types are not related in a one-
to-one faghion to belief-desire pair types.

S AN .
Although the preceding point -ts relatively obvious, it

is iﬁpog%ant to emphasize the fact that tokens of a movement

type are often the product of psychologically dlstlngulshable

processes:” Movementg type—ldentlfled on the basis of their

D ical similarity are “6ften representative of different

g

gnitive ach'ievements. This alone is enough‘to disqualify
all schemes for the explanation of movement typés that do
not refer to intetnal cognitive greperties of psychqlogicai
agents as candtdate frameworks for a psychological theor&,

for a psychological theory of brute ‘movement would fail to

<

-
-

I

tokens of behavior. What we may conclude is that neither a

purely physiolegical theory of bodily movement--because it

wouii cbncdal\mahy intereetfhg psychological phenonéna—-nor

‘a theory of bodily movement® £hat appeals to beliefs and

°
>

desires—-because it demands nomological. relations where

there ‘are none to be found--provides a basis for an adequate

psychological theory. ‘ ¢

L4 . . <
-2 -

As. 1ndlcated above, Field does not advocate the develop~

'-‘.0

meht-of a theory of bodily movbment.,>He merely suggests

“that the possibility of such a theory should be taken

s e e Nk A A AR A
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seriously since it seems to offer an alternative‘po a psycho-
) *; ]
logical theory that makes systematic use of semantic concepts.

What we have argfis that this putative alternative cannot

t

be sustained.

The Ineliminability-of Semantics

Is a semantic theory an ineliminable component of a
complgked psychological theory?' It ;s often acknowledged
thatg%ge's answer to this-.question dependscupon whgtfone
wants a psychological theory"fof. But suppose that we desire
to construck a:psychological theory that can distinguish
functionally distinct cognitive accompLZshments, e.g. a‘
theory that marks the d;fférence between g%ving an answer to
an arithmetic problem and reporflng’the £ime of day. In that
case, we will requirena theory that sometimes assigns tokens
of physically similar Bodily movements, e.g. those that

. - . ¢
realize the utterance, "It's five", on different oécasiqqs,
.to different equivalence classes of behavioral output. Now
I take it that no one denies the dési;ability of.a Fheory
vcapable of distinguishing~different cognitive accomplish-
ments and,‘pence! it'followsﬂthat an adequate psychology ,
must contain a principled basis for %éxonomiiing behavior ‘

- i & .
that does not rely merely upon a metric of physical similarity

T

.defined. over outputs. To a first approximation, the right

t

kind of taxonomy of behavior is one continuous with a
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fo%k—psychologicéi theory that type-identifies only content-
o A
equivalent "behavioral tokens. For example, the utterance

"It's five" conveys a certain content when it is intended

as a response to -the questien "What is. 2 plus 3?" and a dis-
tinct content when it is intended as an answer to the ques-

tion "What is the time?" A taxonomy of behavior that dis-

o

tinguishes these tokens on the basis of their distinct in-
tended interpretatiéns constitutes what we have called an
intentional taxonomy. Ideally, élsemantic theory employed
in the process of taxonomizing behavior can be thought of as

a mechanism for deciphering the intended interpretations under

B

which tokens gf behavior are issued. Given that we require

an intentioh¥l taxonomy of behavior, it’ appears that a

completed psychology.will include®a semantic  theory.

~
.

A similar view has been promulgated by contemporary

proponents of the computatiopal theory of mind such as J.

" Fodor and.Z. Pylyshyn.12 Both assert that the systematicity

of behavior is captured only under intentidnal description.

B

However, the role of a semantic theory in computational
‘pSychology has been obscure to many. To appreciate why this

is so, it is only necessary to consider certain fundamental

©

aspects of the theory. According to the computational

theory of mind, internal mentd® processes are to be construed

L

as sequences of computations. Computation can be viewed as

the transformation qfésymbolic expressions by procedures
' : Y . .

»
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sensitive only to the form or the syntax of the symbolic

expressions upon which they opérate.
processes as computational processes means that mental pro=
cesses are purely formal in scope, i.e. they do not have
Vaccess to the semantic"p;operties of the symbols over whTth
they are defined. On this view, the semantic properties of
mental representations are relevant only insofar as they are
mirrored in the syntax or form of representations. The -
computational theofy of mind, then, appears to declare éhgt
all internal psychdlogical processes are in principle f;r—

mally specifiable.

©°

Given this understanding of sohe of the central tenets
of the computational.@heory of mind, what theoreticai role
is filled by a semantic theory that- could not be filled by a
purely foxmgi or non-semantic theory? As we will see, some
philosgghers have sugéested that there is ﬂo such role for
‘a semantic theory. If the semantic properties of ip£ernal
representations are uniformly mirrored by syntactic proper-
ties, why should anything be lost when formal conditions for
the type-identity éf outputs are given? While semantic _con-
siderations appear to be esseritial for taxonomizing behavior
in sﬁch ; way as to make it amenable to subsumption under
explanatory generaiizatiohs, perhaps we might develop a,

formal etiology of behavior and define the type-identity

conditions for tokens of behavior over their formal
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etiologies. The possibility of a purely formal psycﬁology
requires carefﬁz consideration, but to anticipate the con-
clusion of £his investiggtion, a psychological theory that
makes no use of a semantic theory will fail.to correctly
specify the conditions for the membership of outpuﬁltokens'
in paradigmatic cognitive types:- There is no purely formal
way to recover the taxonomy of behaviox, that respects the

<

intended interpretationsﬁg} tokens of behavior.

L~

&5 we acknowledge with Fodor and Pylyshyn that what we -
have termed an intentional taxonomy provides a foundation
for Eapturing tﬁe éystematicity of behavior, then a semantic
tﬁeory is an eliminable component of psychological theory
o%;y if the taxonomy given by reference to semantic consi-
derations Ean be recovered from non-semantic considerations.

,

Now an intentional taxonomy assigns tokens of behavior to
confent types. For example, a subject that intends to convey
-an answer £o an addition problem, (PLUS 2 3), by uttering
the expression "five" issues a §Fhavior of a particular con-
tent type P, where P = solution to arithmetic;problem (PLUS
2 -3). Eliminability of semantic theory turns upon the'
correct answer to the following question: Can férma; condi~-
tions for membexrship of a(tdken'in content type P be speci-
fied? 1In general, can formal properties be specified for
the individuation of each behavioral content type, P, Bl’

gz..., without reference to semantic considerations? In the




attempt to construct a formal taxonomy we may allow some

revision of the intentional taxonomy and, hence, we need not
‘ %
@

require complete agreement between tﬁs two. But, a formal -~
theory that cannot construe a_token behavior as an answer

to an addition problem is not an adeguate substiEute for an
intentiogal theory that can so construe tokeqf of behavior.
Throughout the following discussion, the simple arithmetic
example will be used as a test case for the possibility of a

purely formal psfchology since it is, presumably, uncontro-

versial that individug;s sometimes solve arithmetic problems.

The case:ﬁor a purely formal psychological theory has
not been made out in great detail, but S. Stich sketches one
form that an argument for a formal theory might take. Stich
asks us to consider the behavior of a young‘child who has
jﬁst begun to learn the rules of addition, but cannot yet
reliably determiﬁe sums greater than six or seven. Stich
envisions a formal theory of the. child's addition problem-

solving behavior in the :following terms:

The theory would postulate various symbolic
structures and rules for manipulating these
symbols in a variety of ways. The theory
would ‘also detail the functional architec-
«  ture that subserves these symbol manipula-
: tions. If all went well, the theory would
“.be able to predict (the child's) answers to
various arithmetic questions. [Stich, 1980, .
p. 152] ’ ) .

~

But Stich does not believe that a theory able to predict

L3
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answers to arithmetic questions would need to construct inter-
pretations of internal operations or interpretations of out-

put:

. It makes no differente what we say the symbolic
structures represent. No answer we give has
the least bearing on the success or failur¥e of
the theory in predicting and explaining arith-
metic problem-solving behavior....The claim that
the formal symbolic structures that play a role
in computational theory also represent something,
be it a number, a gnu, or the proposition that
Fort Lamy is in Chad, has no explanatory func-.
tion within the theory. On the computational
view of mind, talk of representation is simply
excess baggage. [Stich, 1980, p. 152]

x

Stich claims that explanation and prediction. of a cognitive
accomplishment like arithmetic problem-solving is independent
of all semantic con;;aerations. This view presupposes that
tokens of the behavioral type "solutions to arithmetic
problem (PLUS 2 3)", for which explanatory generalizations
are soug@t, can be picked out without reference to their
intended interpretations or any other semantic features,
i.e., that behavior can be taxonomized in a manner free from

4

interpretation and yet in such a way that token solutions to
\

arithmetic problems are identifiable. Failure to pick out
all and only the tokens of behavior that represent solutions
to arithmetic problems is equivalent to the failure to sub-

sume the correct tokens of behavior<under generalizations o

over problem-solving in arithmetic.

Stich does not sypply an argument to illustrate the

-

¥

i
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possibility of a formal taﬁonomy that picks out the right

-

equivalence classes of behavior, but ‘merely asserts the
irrelevance of semantic interpretation. As we have ob-

served, the role of semantic interpretation is, among other

things, to provide a basis for the identification of be-

havioral tokens and for their assignment to the relevant

-

types. The short answer to Stich is that since we canno£
distinguish tokens that convey solutions to arithmetic
problems, for example, from other kinds of behavior unless
we provide interpretations for tokens of behavior and/or
tokens of input, we require such interpretations if we are
to state tﬁe generdlizations relevant to arithmetic problem-
gélving.\ We cannot explain or predict what we cannot cor-
ectly identify and wheﬁe behavior is concerned, successful

identification requires interpretation.

°

The obvious response from someone‘aqv&pating_the_possi—
bility of.a purely formal psychology wiif\?é}to maintain
that behavioral outputs can, in fact, be céféébtly taxogé—
mized by employmenf of some purely formal criterion. The
suggestion is that the behavioral type “sdluti;ns to arith-
metic probrem~(PLUS 2 3)", and every other output type, q;n
be formally i#dividuated. In order to argue for this view
the advocates of a formal taxonomy will no doubt rely upon
certain principles of the computational theory of mind:

~

viz. the principle that internal operations are formal in

~rednlons
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scoéé;'the principle that all semantically relevant”proper-
ties are hirrored by syntactic properties, and the thothesié ;=
that there exists a type—to-tybe relation between the syn-
tactic structure of internal representations and éheir seman-
tic contents. Assuming that the theorist may be aliowed
récoﬁrse to these principles, it will be argued that é purely
formal psycﬁology is incapable of explaiping and predicting
paradigmatic cognitive accomplishme?}é/such as problem-

solving in addition.

In order to isolate the issues at stake hgre it will be
helpful to distinguish two EASitions, each consistent with
certain principles of computational psycﬁology, that might
be taken toward the place of semantic cénsiderations in psycho-
logical theory. One view reflects a kind of “"reductionist"

stance while the other represents a 'kind of "eliminativism".
A )

'fhe‘reductionist\view,which we have_in mind embraces the
principle that all re}evant semantic contents are mirrored

by fhe,formal features of representgtions, and holdslthat -
systematic correlations between the semanticﬁgroperties and

the formal properties of representations are, in principle,

specifiable. The eliminativist view holds that the wholesale

methodological rejection of semantic considerations is pos-
sible without adverse consequences for the generality and
predictive power of psychological theory and, thus, repre-

sents what we might call the "formalist" approach. The

&
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formalist-eliminativist holds, with Stich, that reference to
semantic properties is not required even by a theory capable
of récoveﬁing generalizations originally stated over seman-

tically characterized types of behavior.

Let us examine each view more closely. Given that one

important task of psychology is to provide explanations and

predictions of beha§zor, a comprehens}ve psychological theory
will include law—lfie generalizations that specify the con-
tingencies of behavior. The simplest possible skeleton for
generalizations capable of being employed in predictions of‘

behavior is the following:
C,x > Byy \

The formula can be read roughly as "every occurrence of x's

§l,“ where 'gl' is a description of certain conditions upon
which behavior of a particular type,is contingent, and 'gl'

is a description of a particular type of behavior. (There
must be some such psychological laws, but not every psycho-
logical law need specify the contingencies of behavior, e.g.
certain interesting generalizations might specify the coh-
tingencies of belief revision conditional upon acceptance of )
new information.) Whether one takes behavior to 5? contin-

gent upon environmental state-types,,histories of reinforce-

ment, 'or internal content bearing states, the predicate on
\

el
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the right-hand side of the formula, B,, must have as its
extension an equivalence class of behaVior: The predicates
that fill the appropriate slot on the right-hand side of the
formﬁla may be simple‘or complex as long as théy unambiguously

specify genuine behavioral types.

Now, one necessary condition for recasting a law-like

generalization in a n idiom, without loss of explanatory

power, is that the intersubstitution of predicates on each

side of the generalizafion be restricted to coextensive pre-

d{cates. Thus, it mugt be} possible to formulate a wcat'e

in the new idiom th

]
of phenomena specified by the original explanadum--occurring

specifies the same equivalence class

on the right-hand side of the generalizqtion. The reduc-
tionist and the eliminativist both assert that it is possible‘
to formulate psychological generalizations, originally for-
mulated in an intentional idiom, in a non—intgg?ional or

non-semantic idiom. The notion of a non—semantip idiom is,
of course, terribly loose and inaccurate knsofar as any

idiom in which extension—fixing expression; can be formul&ted
possesses -semantic properties. The intended contrast here

is between "semantic characterizations of behavioral types"
and "non-semantic characterizatigns of behavioral types"
which can be sharpened in the followiné way . Seméntié

characterizations of behavioral types are given by intgr-

pretations of behavior while non-semantic characterizations
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purport to circumscribe behavioral types by reference to
something like structural properties, i.e. formal or syntac-
tic properties of behavior and/or of the internal states upon
which behavior is contingent. In these terms, both the re-
ductionist and the eliminativist advocate the possibility of
substituting formal descriptions of behavioral types for
interpretive, semantically laden , descriptions of behavioral

. . . . V¥
types. The two views differ, however, in their respective

‘diagnoses of the resources required for the formulation of

formal descriptions of equivalence classes of behavior.

On the reductionist position, in order to specify fogmalh
descriptions coextensive with semantic characterizations of
behavioral types, one attempts to systematically correlate
formal properties with semantic probertieé. Ideally, the
reductionist would specify a mapping fromuformal or syntac-

tic types into content types--such a mapping, the reduction-

. ist observes, is suggested by the principle that all relevant

semantic, contents of internal representations are mirrored
in aspects of their formal structure. Suppose, for example,
that the reductionist is able to specify a one-to-one
mapping from syntactic"br formal types into content types. .
We regard tokens of behavior as type-identical if they
possess equivalen£ intended interpretations and, hence,
given a one-to-one ' ing from formal types into semantic

content types, behavioral types would béﬂspecifiable by




expressions in which predicates of content types do not
occur. Anoth§r way to put the same point is as follovs. A
one-to-one mapping from syntactic types into content types
is more commonly xeferred to as a "type-to-type" relation L
between syntactic types and content, types. If such a type-
to-type relation can be specified, then it is plausible to
suppose that there will exist formal characterizations of

semantically characterized behavioral types.

But, nothing asserted by this kind of reductionism is
incompatible with the view that psycholog%cal theory must
include a semantic componeﬂt or with the view that taxonomies
of-behavior must respect the interpretations under which
tokens of behavior are issued. For the probleﬁ of sbecifying
a mappihg from formal types into content types is 3 semantic .
problem: A successful specification of such a mapping would
gonstitute nothing less than an interpretation of, a decoding
of, or a semantics for, the internal language of thought. A
decoding of some kind is assumed to be poséible, in pfinciple,
by computational theory, but notice that such a decoding is
not properly speaking a reduction of semantic content at all.

Decodings don't explaln that in which content consists, but

merely speCLfy which formal structures convey which contents

L]

Incidentally, a decoding will not specify universal and
lawful relations between éspects of syntax and aspects of

content: We have no right to suppose that the relation

\wf"w*
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between tlgg contents conveyed by a particular language, even
the language of thought, and the syntactic forms of expres-

sions formalizable in that language is universal since dif-

ferent languages may convey the same contents in different

ways. The task of decoding a language is an empirical task

to be carried ‘out for each distinct cognitive system, e.g."

machine, monkey, man, and Martian. M&®eover, in the case of

machines, at least, we can be assured that the relation
between form and content is thoroughly arbitrary. Hence,
thre possibility of machine thought itself appears to guarantee

that there can be_no reduction of content to formal struc-

'
¢

tures in the classical sense of reduction which requires

-~

that "bridge faws" be laws. ! .y

What we have referred to as éhe reductionist view does
not present a challenge to the view that psychological fhéorg
must include a semantiq component since the gﬁvisaged "fe-
ductions" are notQ}ﬁg but semgntic interpretations .of the
language of tE?ught. Thevqliminativist view, on the 6£ﬁer g
hand, takes a different view of the problém of specifyfﬁg

-

equivalence clatses of behavior. According to the eliming-

l

tivist absolutely no reference to content types is required

R . el ' * ,
in order to specify behavioral types. Thus, the formalist-

“.eliminativist will not attempt to mép syntactic t?pes'into il

content types, but will attempt to show that resources -

sufficient for recovering psychological generalizations are . .
£

4 , Q

v

\ v
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provided by formal considerations, i.e. by reference to pro-
. perties of the structure of 1nternal states and the formal
relatlpnshlps between such ‘states. On this view--hereafter

referred to as the formalist position--one does not attempt

to correlate’aspects of form with aspects of content, but

attempts to specify all interesting behaGEOral types by in-

vestigation of oniy‘the formal properties of mental processel.

The formalist is alded however,. by certain assumptlons about

l‘ - £

the relation between formal properties and semantic proper—
ties. Though the fdérmalist will Hot implicate himself in °

the semantic interpretation of the language of thought, he
i i - ' * . . X )

"might make use of the idea that all relevant semantic pro-
s ! ' : -

perties are mirrored by formal properties. Giverr that the

relation of form to content is in some—way systematlc, the,

. formalist hold&,out the hope that the formal 1nd1v1duatlon .

: ~

of 1nternal processes will c1rcumscr1be ‘processes whlch are

<

‘of uniform semantic conteht ant, thus; that one can specify K

. . s - ¢
’ processes which causally underlie the production of inten-—
tionaiTy\type—iQEntical tokéns‘of.behavior without explicitly’

‘relying upon"semantic considerations. . !, .

The forﬁalrst p051tlon does’ present a challenge to the

’ .

Q

view that psychologlcal theory must 1nc1ude a semantlc com&

ponent Fpr, if all behavioral types are specxflable in a
way t%ee of‘semantlc consmderatlons, then there is, perhaps,
no good reason to take seriously the 1dea that the ihAternal . <>

[

° ’ ’
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states upon which behavior is contingent _are-semantically

endowed: To make a case for the. formalist thesis it must

be shown that semantically chafécterizablg behavioral types
can be individuated by some purely form;l criterion. This,

it will be a¥gued in what foliows, cannot bk shown.

-

Beflore proceeding to @jbritical evaLE?éion of the forma-

- [

list thesis, note that there:ﬁs yvet ang%ﬁé% view that might

be taken toward the role dg semantics in psychology: One might
. 4 1
acknowledge that psychological generalizétiqns are.sometimes

given for semantically pharacterizable types'andf yet, refuse

rd

o .
totacknowledge the need to recover generalizations over seman-

tically characterized behavioral types. Such view does not -

¢

challengé the thesis argued for heie--that psychology must in-

clude semantic component--since it simply refuses to engage it.

]

Assuming that there are ggneralizaéions to be had about such ‘!

types of behavior as "arithmetic problém-solving", or éub—types

° Al

. ¢ . 4 .
of that class, the p;QbLem is to determine whether or not the

behavioral type and its sub-types are specifiable without pe-’

!
/

* k3 . bl . -t 3 ua 1)
course to semantic considerations. This problem is 31mply/

‘notraddregéed if one merely asserts that such generalizations

°

© +
need not be captured. : .
&). an . .

B

‘Formalist Taxonomies :

The formalist thesis--that formal specification of the

< »

conditions for the membership of ah output token in an

intentional type is possible--is not unattractive. What
. s

makes the thesié'initially attractive is that it éppears to

1

-
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promise an alternative to a taxonomy of behavior that redies .

‘- upon the putatively troubled notion of content. What we have

referred to as the conten£ Eonveyed by a token.of behavior,
or equivalently as the intended interpretaticnhof a token of
behavior, has been glossed as that propert§'of a behavior by °
virtue of which it is assigned éo a, psychologically relevant
equivalence class, "but no systemati; theoiy of content has

- s

‘been supplied. As it turns out, it is quite easy to recognize

the content éonveyed by an overt behavior in practice yet

‘quite difficult to give a satisfactory,theory;pf content.

o

Though there’are important issues here, one might note that
the situation is analogous to that in linguistics: It is

. | .
quite easy to recggnize a grammatical sentence yet gquite

<

hard to give a satisfactory theory of grammatibaiity;

" Roughly, grammaticality in language E'is that, property of

expressions by virtue of which they are assigned to the class
sentence of L. The ease with which we interpret the content
— . - : .

. - . . .
conveyed by Qve;t bellavior, in many circumstances, is at .

Ed

least prima facie reason’ for believing that éokens of behavior

are generated under proprietary interpretations--similarly

the ease with which we recognize grammatical sentences leads . 8

N , , ~
us to believe that native speakers must intérnalize a theory

\

of gramméticality, i.é. a grammar.

As indicated above, the view that a semantic theory is:
. ) .

a di§pensiQ1e component of psycholoéical theory-may rely

'

-~
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freely upon certain aspects of the computational theory of

mind. Of particular siéhiﬁica#ce in this regard is the view.
B ° ¢

that all relevant semantic properties of imternal ‘represen-
tations are mirrored by s&ntaétié properties, and the hypo-
thesis that the nature of the mirroring relation is that o?

a type-to—typé rélatioﬁJ The existence of such a typé—to—
type relation would requirg'that a contep% of a given type

is always conveyed by tékeﬁ formal structures of, the same
type and that‘cantents of distinct'types ar; always conveyed
by token fé}mal structures of distinct types. .On the assump-
éion éhat the type-identity of for;al structures is'determined
by their formal iﬂaistinguishability: £he necessAry and”
sufficiepthcondition for distinctness ?f content is justN
formal distinguishability.'13 Recall that a type-to-type’

relation between form and content can bggthought of as a one-

to-one mapping from formal types into content types.

&

o

Although ,the hypéthesis that theré exists a type-to-type
relation between the form ﬁnd the content of representations‘
isntaken-by some to.suggest the eiiminability of references
to éontentg notice that considerably weaker as;umptions may
be madé. Suppose that for soméfcontent type»g the;e were,
say, two f&rmally distinct encodihgs, F and g:, of content
type P. In this-case, the diéjunction of F and ii would;
giveqvpne“other'condition to bé mehtioned, specify the class

of internal formal structures that.convey content.of type P.%

.
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No a priori considerations prevent us from supposing Fﬁat.
there are many formally distinct representations of content
type P. A theory that éttempts to specify_formal,coﬁditions
for the assignment of an output to its relevant equivalence
class will not be troubled by this circumstance if sets of
synbnquus but formally distinct internal sentences can some-
how be specified by reference to their formal properties.

In particular, the mirroring relation between the syntax of
internal representations and their ponteﬁt must satisfy the-
condition (a) that the distinct encodings of any content type

are effectively enumerable. If condition (a) does not hold

it will not be possible to formally individuate internal re-
presentations in a manner compatible with content-sensitive
individuation. Additionally, the mirroring relation must

satisfy the condition (b) that formally identical expressions

never encode different contents: The language in which in-

ternal processes are carried out must be non-ambiguous. If

both ‘conditions are satisfied it méy, for all we know at ‘this

'point, be possible to construct a taxonomy of internal pro-,

cedses that type—‘gentifies representations on the basis of
their formal properties alone and yet happens to type-

identify only representations of equivalent content. We will

-

call, a relation between ﬁentent and form in an inéernal

language that satisfies (a) and.(b) a uniform relation. A

uniform relation can be thodght of as a many—to—bne ﬁapping

s
from formal types into content types. Notice that a
. > ‘ ‘

«
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type~to~-type relation between tﬁe form and the content bf
representations is simply that special case of the joint
satisfaction of conditions (a) and (b),'or that uniform
relation, in which the number of distinct encodings of any

gontent type =1 (one) .

A type-to-type relation between form and content may
fail tQ obtain without irreyocably jeopardizing the project
undertaken by the formalist. The formalist's task is made

_more difficult, but not impossible, by the non-existence of
Al

a type-to-type relation. This fact has not been generally
acknowledged. In an argument for the ineliminability of

appeals to content, Fodor attempts to make his case by ques- : :
tioning the assumption that a type—té-type relation obtains.

, Thé initial supposition is that ifvsuch a relation does ob-

tain no reference to the contents of internal states is

required:
-~ -

It is conceivable that there should be some
formal property (call it,'U’) that mental -
representations have if they express the pro-
perty of being a unicorn: and some (different)
formal property (call it 'W') that mental re-
presentations have if they express the pro-
perty of being a witch. So, then, instead.of

. explaining the differences between Seymor's
witch hunting and his unicorn hunting by
reéference to the difference between the ton-
tents of the causally implicated mental repre-'
sentations, we could explain it by reference
to the difference between U and W. [Fodor,
forthcoming]
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But Fodor holds that this line of thought is unwarranted _

-

, Since,.

There is, however, really no reason at all to
suppose that there are formal doppelgangers of
each feature of the contents of mental repre-
sentations that we need to advert to in our
accounts of the intentional properties of be-
havior. Positihg such "type-to-type" corres-
pondences between formal and semantic proper-
ties of mental representations involves a much -
stronger assumption than that each causally
efficacious difference in content must corres-
pond to some formal difference or other. [Fodor,
forthcoming]

L)

Fodor correctly observes that a computational theory of

LS 2

mental processes interested in qffering an account of the
ihtentional properties of behavior need not assume type-to-
type correspondenees between 'formal and semantic properties.
But, this falls short of showing that appeals to content are

ineliminable: Suppose that the various distinct formal pro-

o~

perties that determlne a mental state to represent unlcorns
are enumerable, U, l’ U2..., and llkew1se for witches,

- W, W W +f the relevant formal properties unambiguously

10 Woeee-

mirror the subject matter of a mental representation, then
~

the différencevbetween Seymor's unicorn hu;%ing and his:witch
huntlng might be explained, the formalist will argue, by
appeal to the difference between the propertles U, Ul’ Upeos
and the propertles W, Wl, PR .—~=in partlcular by reference

to” the difference between some element of the first set and .,

some element of the second set. The formalist view requires
E

N

. et e o e =
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that the relation between aspects of formal structure and
aspects of content is in some manner a uniform relation, not

. 5

that it is an ideal type-to-type relation. .

The uniformity requiremen€ does, however, restrict the
scope‘?f a formal theary. Dennett has suggested thaE we are
unlikely to find a type-to-type relation between the contents
oq.mental states and their formgl structures %f we attempt to
encompass the psychological processes of all species of
cognitive systems within. a single theory.l4 The' intuition

here is simply that different cognitive systems in all likeli-

'hood employ different representational schemes. We are in a

position to demonstrate the correctness of Dennett's igﬁui—
> ~N

~

tion and to go one step further to show that no uniform re-

lation between content and formal properties can hold across
e

all species of cognitive'systems. Suppose that we success-
fully specify: (i) a possible internal syntax L, and

. x4
(ii) for each content type expressible in L, the set of sen-

tences that convey content of that type. - It would then be

a simple matter to construct a possible internal syntax L*

that conveys content of a particular type P by a token sen-
tence s, that conveys content of & .distinct type, Q, in L.
For example, we might construct, L*, by the intersubstitu-
tion- of e&éry occurrence of the terms"green' and 'yellow'
in ﬁ. The constnuptlon of L* merely proves the existence of

a language in the class of all p0551ble languages of thought
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that uses a sentence token formaliy indistinguishable from
a sentence of L to convey a different content. Hence, the
non-ambiguity condition will hold only within particular
systems of internal languages rather than across all such

%
systems. One moral that might be drawn from this observa-

tion is that a universal functionéi psychology.intefésted in
inter~-species comparisons of propositional attitudes would ..
make ineliminable reference to semantic properties since

there can be no purely formal description coextensive with a
¢content type E where formally indistinguishaﬁle expressions
convey different contentsJ-i.e._wheré the non;ambigsity cen-
dition fails. Since no description Qi{formal properties can
have within its extension all and only the tokens of a certain

content type; comparing propositional at¥itudes across dif-

ferent species of cognitive systems will require reference

. \ \
to properties common to the members of equivalence classes
N 3

N

ositional attitudes. What such propositional atti-

of pr
tudes have in common is not a set of formal properties but

o &
specifiable contents.

[~ Y

For our rposes, tﬁe failure of the non:ambiguity con-

ditioquhen we ganeralize over _all possible languages &f

thought shows that e attempt to construct a formal taxonomy

2
project of behavior must be carried out on a species-by-

15 ’

species basis. Given guch a restriction on the scope of

the formal taxonomy projec the problem is to formulate

-

\ A
3
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formal descriptions or characterizations of equivaience
classes of behavior that are eoextensive with semantic
characﬁerizations of equivalence classes of behavior. As
noted, the assumption that the relation between the contents
of mental states and the formal structure of mental_stateé
is uniform guarantees that, for a particular species of cog-
nitive system, there exists a many-to-one mapping from syn-
tactic types into content types. Thus, there will exist a
list éhat spézifies all t;; possib forms of mental states
of-each particular con§$n£ type. Now, if the uniforwity‘as—

sumption is unwarranted, then only descriptions that specify

semantic contents will ‘circumscribe the equivalence classes

of internal states relevant to the determination of the type
to which tokens ofxoutput bélong. But it is highly unlikely,
. that the uniformity condition will fail, if only because no‘x
theory of the formal structure of internal processes wil

taken td bé finalized until a uniform relation between

semantic' content and syntactic form is exposed. Neverthe-

-

less, the glausibility of the uniformity condition does not
provide‘g solution for our basic problem: Can we indivi-
duate the right equivalence classes of behavior without‘
reference to the content of £he mental states causally under-
lying the production of tokens of behavior? Our problem, as
for@alists,‘is not just to assure ourselves that therg are,
in principle, predicates of syntactic structures which have

the same extension as predicates of content types, but to

~ . N
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circumscribe or individuate behavid%al types by specifying
predicates of syntactic structures. Just which formal pro-
perties must an internal process exemplify in order to qua-
lify as a process that produces, for example, ar{thmetic
problem-solving behavior? A priori congtraints‘aréfinsuffi-
cient for answering such a question, since the formal pro-
perties of any particular representation are, in principle,

consistent with diverse interpretations, i.e. a given syn-
M.

tactic item can encode a variety of contents.

.

- Formal specification ofYequivalence classes of internal
representat‘ions is only one part of the t'ask that éonfrovnﬁ
the attempt to construct a formal taxonomy of Kehavior. . The
formalist must somehow individuate output types by reference
?o the_forﬁal pro;erties of infernal processes, for a formal
taxonomy of behavior mus either (i) define type-identity
conditions for behavior in terms of properti;s of overt be-
haviér and propertieg of 'stimulus conditions or (iii define
type~identity conditions for behavior ;n‘térms of properties
of the internal processes résponsible forathe.produétion‘of us
behavior. The former alternativekis ruled out by the obsér-
vations in the first section of -this chapter. This giréﬁm—
stance forces the formalist to turn to the second alternagive.

Is the equivalence of oﬁtputs a function of formally speci-

fiable internal processes? How might a taxonomy of behavior

-

&

of this kind.be constructed?

<
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The simplest non-semantic type-identity criterion fo?
internal representations is formal indistinguishability;
According to this criterion, representations are tokens of
ghe same type if and only if they are syntactically identical.
Generalizing'over sequences ofgoperations in which represen-
tations are implicated, one might imposé a similarly moti- S

B

vated criterion for the type-identity of mental processes

.and hold that mental processes are type-identical if and oniy -

~N

~if they are, everywhére, formally indistinguishable. The

formalist might claim that token outputs are type-identical

S

if and only if they are the products of formally indistinguish-

-~

able internal processes. Indegd, on the assumption that

.internal sentences are unambigudus, tokens of behavior pxo-

duced by formally identical processes must necessarily belong
to the same intentionally specified equivalence classes. The
formal indistinguishability of internal processes is, then,

a sufficient condition for the type-identity of outputs.
Lo

Yet, behavior cannot be accurately taxonomized by making

g ) Lt
it g necessary (and sufficient) condition for type-identity
| :
that tokens have formally indistin%uishaple etiologies. The -

i

‘failure of this approach is easily exposed. Many equivalence

—~ ‘ . w
classes of behavior contain tokens ithat are realized by very - /\)_
different bodily movements, e.g. one might Utter the term

'five' or inscribe the symbol 'S' in answer to a given pro-

blem. On the highly plausible assumption that physically

L4
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N @

. distifiguishable bodily movements are determined by £foérmally

distinguishable commands to the motor effector groups,ﬂit

will turn out that processes eventuating in output tokens of

the same type are often formally distinguishable themselves.

The pfoduction of very different bodily movements requires 5
the occurrence of formally distinguishable operations at some
pdint in the production of such bodily .movements. Hencef

. \
contrary to the criterion that poses complete indistinguish-

ability of internal processes ‘as a necessary and sufficient °
condition for equivalence of outputs, formally type-distinct

]

internal 'processes will often eventuate <in equivalent outputs.
'~.‘. . "

The formalist might respond to this circupstaqce by
attempting to specify .the set of formally éistinguishable
procesges which, for each behavioral £ype, produce equivalent’
oﬁtputs. Given a selection of*intentionally specified input-

output pairs, the formalist might specify the set of internal

processes that mediate those input-oufput relaticns. But -

this tactic simply presupposes an intentional taxonomy of
behavior; it .does not demonstrate’ that we can recover .the
correct taxonomy bx examining the formalﬂgroperties of psycho-

14l

logical processesz In any case, there will be infinitely

‘many distinguishable processes that eventuate in. tokens of

the same type, for it is a simple matter to arrange a code

to conGéy content of some type P that calls for any sequence

of 'physically possibleubodilyrmotions under the gontrol of

8

4
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A significant improvement in éhe formglist's position
is pgssible. If a piece of rational behavior conveys con-=-
. . . .

tent of type P, then.it is plausible to “suppose that the" >
- - ! O -

behavior is mediated by mental states whose content is"

commensurate with~content of type P. Drastlcally over-

! e

31mp11fy1ng, let us allow the formalist the luxury of assuming.

-]

¢ that the productlon of a token output, conveylng content of >

2

type P, requlres the formulatlon of a mental state ‘that un- >

amblguously expresses content of type P. Furthermore, if
o) \ . .
there is a type-to-type relation 'between the formal structure

pQ

and the semantic content of representatlons, then one and
only one internal sentence typé S wrllﬁexpress content.of

type P. ﬁence, the formalist mrght\hola that the proce;ses

»

that eventuate ,in tokens oﬂ/the content type P, are those

thdt?implement‘tokens of .the sentenEE‘t;pe S. " ( .,

°
.
N »

'}_’\r_ '

. This p051tlon 15 an 1mprovement éver any we have exa- )

mlned 1nsofar as 1t might succeed 1n@specify1ng a necess x ¢
M . ' .
condltlon for the type-ldentlty of outputs' nevertheless it o
< ° 0 . J A :
fails to provide’ a.sufficxent condition for the type-

. o

identity of outputs. The 51mple but compelllng reason d4s
K . G"'\ N -

that tokens “of sentence type S may be 1mplemented in many

,. processes that‘eventuate in output tokens that express

[ — A

qgntentswof.sone_type Q’where Q ss typebdlstlnct,ﬁrom P: ///

13

R 3 - . . Lo .
Just as$ the same prem{se can be emplgyed in 1nf1nitely'many Coe
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. arguments to semantically nonequivalent conclusions, an

n

.into infinitely many mental.processes that produce’type-

" type S wil%.not deteymine the type-identity of tokens of

“@utput.- - ) ' ‘

™  _We are now in a pbsitioﬁ to more.sharply conceiye the

formal manner. .Now, it mlght appéaf that'the ﬁormal indivi-~

solv1ng is arded 6& the assumptlonuthatsbehav1or of is U

type is contlngent up@n, among othef things, the implementa~

internal sentence that expresses content of type P can enter

distinct outputs. Quite gnmply, the 1ntexnal occurrence of

a sentence token thae expresses contengraf“‘ome type P does

noet by 1tse;f determine an output to convey content of_type

. - ) ) I Lt i .
P.- Hence, the formulation of tokens of some formal .sentence .

¢ X

’ -
¢

N -

) A ‘ “ ¢
. . f

requirements of & purely formal taxonomy of behavior.* The. .

"¢ . P

formallst hOpes to 1dent1fy propentxes of 1nternal processes’i
. ~ ) ' ot
. that determlne the type to whlch each token of behavior - e

. - -

belongs. The hypothe51s‘that output-type rs a functlon of

.
o 4

s

.
1nternal process\type 1s tenable enough to merlt careful , )
- \ :“{‘; f -~
~3 o
examlhatlon, but it is far from cle@r that the‘tondltlons &

.t

that determ&ne output type ‘can be artlculated in a purely )
¢ 5-.- ¢ ,

l

duatlon of a behav1oral type such asﬁarlthmetlc problem—

o
- |

. .

tlon of fdrmal,algorithms for the computatlon of arlthmetlc L

LA é . “a . . v < .‘
function? Althoug}x *there .'.LS an.lmportant observatn.on here . o
that we wilf eXamine-xn sgme detail; the fact that_ agents e

employ formal algbrxthms when solvﬂag arlthmetlc pr&blems

. .
- ,_ . - . . » “ : . . . N -
L S - ® ‘e - ~ v . -~

- . - -
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does not 1mprove the formalist's chances of specifying oquk-

P

put. types.’ : .

- [} o

Since we require that proprietafy descriptions of.be~
%hav:.or capture the cognltlve accompllshments of the agents
s~ of behavior, we w1ll not descrlbe the-bghavior of a subject
ds arithmetic problemrsolv1ng if the subject hasJ\for example,

" simply copied an answer from someone else. One haturally
9

-

assuimes that a behavior realized by bodily movements that

. -~

¢

,inscribe '5' on a chglk board is not correctly.described,

-

-

» =
. . < 4 . . -~ <. . . <
intentionally, as a solution to an arxithmetic problem unless

.

~/' . . . ¢ L} r
the ‘agent has determined in some principled manner the solu-
. : A .. . o’ . . - % .
tion to what he takes to be an arithmetic problem. This »

Id

censideration suggests that one'neceséary condition for the

v oA

3
membership of a token in the equlvalence class "solution to
’b
{PLUS 2 3)" is that an addition, digorlthm has been.lmple—
& el
ented for representeg ;nput‘(PLUS 2 3). Under conditions.

-
»

of normalcy for the system, internal §ent€hces that-afe

generateé by addition algorithms are .about addition problems

»

and behav;or that 1ntends to convey what a?eentence generated

- o

"by . an addltlon algorithm e;presses 1s behaV1or of the addl-

,1

tlon problem—solv1ng klnd Thus,'a dore elemeﬂt in the

Wy

t_ﬂ,_(spec:.f:n.cata.on of the condltlons under Wthh solutlons to

addlt%en problems are issued is the 1dentificatlon ofﬁthe

o addltIQn algorlthm.or algorlthms employea by subjects._~sindéw‘

o Jos
o~ PR e AT

algor;thms can ‘be V1ewed as mapplnga between formal symbols,
'.‘Vn . . .
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- . - .

-, - . .
it might appear that the formalist is in a position to iden-

tify instances of arithmetic problem-solvinglbehavior. ‘This
% o
appearance is largelx dispelled, however, once we recognlze

~

that the formalist position requires that it is in principle
!

posgible to determine which sequences of internal operations
. v

are arithmetic problem-solving operations, e.g. which opera-

tions, constitute addition algorithms, without reference to.
N

- -~

interpretations of input or output. That_is, the formalist#
may not assume that a token of behavior. is an answer ‘to an

. 2 ) ) . ' ,
arithmetic problem and proceed to specify the internal ope-
N S~ 7 . ¢ Lo 3
rations that produce the token since this tactic merely pre-

supposes an intenticnal'taxonomy of outpnt. .

e .

. A subject answering arithmetic'prob}ems is confronted
with a series of tasks. These include, roughly, such thinés
as éli'the assignment -of proximal stimuli to the input class

"arfthmetic problem", i.e. the :subject interprets something’
s so ;

. as an.arithmetic problem,'(Z)'the implementation of some

algcrithm to determine an answer to tHe.problem, and (3) the

rnltlat;on and control of bodlly movements that the subject

-

belleves will convey'?he answer arrlved at. Each of the, ¥

0}

three tasks represent a recessary condition for the produc-

"o

tion of a behavior intentionally characterized as 4n "answer

’ & -

3

" to an arithmetic problem”. Hence, the formallst must specify

formal propertles whose 1nstant1atlon cbnstitutes the satis-
~ -

.

*factlon JF each necessary condltlon, 1.9., he must be’ahle

- . + . - ’
. B
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to tell when the necessary conditlons for the production of

-

behavior of some type P are satlsfied.‘ The question before

us, then, is the foilowing. Can the formalist determine, by

reference to formal properties alone, when the necessary

conditions for the membership of an output token in a parti- .

-

cular behavioral type are satisfied? For example, can one
determine by reference to the formal propérties of internal

operations when an algorithm for addition has’ been imple-

mented?

Suppo;e that internalized algorithﬁs for t&éﬁhoﬁgttation
of the addition function could be identified b§ iﬂspection
of the" formal properties of intérnal proceéses.‘ In that
casej the fotmalist~coul§(specify internal occurrences that
satisfy one necessary condition fot the production of- addi-
tion problem-solving behavior. 'On the other hand, if aédi-
tion algorithms are not iéeﬁtitiable by_inspectioh ofitﬁeir

formal properties, then no formal theory Will-ﬁave the capa-

oity to determine when the neceseary conditions for the

N -

production of addltion problem—solv1ng behaVior are satisfied

since such a theory .cannot tell when an' additlon algorlthm

has been implemented? A formalAtheory that cdhnot determine
» N : -,

when the ‘necessary conditions for the membership of a token in

an output type are satisfied will not be able to specify the

type to which tﬁe token qutput belBﬁgs. This is pre01sely +«<

the 31tuation that the formalist flnds himself' 1n when ‘

"
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sattempting to specify theuintérnal conditions upon which

) behavior of the édditioq problem-solving typé is nomologi-.
cally contingent: Reference to.the formal properties of a

symbolic prbcesé does not enable one to determine what privi-

leged function the procgss\computes, i.e. to give the pr&iess
"its intended abstract matheﬁatigal interpretation. Another
way to make the saﬁe point is to. observe that the formal
properties of an algoritbm cannot deterpine%the chputat.ion~
of some'uﬁique function since many diverse interprétations

are always completelyrconsiétent with all the formal proper-

ties of an algorithm. . - =

B
r

Consider a Turing machipe'aigorithm~fbr é§ample. An

initial fépe configuration might consist of.'|'s and '0's

in some order such as the following: L

3
LY -

° ¢
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An algdti;hm is détermined by the set’ of quadruples M.
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The machine table specifies a sequenice of operations that -
o 3 .
& . . . . e
will take tape configuration (i) to tape‘qqnfxgpratlon (h)

v
s

’ l

' s -
- - -
23
< X

R

oA

In general, with the reading hand initialized on the leftmost

occurrence of '|' the implementation of M will take any two _

finite sequences of '|'s, of length n and m respectively,

separated by a single '0' to a finite sequence of 'I{s unse-

arated by any 'Ql'. The resulting sequence of .'|'s will
p (

have léngth (n+m)-1.

e "

The formal properties of the Turing machine algorithm
are completely described by M together with the relevant con-

ventions on the construction of Turing machine algorithms.
QO £
But these prqperties do not uniquely detérmine "the function

a

M computes",ji.e.,'they do not determine an interpretaﬁion

—

for M. In order to determine what privileged function is

éomputed we must specify a semantics for the code of the

@ .
tape. "if wé wish

As Pylyshyn has observed, to explain the

computatlon that the’ dev1ce is carrylng out, or the ‘regulari-

-

ties exhibited by sonpe particular Erogfémmed computer, we

L4

must refer to objects in-a domaln that is. the intended

intéréretatioﬁ or the subject matter Qf the computatlons"

{1980, p. 113]. .This is correct, it seems to me, 1f for no
&‘1\ e . . - "

other reason than the' fact that the formal pgppérfiés of a

.

-t

-~
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On this interpretation;  '0l' is simply a di'vider with no

> .

symbélic process are always consistent with maﬂy different
interpretations. Fé& example, one interprefqéion that could
be given for M is that it computes ' (n+4m)—-1' for any two
natural nunbers n and m. This interpretation is based on
the construction of éq§emantics'for the tape symbolg 'O’ and
'|' that specifieslthéir referents in the set of natural

numhers as follows: -

Tape symbol '[0' refers to 0,

. ) '|' refers to 1,

"||* refers to 2.... -
Other assessments of the relationship between the nota-
tion of the tape and the natural numbers, or some other

domain entirely, will force other interprgtations of the
‘ "

function that M computes.

o
Tape symbol '|* refers to 0,

'1|* refers to 1, . ,2

e "IIl' refers to 2.... % »

<
>

. £ L3 * i )
semantic properties and the tape contains numerals for the

4

.

natural numbers in a more saconventional unary notation. On

this intérpretation M computes the'addition'funcgion;

a
-

. The point Of this illustration is simply that the

»

formal properties of an algorithm, or any internal formal *

- .-

81"

.
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process ,ware always consistéét with an infiqi%e variety of
interpretations. Often different interpretationé of the
function computed by an algorithm will be %xceedingly nétuf&%:
Under the‘glrst interpretation, M determines that the pr;—
decessof of the sum of 3~and 4 is 6, while under the latter

" interpretation, M determines that the sum of 2 and 3 is 5.

Hence, if we are to maintain that some procedure intermnalized
- -

by cognitive agents constitutes an algorithm for addition

we must have recourse to a semantic theory since the tota-

-~

)lity of formal properties of the proceduré does not‘determine

‘the computation of some unique function.

Rejection of the Formalist Alternative

The lesson to be drawn here is that the férmalist cannot
merélx‘inspect'formal properties when attempting to determine
if the .necessary cqnditions”for the production of an answer

"t9 an addition problem have Eeen satisfied. For one neces-

sary conditiom for such output is the implementation of an.

e

addition algorithm'and formal propeities themselves do not,
uniquely 4 termine a prbceduré to constitute an algorithm

for addition. - In order 'to know that an internal procedure

.

is an addition algorithm one must determine the intended

interpretation of the procedure. That is, One must justify

the application of a semantic tﬁeory that specifies an
interpretation. )

-
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Is it possible that the formalist might avoid the con-
clusion drawn here while acknowledging that the formal pro-
. 1

perties of an internalized algorithm do not determine the

-

privileged functibn that the ahgorifhm computes? If the
implementation of distinct algorithms is a necessary and

sufficient gondition'EOf the .distinctness of outputs, then a
> - Pt
theory capable of Q£§;in§uishing internal algorithms, what-

ever theif iptended inﬁefprg@ations mights be, yill'proyide

AR 7E

a basis for a Eaxonomy of behavior. The forhalist might -

‘claim, accordingly, thad behavior can be accurately taxono-

Vet AN v,

S

mized without recourse to the intended interpretations of

internalized algorithms, i.e. ﬁithéuﬁ the specificatibn of

- o

the'fungtion that each algorithm computés. One might argue,
) : . »

- for example,'that°it is not .necessary to identify some

° L}

L

-

internal prgdéss él as an addition algorithm, but merely

- «‘f:'n.\w vv'» - «:‘m-r,‘;ré;', ‘n«,,\. Yot N (YA

ﬁécessafy ﬁb &istinguish algorithm él from other interna}

- ) N N . N
processes. Behaviox would then be taxonomized by reference

. .
pesg =
-

to distinguishable internal algorithms, e.g. the class of

- behavior "outputs of AI" forms an equivalence class distinct

f .~ from all equivalence classes constituted by 6utputs of dis-
tinct algorithms.
S e . % » - . \ '

~ i 7
i

" ¢« The force of this.rasponse depends crucially upoﬁfan/ﬂ

e adequate criterion for the distinctness of internal processes
or algorithms. But there are, in fact, only two ways in”

which aléorithms can be disfihguished: (i) by reference to

o
¢ .
4
.

.

"
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their formal properties and, (ii) by reference to the
function(s) that they compﬁteé Quite cleériy,.the formalist
_cannot rely merelylupon the formal-distinguishability of
algorithms, since fgrmggiy distinct algor%thms‘may compute.

the same function. Thus, the fact that two‘algorithms él

~

éhd A, are formally type-distinct is not a sufficient condi-
tion for® the nonequivalence of their output. A subject
solving addition probiems, for example, may call upon formally
_ distinct but functionally equivalent algorithms in the gourse
-

of his computation of various sums.

On-"the other hand, if a subject calls upon algorithms

that éompute different privileged functioﬁs, then the output- # =
generated will belong ‘to different equivalencglélasses.‘ But
how are we to ﬁetermine whether or not formally distiggt
processes compute different functions? “The only way that
such a determinagion één be made requires recourse to seman-
tic interpretations of each aigorithm for; as we have ‘
« » repeatedly observea, the formal properties.of aid algorithm ‘
,are always consistent with "an infinite variety of in?erpre—
tations, i.é. tpéy do‘not determine the privileged function,
,?that each computes. Since the formal distihguishabil%ty of
&:algorithmé .

-

is not sufficient for the nonequivalence of: their
outputs, éﬂd.funct@onal distinguishability of algorithms
presupposes semantic interpretatiqg, there exists no non-

semanti¢ concept of "distinctness of algorithms™ to which:




the formalist may appeal in the attempt td avoid reference

LS
%

to the intended interpretations of internal processes.

It is important to'be clear abou; what the present view
does and does not assert. ,Wé alléw that there are formal
algorithms that subjects use when answering addition prob-
lems and that, in principle, the formal properties of an
algoritHﬁ can always be specified—;just as a Turing machine
algorithm is formally specified by M. What Qe have claimed

is that the mere ‘formal description of an internal process

-

will leave unanswered questions that must be answered if we
are to correctly taxonomize behavior. Analogously, if we
are interested in assigning the output of M to a relevant

equivalence class we,must‘ﬁpcide upon an interpretation for

the symbolic expressions upon which M operates: Does the

routput of M belong to the equivalence class of "answers to

.

addition problems" or to the equivalence class of "answers

to predecessor-of-sum problenis"? The answer depends, one

supposes, upon what M is used for. We can use M for either

purpose, and when M is used for one purpose rather than the
y ~ H ‘

other its/output belongs to one equivalence class rather than
another. The same consideration applies even more naturally

* (3
to the internal processes of cognitive agents: Thé output

PN

types of such a process depend upon the process:,intended‘
interpretation. ' This intuition is éonsistent with the

‘ .

prineipled point made here: One cannot\épecifi the equiva-

.o w, :
lence clasBes to which-inputs and outputs belong merely by

- .
’ .
.
'
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P
reference to .the formal properties of the processes that

‘mediate input-output relations, for the totality of formal

- properties is always consistent with the assignment of in-
puts and outputs to many dlstlnct equlvalence classes. It
follows that 'a psychological theory'that formulates generali-
zations over behav1oral types such as arlthmetlc probilem~
soivin .cannot be a purely formal théory-;any more than an

.explanation of .a Turing machine's capacity to solve addition

problems can be purely formal.

~——

3

-This conclusion may seem puzzling to some. After all,
some’pgilosbphers have thought that theqdivers}ty of possible
interpretations for any possible formgi operation suggests

the irrelevance of senantic interpretation. Admittedly; we

have employed the same observation in such a way as to, if

you will, turn that éréumentdon its head. Sehantic inter—
p;etation is an iﬁelim;nable poméonént of péychological theory
because bghévior can be correctly taxonomized only'unaer such
interpretations--we have assumed that‘it is correct to take
all tokens of behavior that convey correct answers to parti-
cular addition problems tq;form an equivalence class of.
behavior. ' Far iﬁom'sﬁggesying the‘i;relevance of iﬁte;pre—
tation to psycholégiﬁél‘theorizing, the‘mhltiplicity of
possible interpretations maKes the 1nterpretatlon~0£ internal

~ O
processes and the 1nterpretat10n of 1nputs and outputs \\\

e

essentlal. For in lieu of such interpretations the repertOxre
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4k

- of functions comé&ted‘by cognitive agents is unéhscifiable.

) AN
But behavior is, in the main, issued under an intended
- S . . “

interpretation. Hence, the internal processes that prodﬁce
behavior must possess intended interpretations. Justifying
the aséignmeﬁ£ of interpretations of internal process agd’to
behavior, then, is a ’'task crucial to the success ofﬂpsycho;

logical theory. ' g
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Notes S oL
1. Latefr on we -will allow the lifting of this restriction
and consider the possibility of formulatlng complex predi-
cates, defined over covert processes, that spécify. behavioral .
types. At the present time it is 1mportant to sé&e that be- <
havioral types cannot be “individuated in a psycholqglcally

‘theory-relevant ‘manner under sthe restriction imposed. That
is, reference to the overt physical form gf tokens of behav1or
is-an- insufficient basis for taxonomizing: behavaor. It is ’

interesting that in actual .folk-pgycholagical practiee we -fmd____

4Prd1narlly have observational access only to the overt phy- =~
Ssical form of tokens of behav1or and yet succeed in accurately
taxonomizing behavior.: ok - ‘

R / ‘.

¥

.

2,771 have in mlnd "here the SO~ calLed "bottom—up theorlsts
. . Wwho suggest that psychology i® to-be constructed out of the -

kinds, and relations between kinds, individuated. by such
Jsc1énces as biotogy, evolutlonary theory, and neurophySLO—
logy-.; This class of ob)ectlons to intentional. psychology is
either ea51ly dispensed with oxr 1mp0551ble to, engage: Inggfar .
as a theorist admits ‘that arithmetic problem—solv1ng beha¥Nor,
\for exmample, is of interest, the bottom—up approach must pro-_
vide a taxopomy that conforms at crucial points to theg. taxo—*:y,;
nomy given by appeal to the intended interpretations of
-béhavior. Alternatively, a theorist might 'simply refuse to
acknowledge that tokens of belavior that constltute the class

"solutions to (PLUS 2, '3)" or on@ of its sub- ~-types, méryts

expk%?atxon c o

35" #The relatlon ‘betiveen ‘a code and the content that it is’
used to=«convey is’ completely arbitrary. Though'.tokens of

-

-~ behavior ‘that dintentionally. convey a given content P are:

equivalent, a token behavior conveylng content of - type P may,
. in principle, take any physlcal form capable of 1nstantat10n
by motions‘ef the human body‘under the tontrol .of an agent
~ Thus, assigning a token to its relevant type is a matter of °
N properlyadecod&ng—-1nterpret1ng-—the token.
, 4. - J. Haugeland [1978] requires that the-lnputs and ocut=’
‘ puts of_an intentional system, ‘what he calls "intentional
black boxes", be tayonomized in a way independent .of inter-
pretation™-he - appears toO assunme that somethlng like syntac—

3 tic" criteria are available for this purpose. This position
seriously confuses the role of 1nterpretat10n in psychologit
cal theory. F r,Haugeland, a devxce is construed as -an
intentional black box if and only. 1f an 1ntent10na1 intex- -
pretatzoq that/ makes reasonable sense” can be glvengior an -

"articulated typology" of the device's 1nputs and outputs.
An artlculate typology, in turn,. is a‘s eme for taxonomizing

G i}
= ’ ; .
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input and output tjpes. Haugeland would have us construct

. articulated typologies ancillary to any interpretation and

this, I have argued, is not possible for human behavior--
non-interpretive taxonomization is bound to misclassify
certain tokens.

Notice also that Haugeland places -unreasonably strong
consEraints on what can count as input or output "“tokens. He
requires that "the influences of a device on its environment"
can count as a token of behavior only if the syndrome of in-
fluences -is never a token of more than one type. But, it is
often the case that the physical events identified with tokens
of behavior instantiate- type-distinct tokens of behavior on
different occasions of occurrence. A similar criticism of
Haugeland--regarding the question of the non-ambiguity of
uninterpreted tokens--has been urged by Dreyfus [1978]. The
point that should be kept in mind is that tokens of input
and output are only non-ambiguous under interpretation.

5, J. Fodor, [1975] has argued persuaSively that the kind
predicates of physieal theory cross—classify the phenomena
(kinds) picked out by the terms of the special sciences’, of
which psychology is a paradigmatic example. This important
observation is obviously related clésely to the present point.
But notice that we have not restricted the physicalist's re-
sources for specifying behavioral types to the use of kind
terms: Any disjunction of predicates of overt behavior, as
long as the disjunction is finitary, is allowed. Now such
disjunctions widl not name individual physical kinds and will
not, as we have seen, pick out behavioral types. Hence, our
attack on the possibility of physicalistic ‘individuation of
behavioral types is not based dn the failure of a type-to-

_ type relation to hold between the kinds of physical theory

and kinds of psychological thedry. We have urgéd that inter-
pretation is crucial for correct taxonomization of behavior
since even a "heterogeneous and unsystematic disjunction of
predicates of overt behavior will not have the same exten-
sion as 'solutions to (PLUS 2 3)'. Not only is the be-
havipral type not coextensive with a physical kind, it 1s
not coexten51ve with any disjunction of predicates of overt
behavior. ‘ - f
6. Chisholm's attempt to specify the class of sentences
about psychological phenomena was attacked, typically, by
sHowing that there are sentences picked out by his c¢riteria
that are not "psychological". 1In particular, criteria for
the non-extensionality of sentences pick out alethic modal
sentences. In response, Chisholm [1967] retxeated to the
following criterion. A sentence is about a psychological
phenomenon if (and only if) it is a substitution instance of
Mp where 'M' is an "intensional prefix" and p-is a

A
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closed sentential clause: (i) an expression is a pgéfix if
.and only if the result of appending closed sentences to it
is a closed sentence (such ‘terms ayre usually called modal
terms), and (ii) a prefix is an intentional prefix if and
only if the pxoduct of ‘appending any closed sentence is a
contingent sentence. According to these criteria, the ex-
pression 'Sam believes' is an intensional prefix, and

" < s
. 'Sam beliieves the sun-is shining.'

is _.a sentence about a psychological state. But, 'John ~
stabbed' is not an intensional prefix since it is not a
prefix at all. Chisholm's criterion tends to pick out only
sentences that report propositional attitudes. <Chisholm has
moderated his claim somewhat and suggests that the criterion
is perhaps only a sufficient condition for psychologicalness
~-hence the parentheses in the criteriox‘ above.

(

7. The requirement for intentional construals of behavior
does not mean that psychological properties of individuals
can be specified only by sentences that are restricted to
concepts employed in the production of behavior. 1In fact,
there are psychological properties that cannot be referred
to by descriptions that employ only those concepts employed
in the mental states that produce certain tokens of behavior.
For example, suppose that an individual happens to be ex-
tremely gullible when confronted with certain kinds of propa-
ganda. An individual cannot issue a behavior under -the
intended interpretation."to gullibly accept what is said by
putative authority flgurés" Gulllblllty might be feigned
and an individual may even recognize from past exXperience
his tendepcy to gulllblllty, but he cannot produce a parti-
cular behavior characterized by gullibility by intending to
be duped on that occasion--one cannot know that he is being
duped though on reflection he may realize that he has been
duped. Importantly, however, in order to justify the attri-
bution of gullibility to an individual we must have access
to~the intended interpretation under which he issues various
tokens of behavior. We must know, for example, that he takes
an instance on which he was easily duped to constitute an
instance of "placing trust in the veracity of authority" or
something roughly equivalent. For only when we know how the
agent conceives his behavior can we characterize its nature
against a broader background that may lead us to attrlbute

a property like gullibility.

8. Field's line of argumentation for the inclusion of a
semantic component in psychological theory is not as persua-
sive as we might like. Many theorists would hesitate to
endorse the appeal to semantics if the only motivation for
the appeal is a desire to reconstruct the ﬂevidence"ﬁfelation
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between beliefs. Rather than characterize the evidence -
relation a theorist might propose instead to examine the sta-
tistics of belief proliferation: Does the probablllty-that

a subject will form a belief token of type P increase with
the frequency with which the belief that P.is expressed? We
are not suggesting that such a study would deal %ith an
analogue of the evidence relation but merely with a poten-
tially non-semantic causal relation between beliefs which
some theorists might hold to be a satisfactory alternative.

9. ' The functional individuation of beliefs and desires
requires, of course, a specificationn of input and output
types. If, as we have argued, a taxonomy of overt psycho-
logical phenomena that captures interesting egquivalence
classes of phenomena requires interpretation of inputs and
outputs, then all "functional individuation" of internal
psychological states is actually semantically based.

10. This interpretation of Field's motivation for enter-
taining such a theory of bodily motion was communicated to
me by Field in discussion in the fall of 1981.

11. Notice that this means that the "stimulus meaning" of

a term, a la Quine [1960], may fail to circumscribe a physical
equivalence class of stimuli.. An individual may assent to

a term, for which there are dissent conditions defined over
appropriate stimuli, Wder a diverse collection -of stimuli.
Further, stimuli included in the stimulus meaning of a term
may be included in the stimulus meanings of non-synonymous
terms.

12. One of Fodor's {forthcoming] clearest recent expres-
sions of this view is put by saying that "we have no notion
of behavioral systematicity at all except the one that makes
behavior systematic under intentional description". Pylyshyn
has repeatedly emphasized the role of intentional interpre-
tation in computational psychology asserting, for example,
that "if we wish to explain the redgularities exhibited by
some programmed computer, we must refer to objects in a domain
that is the intended interpretation or the subject matter of
the computation,” [1980, p. 113;: see also Pylyshyn's forth-
coming book.]

v \
13. Fodor [1980] is the originator of the "formal indis-
tinguishability" criterion for the type-identity of' mental
states. It appears, however, that Fodor no longer considers
the criterion plausible because of the very real p0951b111ty
of "formally distinct but synonymoud" representations, i.e.
the possibility that a content P might have distinguishable -
syntactlc encodings, see Fodor (forthcoming), and quotatlons
in the main text.
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14.  Fodor reports Dehnett's observation [forthcoming].
15, Under the restriction to specific species of cogpltive

systems we may still consider conditions for the "type-
identity" of internal states and for behavioral output. But
note that this is perhaps somewhat nonstandard: A central
motivation for functionalism in the philosophy of mind is to
prov1de a leyel of abstraction at which one can speak of the
equlvalenc of psychological ftunctions that are realized
by differefit systems, e.g., man, machine, and Martian. Fot .
functionalism the relevant type-identities are not species-
specific. What we have observed is that if one is 2 functio-
nalist and cleaves to an extreme version of formalism, then
type-identities between mental states are not definable”
across all pOSSlble cognitive systems. 2An internal rEpre-
sentation with a given syntactic or formal structure S will
realize different propositional attitudes in®*cer®ain pairs
of systems. Hence, thé formalist-functionalist must adopt a
strategy in which the first step is to specify type-identities
relative to particular systems and only then to compare
mental states across systems. 1It-is unclear, however, whether
or not this second step'might be carried out under the con-
straints gssociated with formalism.




CHAPTER II -
\

INTENTIONAL EXPLANATION AND THE RATIONALITY

ASSUMPTION ' ' -

TWO CHARACTERIZATIONS OF INTENTIONAL EXPLANATION

Under..the terminology adopted here an intentional Eheory
of behavior is simply a theory that makes essential use of
the idea that -at least some of the internal states upon
which behavior %F contingent are endowed with contents. Ac-
cording to the present view, psychological theory will be or
" will contain an intentional theory sinée‘capturing certain
behavioral types for whlch we wish to formulate explanatory
generallzatlons requlres an 1ntentlonal taxonomy of be-
havior. If we may refer to certain contentful internal
states as beliefs and desffeé, then intentional explanations

.

of behavior are often instances of the following schema _

(I) If an agent desires G and believes that M
is a prudential means for securing G, then
_ the agent will do M.

N

Explanafion and prediction of behavior is accomplished
through reference to the beliefs and desires out of which
agents act. Sucﬁ'explanations and prédictions are con-~
sidered "intentional" since they advert to 'the contents
of mental states. But, generalizations cast in this in-

7

tentional format are to be thought of as empirical claims

—
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concerning causal relations beétween mental states-and be-

havior. This is a standard interpretation and hég'been

2

strongly urged by Fodor [1981, pp. 100-123]. There:arg,
several aspects of ihtentional explanhation as construed .
here that deserve comment. ¥First, if tokens of beHavior
are to be predicted by refergnce‘to beliefs and desires,

¢

the theorist must have access to some technigue for the

.attribution of beliefs and desires. Ideally, belief at-

tribution might be founded upon an empirical thedry of the
belief formation process itself: Under what conditions

are beliefs of particular. content types likely to occur?

this question conceals a considerable problem. Fodor has

suggested that the.problem of providing a theory of be-

-

lief formation is essentially a problem of inductive logic:

-How are we to systematically constrain the ‘information

relevant to the confirmation of a hypothesis? If Fodor
is\essentially correct, experience in the philosophy of
science shows that this is a questidﬁ\that we will rémain
ﬁnab;e to answer [forthcbmigg]l It is imporqant.tq recog-
nize, however, that the difficulties confronting a theory
of belief “formation do not vitiate intentional explana-
tion. For though we-may have no systematic theory of be-
lief formatiog, there are a variety‘of methods that the
theorist can.embioy to determine what beliefs an agent '

internalizes. These range from the interrogation of an

agent to placing an agent, or oneself, in a specified set

4

N
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/ .
of circumstances and noting what beliefs occér to the
agent. The idéa‘behind the latter technique is tq_gmbed N
actual belief systems in various sets of circumétancgé“*”/ .
and simply let thém operate, i.e. generate whatever be-
liefs they will in those various circumstancesi There
\ - is, no“dou_tbt7 considerable latitude in belief formation
B procedures and thgs may re;ﬁlt in the generation of dif-
P ~_ferent beliefs in similar sets of circumstances. But this
technique fo% égrrelating beliefs with the circumstancss
‘in which they ére likely to be formed holds promise for .
deéefmiqing'the belief formation capacities of‘various '
systems. For example, one might give subjects a problem

to solve in which the resolution of the problem depends

r

upon the acquisition of some, qtherwise unavailable, item
of information made available in a display éiesented to

the subjects, and in this way determine if subjects are

capable of forming a belief of a certain content type in

#

a certain set of circumstances. ¥Ehe point illustrated 'by
these considerations is simply that the theorist does not
completely lack methods of belief attribution even if a

systematic theory of belief‘formation is a utopian goal

.

in psychology.
Notice, also, that according to the general format

*

for intentional explanations of behavior, it is required

that the actions an ‘agent initiates are believed, by the

A ey S L
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agent, to be prudent in .the pircumstancés in which he be-
: ) lieves himself to be fixed. fEﬁis gualification is merely
one way of convéying several different ¢onstraints on
predictions.of behavior. ' For example, where the theorist
\ predicts that an agent’yill do M, the agent must nbt only
believe that méthod M is a way of obtaining goal G, he
must believe that M is something that he could actually
do. Further, the agent must believe that M will not
viciously conflicf with other of his goals of equal or
N higher priority. The value of these constraints is gasily
illustrated: We éll’bélieve that committing the pekfect
crime is a means for obtaining great wealth, but we don't
all believe that we could commit Such a crime and we don't
all find the prospect of such a crime to be compatible

with other personal aspirations.

¢ To require that agents take their courses of action
to be prudent is not to require that behaviof#;ccommodated
to intentiona; explanatioh actuélly is pruéent. Far from
iﬁ, agents ﬁay take the wildest, most implausible schenies
. to be prudent while acting out, of beliefsiand desires.
Agents may fail utterly to prop;rly evaluéte the impact
of a certain method on other high priority-goals and thus
act imprudently. The prudentiality constraint is imposed

simply to prevent the theorisE“from predicting that an

— agent will initiate every course of éq:ion that he believes

. A 4 v ———— = .- [
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tq be a theoretically possible means for satisfying de-

sires that he hds internalized: Thus, though I may fully
believe that "a successful two-man agsault on Everest"~is
a means for achieving "international renown as a moun-

¥

taineexr", I'm not about to try it.

/ ' '

. ) The prudencg associated with.a course of action is
relative to the aggpt'é own impressions and subjective
judgemené. What may seem prudeﬁt‘to one agent may seem
foolhardy to the rest of us. 'Hence,'by imposing this con-

- ~
- straint on the beliefs out of which agents act, we have

., not required that agents have the capacity to determine

the objective pragmatic value of their actions. We have |,
not required, in particular, that all behavior subsumed

by generalizations in the intentional format is rational.
Now, it is time to observe that this consFrual of inten-
.tional explanation differs markedly from a widely known
and influentialhview which does place a rationality con-
straint on the intentional explanation of behavior. The
view §f which I am speaking is, of course, the view that

- -. AN
D.C. Dannett has constructed in a series of important

1
papers.

To better see what is at stake in the conflict bet-
ween Dennett's view and that adopted here, recall that
according to the present view intentional explanations of _

»

behavior are provided by empirical generalizations that
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cite content bearing states as essential elements of the
N
circumstapges.upop which tokens of behavior are contin-

. -gent. The appeal to the content of mental states has been
founded upon our observations concerning the problem of
taxonomizing behavior. Dennett offers a different evalua-
tion of the basis for the appeal to the g¢ontent of mental
states. Initially, one might think that the more motiva-
tion that can be fqéFd for the appeal to the contents of
mental statesg, the more éecure the concept of intentional

— explanation becomes. But, on one interpreﬁation, Dennett
holds that the only foundation suitable for intentional

explanation is, in reélity, a foundation of sand: Dennett

presents a characterization of intentional explanation that

weds its credentials to the satisfaction of a rationality
condition by behavioral systems. Roughly, for Dennett
[circa 1970-1978] intentional explanation is founded upon
the assumption that the agents whose behavior is to be ex-
plained are optimally rational. 'But, no actual agent is
optimally rational and, hence, intentional explanation makes
for wvacuous psychology or, at best, a useful heuristic in

_the explanation of behavior.

The‘interpretation of Dennett's view of intentional
explanation is aided, ironically, by the fact that Dennett
clgims to have both (a) the right construal or analysis of
the concept of intentional explanation, and (b) strong
arguments against'the émpirical relevance of intentional

¢ e
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explanation. An aspect of Dennett's motivation for ab-

juring intentional explanation, contrasted with his argu-

/ .
ments against this form of explanation, is constituted by

his assumption that there are, in principle, mechanistic-

<

or physicalistic approaches to the -explanation of behavior

and cognition of a fully adgguate sort. But Dennett does
mnot rail against intentional explanation simply because he
believes that there are alternatives. Instead, Dennett

\ .
constructs an argument against intentional explanatigg pre-

dicated upon its construal as an "inescapably normative"
construct'[Dennett, 1978, p. 285]. 1Intentional explana-
tion, for Dennett, makes a normative, non-descriptive,
assumpéion about the rationality of the‘agents of beha;ior.
And, the falsity of the assumption upon which intentional
interpretations are logically founded entails the empirical
vacuity of such interpretations. Now, an argument like
this positively demands a popéEZﬁal of "rationality" that
sets a normative standard th;E people are unable to meet.
Dennett's argument against intentional explanatioh, thus,
provides evidence for the interpretation of ghe "rationa-

lity assumption" that_he claims founds intentional inter-'

pretation. . \
-Dennett's skepticism about intentional explanation
extends to the concepts of belief and desire. Moreover,

Dennett views these concepts, as he does that of inten-

tional explanation, as "inescapably normative”. Consider
P Y




the following passage:

. . Human beings or other entities tan only aspife
to -being approximations of the ideal, and there
can be no way to set a 'passing grade' that is

® not arbitrary....There is ro objectively

sufficient condition for an entity's really
having beliefs, and as we uncover apparent
irrationality under an intentional interpreta-
tion of an entity, our ground for ascribing
any beliefs at all wanes, especially when we
have (what we always can have in principle)

a non-intentional, mechariistic account of the

entity. [Dennett, 1978, p. 285]

~

As we can see from this reflection, idealization per se is

not what tes intentifnal explanation. Empirical science

idgalization: We talk about physical £
rces under idealizations that serve as simplifying assump-
ohs, e.g. "Suppose there were a frictionless plane,
then...," but the concept of such forces has application

even under conditions that are not ideal and simple. For

. Dennett, talk of beliefs and desireg is coherent only ggégz
the idealization associated with the ra &onality assumption.
Thus, on Dennett's view, the applicationl\of these, and
associated concepts to actual, empirical systems is at best
metaphorfcal or Heuristic. Intentional concepts are hever

descriptive of actual systéms: they represent normative

standards which” actual systems fail to satisfy.

On this interpretation, Depnett's view is an extreme
one, but this interpretation is actually quite common in
recent works by Dennett's critics and colleagues. Fodor,:

for example, claims that, for Dennett, intentional explana-

’

tion logicafly presupposes rationality and is, thhs, yitﬁ@ted

L ey e e ——————— .
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- by the failure of people to satlsfy the ratlonallty condition:.
3
{[Dennett s] p01nt is not just that 1nten— .
- tional theories rest on an assumption of
rationality: it's that they rest on a
j counterfactual assumption of rationality.
And, of course, a theory which entails (or
presupposes) a falsehood can't be better" -
than heuristic. [Fodor, 7981, p. 116]

Others share Fodor's assessment of the thregt to intentional
N

psychology, realistically construed, posed by placing a
rationality condition at the foundation of intentional .,
explanation. C. Cherniak, for example, offers a roughly

equivalent interpretation of the situation: ~

If the only possible rationdTity conditions
on, e.g., beliefs are so idealized as to be
inapplicable to humans, then any attribu-
tions of beliefs to humans cannot really be
true; the attributed entities are at most,
useful myths. [Cherniak, 1981, p. 163]

. <

Both Fodor and Chermiak resistlthe céaclusions to which.

such considerations appear ¢¢ lead. Fodor argues, roughiy,'
that intentional theories can aspire to truth -- rather

..

than merely to heurlsﬂfg value -- on an 1nterpretatlon of

intentional generallzatldns as models of causal relatlons

between states individuated by content. Cherniak suggests

that the assumption of ideal or optlmal ratlonallty, puta— -

tively foundatlonal to intentional explanatlon can be
. &<
attenuated. That is, that the- ideal ratlonallty condi-

A

tion can be exchanged for a, "minimal rationality"Acondi—

tion which is.literally applicable to human agents. Both

.
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strategies "have merit, but both seem calculated to win

support for a nbn—instrdmentalistic ihterpretation of the

posits of intentional explanation. WNeither strategy en-

gages;whaé appears to he Denmett's-central intuition as.
- - B k .
directly as one might liké;' "rationality'is the mother

»

o% i?téntipn" (1978, p. 19].

2]
H N

IW response to views ‘like those of Fodor and Cherniak,

Dennett may, and indeea does, continue to hold that the-

domain igwwhich intentional explanation.haé'propfi?tary
-aﬁél;cation is’fixéq by the’ﬁétionaliéy condition. This
meqp;, among other éhinég; éhat only those psyéhological
prbceéées whic&.a%é régignél, githér fully rational or
}atiéﬂ%l‘withiq.spme speéifiga lower bound, are to be
thought.of as invol?ihg content bearing states. Thus, on

this view, people beliéve, desire, strive, wish, worship,
. S : -

'plot, conceive, ahd contemplate only insofar as' they sa-

tisfy certain criteria for rationality. Now, Dennett_haé

recently observed that there may exist rational'proéesses
in hgman agents -[1979]7. Phis obsérvation,” which ﬁa§ con-
stitute sométhiﬁg of a conéegsion to Eodof's realism,
sets the stage ior'écknowléaﬁing that beliefs and dgsires
sometimes énter into the. etiology &f behavior. But
Dennett remains adamant in his conyiction that there is

no justification for treating beliefs and desires as actual

states in. the €tiology of behavior where the rationality
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a
condition fails to truly characterize internal processes,

)

Dennett's commitment to €his'view can be tfaced, it
appears,vto an underlying conception of intehtional ex-
planation as reason-giving explanation. Thét is, we
often give an informal account of am individual's be-
havior by first attributing éer£ain goals to the-indivi-~

'dual and then- showing how the aption performgd could be
cohstrued to be a likelfnmeans toward the fulfillment of
the ;tfributed goal. Réééon—givi?g explanations typi-
céily, ji:isy;gid; attempt to justify the tokens of beha-
vior for which the? aée offeréd. Naturally, there can be
no justification for tokens of irrationally conceived be-
hayior andJ thus, reason-giving explanftion appears to be
pied to a-rrationality condition. For Dennett, intentional
explanation is a form of reason-giving explanation and,\
thus, intentional explanation is essentially egplanation

K
by justification. . . ‘

.

N
Contrary to Dennetéf according to the‘view advocated

here the extent to which people are rational does not fix

the extent to which they are in;entional systems. On’

this view, propositional attitudes -- beliefs and desires -~

may enter into the.etiology of‘a token of behavior even

,though the process wherkby the tokeﬂ/is produced departs

in one way 6; another from canons Of rationality.

~

nd
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Rationality is not, (i) definitive of the level of inten-
tional ihterpretation, (ii) a neéeésary condition for the
attribution of piopositional attitudes, or (iii) consti-
tutive of intentionality. If this view is correct, tﬂen
the rationality assumption does not provide the founaa-
tion for intentional explanation. A fundamental point to
‘ be secured in the consiéeration of these issues is that
our lamentable but typically human tendency to fail to
live up to odr full ratiqnal potent;al does not degrade

£

our essential cognitive, intentional nature.

We have been attending to certain aspects of the view

-

that rationality is in some Way criterial to intentional

explanation. There are, however, other important eIement§>, :

in Dennett's view of intentional psychology. In particu-
lar, Dennett apparently holds that intentional explanation
is eliminable in favor of suppoéedly "more objective”
frameworks for thé prediction and explanation of behavior.
Dennett has sketched three strategies for the “prediption
of behavior", at least one of which must be considerea
non-intentional, and maintains that each provides, in
principle, for a satisfactory account of human behavior.
At one point Dennett claims that the eméloyment of inten-
tional aﬁd noﬁ—inténtional forms of explanation for diffe-
rent classes of phenomena refletts "no‘differencé in

kind" lying between the phenomena accommodated by each

-
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respective form of explanation. This constitutes an im-

portant problem-area in Dennett's treatment of intentional

explanation which will be examined in detail %Q succeeding

sections. The various strategies for the pfediction of

' behavior, sketthed by Dénnett, will be reviewed and it

will be argued that the applicability of each strategy to

human behavior_gannot be demonstrated.

The other major p;oblem-area for Dennett's construal
of intentional explanation concerns,‘of coursé, the rela-
tion between the rationality condition® and intentional
explanation. 1In characterfzing intentional explanation
as reason—giving'explanation, Dennett would constrain
intentional interpretations of psychological processes in
such a way ;s to ﬁake all such processes appear rational.
For, only in this way, ﬁresuhably, can a psychological
process constitute a reason for behavior. Now, there is
an important‘element of truth in Ehis bbserﬁétion, and in
a ﬁost of others for which Qe have Dennett to thgnk,nbut
such considerations faii to show that a rationality assump-
tion is a ﬁ;éessary condition for intentional interpreta-
tien. In this connection itiwill be argued that (i) fhe
arguments for the rationality condition are inconclusive

and that (ii) on the most natural analysis, intentionality

is a presupposition of the attribution of rationality --

and of the attribution of irrationality for that matter.

B
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By way of a final introductory remark, let me-ac—
knowledge that no examination of Dennett's work of this
size can do justice to the many insights he has proévided
and to the scope of his examination of issues in the
foundations of cognitive psychology. But no examination
ought to set suchya goal sinée itican be fulfilled best
and in a most enjoyable way by reading Dquétt's works
themselves. Instead of attempting to do gustice to the
scope of Denﬁett's views, we will concentrate on funda-
inental aspects of his character;zation of the form and
ddmain of intentional explanation.

)

_ _THE THREE PREDICR{VE STANCES

As ﬁ%%ed, a central theme in Dennett's account of

psychological ekplanation concerns the alleged availabi-
lity.of a variefy of stances or strategies for the predic-
tipn of behavior. Dennett specifies three such strategies

for the prediction of behavior: the physical stance, the’

design stance, and the intentional stance. Each stance-

type is defined by the assumption or set of assumptions
that it makes about the systems whose behavior is to be
o ‘ Q:edicted. A&opting'the physical staﬁce, for ekample,
amounts to assuming that the system whose behavior is to
be prediéted is a physical system'amenablé to physical

law. In a recent work Dennett elucidates the physical

stance in the following terms.
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{\ If you want to predict the behavior of a =
system, determine its physical constitution .
(perhaps all the way down to the micro-
physical level) and the physical nature of
the impingdments upon it, and use your know-
ledge of the laws of physics to predict the

~ outcome for any input. This is the grand

< and impractical strategy of LaPlace for pre-
dicting the entire future of everything in
the universe....The strategy is not always
practically available, but that it will al-
ways work is a dogma of the physical
sciences. [Dennett, 1979]

Physical theory is obviously appropriate for predicting
a wide range of events involving a wide range of systems,
including sub-atomic particles, gasses, galaxies, and

others, but ‘it will not be conceded, in the argument to

¥

follow, that the universality of physical theory, properly-
understood, entails the epistemic adequacy of physical
theory for behavioral predictions. In any case, Dennett
appggently adopts the view éhat the physical sﬁance is,
inmprinciple,'applicable to human behavior. Hence, the
epistemic adequacy of the physical stance is a dogma that
Dennett finds congenial.3 Our'rgluctance to employ the
physical stance in the domain of human behavior is, for °
Denﬁett, merely a sign of our pragmatic good sense: The
sheer quantitative cémplexity of physical stance calcula-
tions of states of human agents rules out the practical

utility of this strategy for predictions of beha&ior.

The physical stance, lying at one extreme, contrasts

"
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most sharply with the‘intentional stance, lying at the
. other extreme. Dennett offers the following concise out-
line of the predictive strategy that constitutes the in-

tentional stance. :

Here is how it works: first you decide to
treat the object whose behavior is to be
predicted as a rational agent: then you
figure out what beliefs that agent ought to
have, given its' place in the world and its
purpose. Then you figure out what desires

’ - it ought to have, on the same considera-
tions, and finally you predict that this
rational agent will act to further its goals
in the light of its beliefs. [Dennegp, 1979]

- "

Employing the intentional stance as Dennett directs will
"vield a decisjion about what the agent ought to do [and]
that is what you predict the agent will do" [1979]. The
actions that are préﬁicted from the intentioﬂal stance
are tho;e that careful consideration reveals to be the
most gppropriate or rational of the actions possible.
Thus, intentional star¢e.predictions are féunéed upon the
assumption that the sxétems whosé behavior is to be pre-
f
dicted are optimalfy fational. In f;ct, to make this

single assumption concerning the rationality of a system

is, for Dennett, to view the system as an intentional

~

«szstem.

’
(1

Dennett characterizes the concept ¢f rationality appojj/)

site to intentional systéms asserting that "rationality ’

!

s
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here means nothing more than optimal design reﬁﬁtive to a
goal or optimmlly weighted hierarchy of goals" [1978, ’
p. 5]. This conception of rationality ;ppears to survive
Dennett's most recent explication of the intentional
stance but gbes require augmentation to provide an under-
sfqnding of the rationaiity of goals themselve;, since in-
tentional stance prediction involves attributing to a sys-
tem "the desires that it ought to have."? Dennett typi-
cally appeals to evolutionary or biological considerations
when faced with the ques;ion of the rational appropriate-
ness of goals. On this view, evidently, a system "ought
to have" only those goals that promote its survival or
other biological needs. Assuming that the.goalé and be-
liefs that a system ought to have can be specified in
par?icular cases, adopting the intentional stance cons;sts
in adopting a "méans—ends" conception of rationality and
using tﬁé'simplifying tactic of assumiﬁg that tge system
is designed so as to efféct the most appropriate, i.e.

the optiﬁél, means at its disposal for securing its attri-

buted goals.

~

Though there are no principled restrictions on the
range of application of the intentional stance, Dennett
tends to avoid recommending the gratuitous application of

the intentional stance to simple inanimate objects, e.gq.

chairs, stones, and thermostats, by letting its preferred

\/—\‘
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application range over only those systems for which the
other stances are impractical. The inténtional stance is
hot adopted with respect to the motion of a falling body,
for example, because there exist fully general physical
laws that explain the falling body's acceleration:; the-
intentional stance is not appliéd to complex systems like
alarm clocks bécaﬁse there exist fully adequate specifi-
cations of the design of such systems, by réference éo

which one may account for their operation. But when a

system is simply too complex to succumb to either physi-

cal stance/ or design stance prediction, such as a computer

-

rog ed to play chess or a human agé;t pursuiﬂg a com-
plex goal, we revert to the intentional stance: Assume
that the system is fully rational, attribute to the system
those beliefs and desires that it ought to have, and pre-
dict as its forthcoming action the most rational action
that it could perform, in the circumstances in which it )

" is emﬁédded. Dennett conceives of the intentional stance
as a sort of."short cut" ﬁtfategy for predicting occur-
rences that are simply too complex to be amenaﬁle‘to pre-—
dictiop from lower-level stances, given practical consi@e—
ration;ﬁ;uch‘as the length of time available for calcula-
tiog. Thus, fér Dennet?, use of the intentional stance
reflects a kind of epistemic frailty, or a laek of cogni-

tive resources, that typifies human understanding of

complex systems and, hence, of humans themselves.

9
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The design stance is intended to lie at a level of

abstraction somewhere between the physical stance and the

intentional stance. We mention the design stance last

because the criteria with which Dennett marks this stance

are less defigitive than those with which he marks the -

other stances. Dennett relies heavily upon one's intui-

tions in his elucidation of the design stance and often

appeals to the concep% of "design" in his characteriza-

tion of this stance. But, it is the concept of "design"

itself that requires elucidation. In a typical characte-

rization of the design stance Dennett says,
Sometimes...it is more effective to switch
from the physical stance to what I call the
design stance,-where one ignores the actual
(pessibly messy) details of the physical
cdnstitution of ‘an object, and, -on the -
assumption that it has a certain-design, -
predicts that it will behave as it is de-

signed to behave under various circumstances.
[Dennett, 1979] . -

Such a characterization of the design stance is, useful

< 6nly insofar as one already possesses a clear concept of
"design".  Perhaps éhe most helpful thing that Dennett

says in thisg regard is the following:

Different varieties of design stance pre-

dictions can be discerned, but all of them '’

are alike in relying upon the notion of -
function, which is purpose relative or

teleological. That is, a design of a system

breaks it up into larger or smaller . s

b

“

2
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functional parts, and design stance predic-
tions are generated by assuming that each
part will function properly. [Dennett,
~1978, p. 41

The concept éf function plays a crucial role’in the design
stance since the design attributed to a system is relative
to the functions that the system is taken to serve. For
example, the design of an alarm clock specifies only those
aspects of its structure that are relevant to the fulfill-
ment of certain goals or purposes,'e.g. the accurate re-
presentation of local time and the ability to sound an
alarm at any predetermined time within some period --
typically twelve hours. The point is that the functions
that one takes the system to serve constrain interpreta-
tions of the structure of the system: Attributing diffe-
rent sets of functions, goals, or purposes may result in
different %nterpretations of a device's design. Note that
Dennett‘;;sists that "not-all diagrams or pictures are -
s designs in this sense, for a diagram may ‘carry no informa-
Amtion about the functions -- intended or observed - of the
elements it depicts" [1978, p. 4]. The crucial point is
tﬁat a design must specify both (i) the overall functions
or purposes of a device and (ii) the various subsystems
of the device that subserve those purposes and any~ sub-

N
purposes.

{
If the design stance is to be employed in predictions

¥
&
. , \ &
+
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of behavior, we must first assign purposes to the agents
ofebehavior. This does not mean merely that each tokén‘of ol
behavior is to be viewed as purposeful, but that the whole
system ~- the person -- is to be viewed as endowed with a
proprietagg set of functions or purposes. Given an as-
signment of purposes to an individual, one would proceed

to decompose the various subsystems that have a role in
subserving those functions. Once a "desigﬂ" is arrived

at, it is used to predict the behavior of an individual

much in the same way that the design of .an alarm clock ' .
could be used to predict the clock's activity: One simply’

assumes that "each part will function properly" and that

the system will behave "as it is designed to behave."

This ctoncludes our brief sketch of Dennett's three

strategies for predicting the behavior of a sysfeh. It

remains for us to evaluate the claim that each strategy

constitutes a genuine methddology for predicting, and ul-
timdtely eXplain}ng, human behavior.
¢ . .
PROBLEMS CONFRONTING DESIGN STANCE PREDICTIONS
The design stance, as deployed by Dennett, is beset
with difficulties that\ severely degrade its usefulness as
a strat gy for predicting behavior. This is particularly

othing that Dennett says aboqt the

design stance sharply distinguishes it from the intentional
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stance. Oﬁ the intentional stance, for example, one makes
considerable uée of teleological concepts of function and
burpose when formulating a basis for the attribution of
‘beliefs and goals to agents, e.g. the goals that an agent
"ought to have" are fhose that are compatible with ulti-
mate and basic purposes assigned to the agent. Reference
to these teleological concepts can hardly be the distinc-
tive mark of design stance predictions since they comport
freely with the intentional stance as Dennett\describes
it. Further, a theorist adopting the intentional stance
might find i; useful to carve up internal systems accofd-
ing to their various roles in determining the behavior of
an agent just as Dennett advocates cérving &p the sub-
systems of a device when attempting to specify the design
of the device. The only salient difference between these

two stances appears to be the assumption of rationality

imposed by the inténtional stance.

’

The rationality assumption, hgwever, fails to draw a
sharp line between the ‘intentional stance and the design
stance. For, as Haugeland has pointed out, Dennett's
definition _of rationality effectively collapses the two
stances iHaugeland, 1980]. ©Noting that Dennett defines
rationality as "optimal design relative to a goa%," Hauge-

))}gnd observes that a well designed system, a mouse tfap

for example, more or less meets all criteria for an

o —— - R B AP A RV N Ry ;&
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intentional stance treatment. Since "good overall design"

3

is not effeétively distinguishable from "optimal design
relative to a goal" we can justifiably treat well de-

signed systems as intentional systems. The intentional

\

stance appears to be that special case of the'design

stance reserved for devices of optimal or near optimal

design. -
) . . .
, For Haugeland the deeper problem is that the inten-

‘ tional stance fails to provide a level of analysis capable
of capturing any kind of organization or systematicity
distinct from that accommodated-by the design stance. -

Haugeland sees the situation in roughly the following way:

! -

Each of Dennett's stances appears to bé'designéd to cap- ~

ture a distinct kind of order in observable phenomena:
- ‘ | & -

The physical stance captures the dniversal'regularity in

phe%omena:_the design stance captures the functional

organization of certain systems,‘i.e. the kind of order

apposite to answers to the question "How does it work?";
» “

the intentional stance captures the rational organization

of behavior. Haugeland's observatioﬁ is that, on Dennett's

criteria for rationality, "raé&onal order" collapses back
into a kind of "functional order." Haugeland's pofﬁt is
well taken, but it daes nét constitute an oﬁgeqtion that
Dennett need find disconcerting.. After all, Dennett holds

.
that any phenomenon predictable from the intentional
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stance can also be predicted from the design stance and

—

. ] that there is "no difference in nature" between the
. phenomena captured by each of the three stances. Hence,
Dennett may acknowledge the accuracy of Haugeland's ob-

servations without the slightest hesitation for there is

<

. no reasoh to believe that the intentional stance should
£ -
S . . . .
be sharply dlstlngulshabfé from the désign stance.

The design stance is, howéver, faced with other prob-
lems. 1In lieu®f constraints that serve to unambiguously
fix the proprieta;y functions or purposes of various
systems, the designs of those systems-cannot be opﬁec- .
‘ ’ tively séecified. And, it ié implausible to believe that

: the requisite constraints can-be made available.for a wide
H iy, -

range of systems ~-- in particular, fér natural systems or

non—artifacts.ﬁ Thuifgan'unmitigaged indéterminacy afflicts

} ~all specif;cation; of the desigﬁ~of certain systems.

- :

; To see thiﬁ qonsider the problem of specifying the
design of any system for which the proprieté%y functions

;- ) ' and purposes are unspecified. Suppose that we are asked

to decipher the Aesign of ‘what looks like an alarm clock

’ ’ but that we are not told what purposes the’'device is sup-

posed to fulfill, or the design goals which guided the

device's creator. We might assume that the design goals

é~; s Of the system, i.e. the purposes to be served by the

K- system, are reasonable accuracy as a time piece and

i 4
»
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reliability as an alarm. Given these design godls, we
would proceed to trace out the various subsystems sub-
serving the functions attributed to the system. In the
course of this task certain aspects of phe system's struc-
ture will be ignored. For ekample, are the assorted
wheels, gears, and levers made of brass, tin, or steel?
Further; certain features of the system wiil be taken to
reflect bad design, ‘e.g. a piastic wheel employed in a

role which will cause it to suffer early wear, or a motor
that is impossible to lubricate. Bﬁg unless we have in-
dependent access to the design goals of the system, perhaps
through interrogation of the enginee; responsible for the
botched job, we cannot lay claim to having specified the
actual design of the system. What we take to be instances
of bad design may actually reflect engineering genius if
only we knew the actual design goalss of the system and,
thereby, the functions to be supported bg the various sub—i*
systems. A ca;e in point: possible design goa}s for alérm
clocks iﬁclude not\only such things as reliability but suchu
ﬁthings as'intolerability. An enginéer might be charged
with the task of designing a relatively reliable alarm

hd .
clock that, nevertheless, ever so slightly hums, grinds,

huan ™

and squeaks while it operates. This is not a praiseworthy
design goal to be sure, but it is one which may serve an
important function, i.g. to irritate the clock's owners

so much that they will be motivated to purchase another,
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more expensive, alarm clock.

]
'

This\perverse case has all the features endemic to
specifications of design in general. The desigh attrih‘
butable to a system is relative to the functions that the
system is assumed to serve, but for any system there are
different sets of‘functions that it can be taken, with
equal justification,(to'serve. This means that the design
of a system can be consistently interpreted in a number.
of incompatible ways: optimally designed, sub-optimally

#

designed, or poorly designed: designed to do X or designed

to,do ¥, where 'X jv-z' and 'Y » -X' hold.

Design stance predictions ofobehévior afe predicated
upon the assumption that eaéh element or subsystem will
perform its proprietar§ function. Thus, different predic-
tions will be made regarding the behavior of a,system de-
ﬁénding upon the functions or purposes which one supposes
the syséem to serve. Biological and evolutionary consi-
derations might lead us to attribute purposes like survival
and reproduction to human égents and, thereby, to predict
behavior related to such purposes. But, such a basis for

L3
the prediction of behavior is incomplete insofar as there

are genuine instances of behavior that do not serve sur-
vival or reproductive functions. Moreover, any assignment
of purposes or functions to an individual human agent is

. Al

bound by an incomplete basis for capturing the behavior
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of the agent since an individua% can always subvert the
functions attributed to hiﬁ-by performing certain inten-
tional actions: Though a putative purpose is survival, an
individual can take his own life:; and though a putative
purpose is the creation of pleasure, an individual can cause
himself pain. There is no reason to believe that we can
somehow fix the grand and unalterable functions of human
agents relative to which we are to determine the design of-
"such agents, i.e. their purpose relqtivé structure. The

A}

problem with the design-stance lies squarely with the appli-
cation of th® purpose-relative concept of design to systems
which are not constructed with particular purposes in mind.
The indeterminacy which afflicts purpose-relative attribg—
tions of design to such systems renders such design spec{—
fications empirically vaéuous.5 Since this includes all
natural systems or all non-artifacts, the design stance
dqes not provide an objective basis for predictions of the
behavior of human agents. This is an importgnt\observa—
tion to make regarding the design stance since Degéett con-
siders this stance somehow "more objective" than the in-
tentional stance. If it were to turn out that we 4ere

- forced tQ!forego the use of the intentional stance, the

design stance would not provide an unobjectionable, objec-
N\

tive altérnétive.
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PROBLEMS CONFRONTING PHYSICAL STANCE PREDICTION
Recall that Dennett says that "if you want to Erédict :

the behavior of a system, determine its physical constitu-

tion...and use your knowledge of the laws ofhphysics to
predict the outcome for any input" (1979, emphasis mine].
Now , wetmay grant the uﬁiversality of physical theory in
‘the sense that any physically describable occurrence in a
system is. subsumable under physical law, but this wholly
\ ' innocuous acknowledgement does not entaii the vigw that
human behavior can be predicted, in any meaningful sense,
through the applicatiqg of pg§sical law.. We have already
seen why this is so: A token of a physical output type,
i.e. a type spgcified 6? individuated by a physical des-
cription, may instantiate type-distinct tokens of pehavior.
For example, a specifit sequence of bodily motions may
count as an instance of greetihg a stranger or of signal-
- ling ﬁangef. Hence, if we simply predict the future '
occurrence of a token of a physical output type, the pre-
diction will not specify the type‘oflbehavior to be pro-

duced. Such a prediction is, in a sense, multiply ambi-

. - guoué between a variety of behavioral interpretations.

Since Dennett comes close to acknowledging this ob-
servation at times -- he suggests, for example, that reduc-

tion of psychology to physical theory is a mistaken goal

(1978, p. xvii] -- it is curious that he continues to
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proclaim the adequacy of the physical stance for behavioral
prediction: In "Intentional Systems," originally publiéhed
in 1970, the emphasis is on the rejection of the inten-
tional stance in favor of the design stance and the physi-

cal stance. Witness the following remarks:

i The decision to adopt the [intentional]
| strategy 1s pragmatic, and not intrinsically
right or wrong. One can always refuse to
adopt the intentional stance....One can
switch stances at will without involving
oneself in any inconsistencies or inhumani-
ties. [Dennett, 1978, p. 7]
If one wants to predict and explain the
"actual, empirical" behavior of believers .
one must...cease talking of belief; and
descend to the design stance or physical
stance for one's account. [Dennett, 1978,

p. 22]

A Similar commitments are almost wholly retained in more re-
cent writings. Thg.point is worth belaboring since the
thesis of the empirical adequacy of the phygﬁcal stance

" conceals a primary motivation for appeal to a level of
psychological explanation largely autondmous from physical ™.
theory. Dennett's view of the empirical adequacy of the
ph?sical.stance for behaviéfai prediction is nowhe;e put

more clearly than in the following passage.

In [certain] cases the only strategy that

is at all practical is the intentional 8
strategy: it gives us predictive power that

we can get by no other method. But, it

will be urged, this is no difference in

nature, but merely a difference that reflects

as il T N R
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upon our limited capacities as scientists.
The LaPlacean omniscient physicist could
predict the behavior of a computer -- or of
a live human body, assuming it to be ulti-
mately governed by the laws of physics --
without any need for the risky, short cut
methods of either the design or intentional
strategies. [Dennett, 1979]

’”Dennett appears to hold that since the super-physicist can
i{bredict every physical state of a physical device, the
super-physiciét can .predict all the behavior of the device.
But, the terribly loose sense,gf "behavior" that would make
this thesis true would, at the same time, render it unin-
teresting, vacuous. Tﬂis can be made glear by the follow-

-

ing considerations.

R If it turned out, contrary to fact, thaf all be-'
ﬁavioral types were physically specifiable, then a theory
in which only terms of the physicalistic idiom occur could
be employed to predicf instances of behavior. For, each
“‘token predicted would be assignable to a physically circum-
scribed type that happens to be co-extensive wikh a psycho-
logically relevant behavioral typé. But if there is no
type-to-type relatio;‘between physicélly specifiable,types
aéﬂ behavioral types, then‘predicting_the occurrence of a

physically described token will constitute only the pre-

diction of an occurrence with which some behavior or other
N . :
is to be identified. No determinate predictions of be-

haviour will be forthcoming from the physicai theory. Now

b4
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one may. use the term 'behavior' to refer to all the physi-
cal states of a device and, thus, hold that the behavior
of any physical system is predictable by a theory capable
of specifying the sequence of physical states or physical
transformations of the device. But, this says nothing
about the relationship of physical theory to psychological
theory and cannot be construed as an argument for the em-
pirical adequacy of the physical stanee. ’

What needs to be guarded against is the notorious’
slide from talk of intentional stance "predictions of be-
havior," through design stance "predictions of behavior,"
to physical stance "predictions of behavior." Dennett
sometimes appears to suggest that psychologically relevant
types of beha;ior are straightforwardly amenable to sys-
tematic treatment on each.levél.h_Once one abandons the
atteﬁpt to specify predicates of physical "phenomena
coextensive with pgedicates of ps&chological phenomena, as
Dennett has in eschewing psychological reduction, one must
abandon the view that a theory in which only thsicélistic

\

terms occur is angadequate basis for predicting behavior.

Now it might be thought that one can consistently
cleave to anti-reductionism and the thesis of the ‘empiri-
cal adequacy of the physical stance by taking an elimina-

tivist view toward behavioral phenomena. On this

=
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combination of views one would (a) admit that it is impos—‘.
sible to specify“physicalistic predicates that are co-
extensive with the predicates that specify intentional
behavioral types, (b) hold that thé physical\staﬁde is an
adequate basis for prediéting behavior, and (c) attempt to )
reconcile (a) and (b) by taking the view that putative be- .
havioral types mentionéé in (a) do not represent genuine
equivalence classes of real phenomena. It is not clear
: that the kind of eliminativism in question here is com-
pletelyhcoherent or how one miéht a?gue for it. In any
case, it is not a view that Dennett has espoused. At one
time Dennett identified himself as an eliminativist with
respect to ceftaih mental states, such as beliefs and de-
sires [1978, p. xx], but ghis is not the kind of elimina-
tivism that would reconcile gn&i-reductioﬁism with the
physical stance -- incidentally; Dénnetdms eliminativist
attitude may have changed for he is now prepared to say
sﬁch things as "belief is a perfeptly objective phenomenon"
[1979]. Importantly, Dennett accedes to the view that
intentional behavioral types, i.e. those types which re-
sist physicalistic reduction, enter into systematic and,
hence, genuine patterns of activity in the world. Dennett

asks us to consider a group of Martian super-physicists

predicting the activity of a Wall Street stockbroker:

Take a particular instance in which the
Martians observe a stockbroker deciding to
place an order for 500 shares of General
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Motors. They predict the exact motions of
his fingers as he dials the phone, and the
exact vibrations of his vocal cords as he in-
tones his order. If the Martians do not see
that indefinitely many different patterns of
finger motions, vocal cord vibrations -- even
the motions of indefinitely many different
individuals ~- could have been substituted
for the actual particulars without perturbing
"the subsequent operation of the market, then
they have failed to see a real pattern in the
: world they are observing. [Dennett, 1979]

The crucial acknowledgement here~is that a prediction of

a physically specified sequence of even£s, such as the exact
finger motions of someone dialing a phone and the subsequent
motions of the individual's vocalization system, cannot
fully capture the behav%éral phenomendn realized by those

~

: physical events. For a given type of beﬁ§vior, ordering
500 shares of General Motors, can’be realized by an open,
disjunctive class of physical events. Thus to capture the
concept of the behavigral type, it is not enough to merely
possess the cépacity to éredict the otcurrence of token
physicadl events that constituée possible realizations of
behavioral tokens. As Dennett observes, having a con?ept
of a behavioral type involves seeing that many different

-

physical events, which otherwise may have néthing;?nterest~
ing in common, all fall under a common intentionai descrip-
tion.6 And, although Dennett‘does not say so, having a

concept of a*béhaviorgl type involves seeing that extremely

similar physical events, physically type-identical events, =

may fall under different intentional descriptions.
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Insofar as Dennett recognizes that intentional be-
havioral types capture a genuiﬁe kind of systematicity in
observable phenomena, which cannot be cappured by non-
intentional types, the eliminativist stance toward irredu-
cible behavioral types is not open to hiﬁ: The thesis of
the empirical adequacy of the physical stance, is, then,
best foresworn.

NORMATIVE ASPECTS OF THE INTENTIONAL STANCE

In this section we will pose a question for Dennett's
characterization of the intentional stance. The crucial
issue concerns the sensitivity, if any, of the intentional
stance to empirical features of those systems whose be-
havior is predictable from the stance. We will suggest
that although the intentional stance makes use of a norma-
tive model of the agents of behavior, no normative model
is predictively useful unless constrainea by empirical con-
siderations. This ¢ircumstance raises certain Qexing ques-
tions concerning the putative need for a normative compgl

nent in intentional explanation.
~

On the picture that Dennett provides, a mark of the
intentional stance is that it utilizeé a fully normative
th;ory of rationalit§ as a, calculus of behavior. The nor-
mative character of the inten%ional stance makes it largely

unconstrained by empirical fact. On the intentional stance

one assumes that what ought to be the case, will be the
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case —-- inverting the is-ought question familiar from
metaethics. On this simplified picture of intentional ex-
planation, the freedom from empirical constraints enjoyed

by the intentional stance may be regarded as an advantage,

. of sorts, of the theory over design stance and physical

’

stance theories, which aré'highly constrained by empirical
considerations. The intentional stance can be uged to pre-
dict the behavior of animals and of machines in such a way
that itsldegree of success is determined by the extent to
which animals are well énsconced in their environmental -
niches and to the extent that machines are well designed.
Yet, the theorist applying thé intentional strategy in pre-
dictions of behavior need no£ know the details of'an
organism's ecological embedding or the details of an arti-
ficial system's design. But, if the predictive successes
of the intentional strategy are independent of empirical
knowledge, then so are the failures of the strategy. When
a system's empirical behavior is determined by a less than .
fully rational process,‘unbeknownst to the theorist, the
hypothesis that what ought to be the case will be -the case,
is falsified and the intentional stance will not yield good

results. i

In circumstances in which the intentional stance fails

~ ~
to provide accurate predictions of behavior, Dennett's

recommendation is that the theo;?st change stances. Con-

sider the following remark:
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No one is perfectly’'rational, perfectly un-
forgetful, or invulnerable to fatigue, mal-
function or design imperfection. This leads
inevitably to circumstances beyond the power
of the intentional stance ®o describe....In
cases of even the mildest and most familiar
cognitive pathology...the canons of inter-
pretation of the intentional Strategy fail

to yield clear, stable verdicts about which '
beliefs and desires to attribute to a person.
[Dennett, 1979]

.

Where the normative technigques of belief and desire %g!%d—
bution are out of step with the manifest behavior of a

system, the system is not to be treated as if it interna-
lizes beliefs and desires. For, "intentional explanation
and prediction cannot be accommodated eiéher to breakdown

or to less than optimal design" [Dennett, 1978, p. 20].

What is slightly curious about this view is that any
adequate set of rules for the attribution of beliefs and

desires will in fact make essential contact with empirical

~~

considerations: Belief and desire attribution, even where
the intentional stang? generates accurate predictions, is

rarely if ever a wholly normative matter. Givedgthat em—

pirical considerations, i.e. non-normative considerations,

—

are requisite for intentional stance prediction:»wﬁy must
one change stances when the hypothesis of full rationality
is falsified? Why not, rather, augment the empirical con-
tent of the intentional stance itself by making attribution
rules sensitive té empirical aspects of belief—desiré

systems?
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To‘see that normative constraints aée,not, by them-
selves, sufficient for the attribution of be};efsland
desires one need only cbserve that such attgibutions cannot
take place in an empirical vééuum. At the very least, the
theorist requires information about the range of physical
phenomena to which a syStem is sensitive, e.g. a descrip-
tion of the sensory modalities that provide input, includ-
ing information regarding, among other things, the thres-
holds of senélﬁivity charactefistic of t}e various input
transducers. The theorist won't attribute the belief that
'there is a mouse "in the grass' to a human 500 feet aloft
in a balloon, but he might attribute such a belief to an

eagle 500 feet aloft.

4

In general, intentional stance belief attribution ope-

%
~

rates on the following pattern: Given a catalogue of a
systém's desires and goals; oneuattributes thosé beliefs
that consti;ute representations of information,'availaple
to the system, which is crucial to the fulfillment of those
desires and goals. Denngtf,puts this _in a roughly equiva-
lent form, "attribute as beliefs ali the truths relevant

to the system's intérefts (or desires), which the s;stem’s
experience to date has made available" [lgfbl. Such a -
belief attribution strategy relat;vizeé a system's belief-

set to its desires *and, thereby, makes the attribution of(

desires a fundamental or antecedent step in the attribution

. l
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of ‘beliefs.~~But, the attribution of desires is at basé
- an empirical project. Though Dennett proclaims that the
fundamental rule for desire attribution is "attribute the

desires a system ought to have," it turns out that he re-

. cognizés that there is 'no purely normative basis for the
1 . .
attribution of basic desires. Dennett characterizes the
\ ‘ *
° ' techniques of desire attribution as follows: .

' . ’

A . ' We attribute the desires that the system

Sl ought to have. That is the fundamental 1
; rule.: It dictates, on a first pass, that we
: . o * attribute. the familiar list of highest, or
;i most basic, desires to people: survival,
absence of pain, food, comfort, procreation,
entertainment. Citing any one of these de-’
sires ‘typically terminates the "why?" game
of reason giving. One isn't supposed to
i . need an ulterior motive for desiring comfort N
. . or pleasure or the prolongation of one's

existence. {[Dennett, 1979]

i~ .

The observation here is that there can be no rationalistic

B ~

5 justification for a basic desire: No reasons can be given

-

[< T o
for possessing a basic desire: one possesses or fails to

- » possess. such a desire as a consequence of empirical fac-

tors. vaiously, many of our basic desires may be a con-

R L LI PRI L L e
-

. sequence of the operation of evolution:; systems that
desire pain tend to diéappear where the production of pain

states is highlywcorrelated With bodily damage. Dennett

SN AT e

is, of course, fully cogniéant of such facts and unabashedly

makes use of them whenever they seem appropriate. .

o .

R

~ . L}

? »

But, ége crucial point here is that the intentional™
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stance cannot operate as a-pufely normative strategy for
the attribution of beliefs'aﬁa desires. , Though we are
told to attribute to a system thége beliefs and those de-
sires that it "ought to have," we are told that this. means

that we should attribute those beliefsAgpd desires that

~

a System "would have if it were ideally ensconced in its

~
-~

environmental niche" [Dennett, 198la, p. 43].  The inten-

tional stance begins to look more like a severe empirical

)
idealization than it does like a normative, rationalistic

-~

.calculus of action. The empirical considerations essential

»”

| o
in. belief and desire attribution are hidden from view,. to

o - e

a‘certain extent, in folk-psychology attribution, calcu-

"lation, and prediction. .But, they:are hidden only because

they égg so familiar and’availabié:‘ Actual experience
provides usowith informAtion coﬁcerning the typical capa- ~
cities of the variégé sensory modalities,and, thereby,d
information about whatua normal observer in a given set

of circumstances might reasonably be éxpected toﬁcome to
believe. Folk-psychological at%ribution is guided by a
fabric of rules; some of them normatibe perhaps, laid over
a ‘foundation of empirical hypotheses about the belief R

-

fdfmation'Capacities of individuals and about their charac-

\

teristic basic desires. Non-empirical, normative rules

~

may figure in éttribuéionutechniqqgé by directing the

theorist to assume that an agent's faculties are func-
tioning properly -- and thus to attribute the beliefs that

e -
) .
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a' given empirical system "ought to have" -- but such .
normative constraints are appiicable only within empiri-

cally‘specified bounds.

If it is clear that the intentional stance is not
coﬁpletely empirically unconstrained, then an advocate
of the thatively normative strategy for behavioral predic-
tion must answer the following question: Why can't the
intgntional stance be rendered fully empirical -- i.e.
as empirical as the pagadigmatié "empirical sciences"?
For, surely, mere contact with ;mpirical considerations

cannot vitiate the intentional stance since it relies upon

empiricaL_considerations‘fér constraints upon belief and
M LS

‘ -

desire attngbution in the original instance. 1In the same
spirit, we might ask, what theoretical role is filled by-
normative constraints that -cannot be filled by empirical °
constraints or by empifical idealizétion? Dennett holds
that when s;rategies for the prediétion of behavior ére *
made to respect empirical, non-normative aspects of a
syétem, thg‘intentional stance is abandéned. In suppoft
of this view Dénnett might either (i) stipﬁlate the inten-
tional stance's commitment to the rationality constraint

as a matter of definition or (ii) show that the rationality

constraint serves some theoretical role unfulfillable by

’ o,

‘ . . . 3 .*’“'“‘"‘ 3. .
non-normative constraints. Obv1ously the former, defini-

tional, alternative is unattractive simply because it fails

0




[1978, p} 11]: the rationality assumption "generates both
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to engage the” crucial issue: Does the theorist necessarily
revert to a non-intentional form of explanation when- the

normative rationality constraint is dropped?

Dennett views intentional explanation in general as

‘inextricably connected with the rationality assumption be-

cause he sees rationality as in some way criterial to our

notions of belief and desire. At one point, for example,

Dennett definés 'belief' as a disposition to act rationally:

what it means to say that someone believes
that P is that that person is disposed to
behave in certain ways under certain condi- |
tions. What ways under what conditions?

The ways it would be rational to behave
given the person's other beliefs and de-
sires. [Dennett, 198la, p. 44]

-

Evidently, an individual has a belief if and only if he

is in a state that."gisposes" ﬂim to behave rationally: a
state that disposes a person to behave in a way other than
is rational in his present circumstance is, thereby, not

a belief. Consideé a wide-ranging collection of otger
remaéfs Dennett has made about rationality and intentiéna?
explanation: "The assumption that sométhipg is an inten-

.

tional- system is the assumption that it is rational”

an intentional interpretation of us as believers and ‘de-

sirers and actual predictidns in great profusion" [1981la,

-

p. 44]: "without the mytﬁ of rationality the concepts of
. ~ . \ .

N
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belief and desire would be uprooted" [198la, p. 45]): "we
must descend from the level of beliefswand desires to
‘describe fan individual's] mistake [in reasoning], since
np accounf in terms of his beliefs and desires will make
éense completely". [198lb, p. 66]. .While these claims are
liftead from’g variety of contexts, they speék té the same *
general point: Rationality is a precondition for inten-
tional interpretaéion of a system, for the attribution of
" beliefs and'aesires; and for the explanation of behavior
in terms of beliefs and desires. Though we may' agree that:
- content bearing sfates,jbeliefs and desires,‘are causally
involved in the production of much human behavior — or
dispose us to behave in Dennett's terms -- and are there-
fore to be cited in the exglanation of behavior, why sho&id
we suppose that we possess beliefs and desires only to the
dggtee that we are ratiohal? Presumably, the ratipnality

-~

or irrationality of belief-driven actions depends upon
such things as the reliability of the deéucti&e inferences *
made from stock beliefs and the reliability. of the induc- £:¥§;>
tive pr;;tices involved in the extracpion of beliefs from
‘avaiiable evidence. Both processes mighg débgrt from canons '
of rationality in certain instances and.produce tokens of
beh?vior that don't fully conform .to no;mative priﬁciples?*
Why, then, view the rationality condition as a necessary
constraint on all intentional explanation or on ali eiplana—

tion of behavior that cites beliefs and desires?

N
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-
Dennett offers severall aafgely ihdependent, argu-
ménts for the rationality condition. Rather than proceed
directly to those arguments, ho@%ver, it will be instruc-
£ive to take a slightly different course and examine
several of the more salient objections that have been made
to the intentional stance with its accompanying rationality
assumption. Téking this tack will allow us to see how
Qel; Dennett's basic characterization of intentional ex-=
planation® is able to withstand certain criticisms while;

at the same time, suggesting areas in which that charac-
terization is vulnéfable. It will emerge, I think, that
Dennett's views may remain large;y intact under the on-
slaught of certain rather natural lines of criticism that

have been offered in the literatﬁfe, but not\undér the

criticism that will be constructed in succeeding sections.

C;RITICISMS OF THE RA?IDNALITY CONDITION ' *
The advisability of imposing a rationality constraint -

on intentional theory has been questioned by Fodor and [

by Stich. Though their respective critiﬁisms are similar

in some respects, Fodor's primary target, unlike Stich's,

is Dennett's claim that theories which advert to beliefs

and desires can aspire to no more than mere heuristic

significance. For this reason-let us turﬁ first to Stich's

complaints: Stich's primary concern is‘that the adoption ;

- 4
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of the intentional stance, constrained by the rationality
assumption , "would leave us unable to say a great deal

that we wish to say about ourselves.and our fellows"

(1981, p. 47]. Consider the following characterizé%ion *

of this difficulty for the intentional stance:

. An intentional system, recall, is an ideally
rational system; it believes, wants and does
just what it ought to, as stipulated by a
normative theory of rationality. People, by
contrast, are not ideally rational, and
therein lies a devastating problem for
Dennett. If we were to adopt his suggestion
and trade up to the intentional-system no-
tions of belief and desire...then we simply
would not be able to say all those things we
need to say about ourselves and our fellows
: when we deal with each other's idiosyncrasies,

~ : shortcomings, and cognitive growth. [Stich,

1981, pp. 47-48]

This objection might be interpreted as an attack on the
complefeness of the intentional stance. That is, a theory
ﬁ-_that asgumes the systems'WhEch it describes are gptimally

rational will have no capacity to modei the cognitive
shortcomings, the departures from full rationaiity, of
those systems. On the highly plausible as;umption that |
human agent; suffer certain coénitive shortcomings, the

- . inténtional étance offers, at best?aan incomplete picture

. - of the cognitive apparatus with which humans are endowed.

Q

Stich seems to suggest this reading when he observes that

folk-psychological explanation commonly makes reference
' ' v g ° &
to such cognitive failings as forgetfulness and calcula-

tional error -- it is as if we need a theory of error to
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its scope...." [Dennett, 1978, p. 246: cited in Stich,
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augment a theory of rational, error-free practice.

N

" Now, Dennett readily admits that departures from

ratfonality are recalcitrant to an intentional stance

-

_account. Indeed, Stich cites a remark of Dennett's that
¢ - ' “ e

says as much, "the presuppositions of intentional ex-

planation...put prediction oﬁglaéses in principle beyond
s - %l
1981, p. 55]. The intentional stance is simply not de=

\ P - . »
signed to capture instances of cognitive failure. Dennett

' unlformly suggests that the de51gn stance and the phy51—

-

cal stance are to be employed for such purposes Thus,
Stlch s _complaints can hardly devastate Dennett s posi-
tion. To.construct a damning objection to the intentional

e

. , . . . o AN
stance along these llnes, it needs to be shown that the

de51gn stance and the phy51cal stance cannot do what 1s

asked of them - whlch’hasjﬁIﬁﬂ?act been suggested above.
Alternatlvely, one mlght attempt to show that the cogni-

tive failures whlch‘the.lntentlonal stance falls to aceom;
modate are capturable only by_an.intentional{ i.e. oonteht

respecting, theory of cognitive processes. Stich does

not, as far as. I can detenmine,.directly pursue either

line of criticism{' Instead, -he suggests that our folk-

~ -

n';\:jychologlcal conceptlon of human agents 1ncludes an ™
k

Cknowledgement and a treatment of thelr fallibllltY\

‘While this may vefy well be true, it goes little distané%




.ﬁ.

\ 138-

toward refuting Dennett's claim that intentional psycho-

logy must- impose a rationality oonstraint'on'descriptions

of cognitive processes.

ED

.On the other hand, Stich may have in mind'an argument
to the effect that if (a) folk ~theory is an -intentional

theory, and (b) folk- theory can accommodate lapses from -

-rationality, then all intentional theories need not be
.constrained by a.rationality condition. The trouble, or

‘one trouble as ‘the case may- be, with this argument is that

premise (b) is notoriously difficult to defend as Dennett
. ) N )

points out in a reply to‘étich. Dennett sometimes sug-

gests that the intentional stance is just a codification

| of folk psychology [198la, p. 45]. If this is correct

At
-

then. folk-psychology can no more!accommodate instances of -~

irrationality than can the.intentiohal stance. 1In any

o
&

case, shlftlng the focus, of & 4pe argument 1n this dlrec~

tlon - What is folk:psychology in reallty7 -- is to

\ -

. select a battleground in- Wthh the determlnatlon of victory
and defeat 1s all too elu51ve. I think that-we must grant
'Dennett's obServatlon that "the putatlve mental activities

‘of folk thFory are hardly a neutral £iéld of events and

processes to whlch we can resort for explanatlons when
the normatlve demands offlntentlonal system theory run
afoul of a bit of 1rratlona11ty" [l981b, pp. 70~ 71] In

summary, Sthh correctly notes that cognitive lapses do
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foy,
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’transparent-oonstrual of beliefs. What it means, fox
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not make sense from the perspective of the intentional

stance, i.e. there can be no ihtentional stance charhc-

terizatiog/of cognitive failure or error. But, this cir-

Pl

cumstance is a difficulty to be charged against Dennett's

characterization of intentional ‘explanation -only if it

can be shown that only an intentional theory ¢an properly

accommodate certain cognitive -failings.

IS N . -
B -

Fodor's critical treatment of the rationality, coﬁf

~

‘straint is embedded in an argument against‘Dennett's

instrumentalistic interptetation of the posits of inten-

tional psyohologyu Fodar is not so much concerned with

c -

the rationality condition itself, but with the role of the

rationality condition in\Dennett‘s'argument for -instrumen-

talism. Yet, Fodor Suggests that there is a fundamental

s AN W

difffbulty'facing the rationality condition: A charac- -

- 2

teristic feature of our propositional attitudes is incom- -

patible with full ratioﬁality; Essentially, the point is

“that beliefs attrlbuted to 1nd1v1duals nmust be'bgaguelx .

L)

construed while the ratlonallty assumpglon suggests a .

AN

Fodof, to say'that peliefs are opaque is at least that
certaln truth—preserv&ng forms of 1nference cannot be used
to Calculate what other bel;efs an agent possesses ‘on the

ba31s of the (justlfled) attrlbutlon of a partlcular be~

lief. For example, from a belleves Clcero denounced

. , -
- . A . - .
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Ca

) , ' ~
CatiliﬁeAAand 'Ciéero = Tully' Qé cannot infer that {g
believeé Tully dgnounced‘Catiling'. The issue of the
opacitf of propositional attitudes is complex and includes,
for Fodor, not just %ﬁe failure o%‘the substitution of
identity and the -failure oﬁ existential generalization in
belief confexts, Bt the lack of éeductive closuré for
belief sets: Fsabr mqintaihs that ."It is paft and parcel
of‘Fhe opaci€; of our propositional attitudes ﬁhat the
inference froﬁ 'we~5elieve P' and 'P entails Q' to 'we
believe Q' is not, in general, .valid" [1981, p. 107]. This
éiicumstance forms the basis of an objebtion.to the rétio—
nality condition, presumably, because a fully rational
égent's béliefs wéﬁid.be closed under the:entaflment rela-
tion. Dennett admits to.having once suggeéted such a .
conc‘péion of rationality [see Dennett, 1981,~p. 74].
Fodor‘s obsérvation is that."the more rational Fhe systﬁg,

1 .

the less opaque its belief contexts," but we require an
. .

L

opagque construal of belief contexts.

,

-

It is ﬂdt clear, however; thag rationality per.se
is incompatible with the opacity Sf propositional atti-
_tudeé. It wouig*seem to be a safe assumption tﬁat rationél
systems. can have various degrees of knowledéé, rgnging
f?om near igﬁprénce to omniscence. Néw one might argﬁe
that a systém which iﬁfernaiﬁzes the belief 'P' and the

belief 'P entails Q', where 'Q' is consistent. with every
. . : ) ¢
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other belief i;ternalized, is not a rational system unlésé
tt internalizes thé‘bel;ef 'Q'. Certainly a system that
. disavowed*'g; unaer thesé cgnditions wonld be less than
rational. dn the 6ther hand, a system that believes 'B:L
; but does not have %he infoxmation, does not know and hence
doeé not believe, thaf 'P entails Q' may well be con-
sidered a rational system. Foi, it is one thing to criti~
~ i cize a system's rationality and quite another to criticize
‘;he scope of its knowledge. onnsider the collection of
famous mathematical conjggEures: )Perhaps one.-or more of
them is entailed by the rest of mathemati;s, but no .one
:;‘ ’ Egggg, It would be oddy- to say the least, to charge mathe-
maticians with irrationality simply because they have noé
. - realizea that a certain.dﬁmplex entailment relations hold
between a conjunétion gf ﬁropositions that they believe
and some cénjecture Ehey,would likeﬁ%g prove.  The moral
here is one that Dennett has fecently embraqéa: Rationa-
lity is not to ﬁe defined by closure of beliefs under the
entailment relation [1951, p. 741. Though weimay grant
Fodor'é\obsérvation that "it is partﬁ:nd.parcel(of the ~ \
opacity of our propositional attitudes" that they are not

closed under the entailment relation, perhapé there are

criteria for rationality to be formulated that do not re:\\\\\\\\\\
quire the deductive closure of belief sets and which,
thus, are compatible with tﬁé'opacity oif- propositional

t

attitudess
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——

‘ "The problem'that faces the attempt to formulate. cri-
i~ * - . . - —
teria for rational?%y compatible with the opacity of pro-
positional attitudes is aggravated by thé obscurity in

e

D

which the doctrine of opacity is shrouded. Fodor sometimes

-

suggests that there are a number of indepenhdently suffi-

)
‘cient- conditions for opac1ty5 ‘The failure of existential
“ generalization; the failure of the substitution of iden} -
tity: and,; given the citetion‘atove, the failure of deauo—

6 ~ tive closure for belief sets [see fodor,‘l980,’pp. 66, 721.

s 'Viewing each as an 1ndependently suffiCient condition,

Yo

the opacity of prop031tional attitudes would be preserved

by any criterion for rationality which does not license

rans g gofanye

either rule of 1nference or ¢the dedubtive closure for be-
lief sets. This would seem gisy enough to provide, in

principle, since the substitution of identity, for example,

>

PN

is only licensed by imposing wildly unreasonable criteria
. - ? : .

for rationality: It would .require not only the interna- °

: B . lization of a substitution rule for the subject terms of

- R

representations of the form 'a is B', but the-internali-
Vo zation of a catalogue that specifies, for each term that
may occur in“the subject position of a representation, the

complete set“of extensionally equivalent termsw But,

\ there can be no a priori specification of such a cata-
N ' . i ' ©
logue and, hence, the requirement for guch a catalogue is
% - , ' & ‘

a requirement on the scope of a system's knowledge, not a

A

requirement on the degree of its rationality. We will + =
e .




.. . - 4 . . ‘ ¢ .
™ fago~ ) . .
‘have more to say about the 1ssue of the opac1ty of mental ) T N

~ ._ - -

states in dnother chapter. sufflce lt to say for now that -

2

the incompatigilﬁty of opacity with a tenable éoncéptioh -

LR S R A

of rationality,has'nbtfbeen demonstrated. - : i

“

- e At the‘same time, to'give Fodor his due, his remarks -
. . ~ =~ ‘
3 ' N - . ) .
are. directed toward a conception of rationality which

Dennett once explicitly enunciated. MoreoGer, Fodor sug-

gests that Dennett ﬁight evade the "opacity objection" .

to the ratlonallty condition by attenuating’ this concep-

tion of rationality. Eodor entertains: the idea. that the / -

relevant construal might Just be non~1rratlonabity, i.e..

"that “the system whose behav1or is at 1ssue won' t act at

‘
4‘

random or go nuts“ [lQ&f{.p 109] Dennett has tended to ;

allow fo the attenuation of the optimal ‘rationality con- ' e
straint on intentional explanatiorn’ in receht works -z T TN .
. - . . - } . ‘ ’~:“ ;f
" whether at Fodor's behest or not. Forfeiting the assump-" - R

tion of optimal rationality for iﬁtentiqnal‘system§, =

Dennett says: - . © .

Y
» B >

I want to use ‘'rational’ as a generait )

pdrpose term%f cognitive approval =~ which- - e

requires maintaining only conditional and - - :
~~ revisable allfegiances between ratlonallty,

S0 consmdered and’ the Propo e&'(o; even. w

universally acclalmed) %et ods- of getting

ahead, cognitively, in the world. [Dennett,

1981, p. 767 -+ .. ) ~ f.‘ :

7

By adoptlng this characterlzatlon of ratlonallty, Dennett

may suecéssfully obv1dte.Fodog“s, and for that matter - ;
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- o : o e
Stlch' s, objections while retaining the spirit of the in-

tentional stance commitment to a rationality constraint.

Nevertheléssj_ﬁodor7ang.Stich are, I think, egsentfally
correét: Any substantive rationality condition 15 bound

* L3

to be 1ncompat1ble w1th certaln propertles of our bellef

N

systems, and any theory constralned by a substantlve

s

"ratlonallty condltlon is bound to make for an‘lncomplete'

< .

Mclosely related. . ~‘A S - e .
"_\; . aq T " '»“5“ : z
The dlfflcultles encountered in urglng Fodor s and

Stlch‘s objectlons agalnst Dennett s characterlzatlon of

- '\""1'

1ntentlonal explanatlon reflects the con31derable solvency T

of Dennett‘s p051tlon i at least a solvency possessed

~
-

j under moderate reformulatlon of the crlterla for ratlona— T

11ty. ‘Yet, there are powerful and natural con31deratlons

% N

. wh;ch, 1t seems to me, suggest that the connectlon between -

~

1ntentlonal explanatlon and the assumptlon of ratlonallty

\.a °

.1s noo the connectlon that Dennett proclalms. In order

‘that we may better understand these consideratlons, let us

’~° - - e

««M,ﬂ. ~

fturn to an examlnatlon of certaln arguments that have been

(35. . LI
. Y "

*;made in favor of’1mpos1ng a ratlonallty constralnt on PR

¢ oA Ty : Lol e el T e e

‘1ntentlonal explanhtlon..f y S LV R RO

s . . . Co. . N v
N O - Wav 5« ”v\ P b S L . - N . e e
. L, . B . : . v : . B s

oy e :.
e '“

M
sﬁBy‘defznltlon4

[ L T e-uuv/i A -l - - - [

' psychologlcal theory - the two polnts are obv:.ousl%‘ﬁ5 ) -

o < _° ﬂg L .;

PR Ty O
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instances.

space often work; i.
otilons/p'rovi‘ded’by such theories

cant.

“tion.
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%edicted’is rational.

I o .

Now,'one might- take it to

Argument for the rationality. constraint that the

intentional stance actuaily works to a degree, i.e. it

Y

yields'accurate predictions in a significant number of

v - L d

Dennett has repeatedly claimed that the inten-
tional stance is often used and that it often works [see .

1978, pp. 8-11: l939:—l981a, PpP. 44-45]. Let us suppose, ,

for the moment, that thlS observatlon is’ correct. tDo we ] T e

> o . R [
have, then, an argument for imposing a rationality_con—

S ¢ Y

stralnt on 1ntent10nal explanatlon in general’> C’Shsider~

.an altogether dlfferent dortia:u% of explanatlon-,

’ ‘e

one were to argue that phy81cal theorles, of me&1um~51ze, “

a Euclldean geometry on

Suppose

slow-mov;ng bodles, that 1mpose

e. that the accuracy of the predic- _
; ur: ‘ . o

is statistically signifi-

No one would take such a

. « . B - .
\ v . - . ~

the necessity of a-Euclidean, constraint ‘on physical explana-
) =0, TR - L .

consideration to demonstrate v

et

o,

. ) . . . I
Similarly, the putative fact that the intentiomal ...
o .
stance works cannot demonstrate that 1ts defining assump-

Eions*represent necessary constralnts on 1ntentlona1 ex-

Nt s v

"47‘

> e . / ’ ° ‘n
- »
. .
. . . . D N . v

-

Althoughrkmnett goes‘out of hlS way to. argue that

the 1ntentlonal stance can actually work - ven 1n places l‘

Q v,

,\v s . <

in whlch he contends that 1ntentlonal stance explanatlon
wsa\ N : . :
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9 »

. is vacugus,.[qqmpar'?‘: 1978, pp. .8-11 and pp. 15-16]. -- he’

L

. does not suggest that}the‘pfagmatic usefulness of the

- rationality constraint, alone, makes it ineliminahle in
- - ‘a @

intentional explanation. For that purposé, Dennett
brinqs to bear a wide variety of other con51derat10ns.

There are, however, two themes that appear most promlnent

in Dennett s advocacy of the.rat;onallty constraint. One

involves the problem ' of securing preaictivevpower in an .
fempiricalty insensitive theory. The other theme is con-
sé}tutedaby an analysiséof foik ps?chology’as a,species f'
- .?f reason;givihg explanation.g These themes)will.be treatgé
Lo . . U

N L e

\-‘j.n turn. s

v

"

"Securing’predictiV@*powef-is\no'small-taék{‘ Recall i

that, for Dennett the 1ntentlonal stance 1s, putatlvely, em—

=y

plrlcally unconstralned though it has been suggested here

<, L £

o that thlS'Vlew 1s ‘at least sllghtly mlsleadlng. The 1n—

t

tentlonal stance must supply.predlctlons of. actual, empi~

c" Al uﬂ

rical behav1o wh”gwhlch it supposedly does in volumlnous _ '

*.quantltles 5 % without emplrlcal 1nformatlon about the

e

systems whose behav1or it predlcts. Given that the lnten—
-
tlonal stance is sundered ﬁree from emplrlcal constralnts,

%ai

-

- . : non—emplrlcal cogstralnts of. some kind must be prov1ded ;

to guade 1ts predlctlons. Where else but to normat}ve ] ‘ ) o

A

) constraants 1s the theorlst to turn9 Thus, if we were L

conv1nced that 1ntentlona1 explanatlon 1s 1ntr1P31ca11y§§§ o %f

. . . ' Tt -xe i} . - - oy M
., .o R L . - - . . B RN N
. s . P L . - . . . . . .

= 3. 0 .. . - - . - . - - . . 7 N

. . - . M ’ . * Nghn * . . - iKY . M .
[ - Lt e . . . . . . R . , L

. . =\ =N, - . . )
<
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tially normative. ! , . N

'tively, such generallzatlons m;ght be thought of ‘as charac—l

‘terizingithe ways that heliefs and'&esires figure into

) ' . »

a simple pair of possibirtt s, i.e. empirical constraints

L . : :
or non~empirical constraints, to the conclusion that in-

-

tentional explanation is essentially normatéye. But, this
way of looking at the issue'is not informative since one
important question at stake is Whether or not intentional
egplahation should be construed izﬂsuch.a way as to render

it empirically insensitive in the first place.. The task,
then, is to show that intentional explanatioh'is essen-

* Intentlonal explanation, Dennett will agree,‘adverts
&0 such thlngs as bellefs and desires. If, the theorist
.

is to predlct béhavior én the basis of ascrlptlon of be- .
liefs and desires, configuratibns.of beliefs and desires

must be correlated w1th behavxoral types by formulation. _

of 1ntent;onal psychologlcal generallzatlons. é;terna-

-~

*

Al

the etlologles of behavior. How\do béiiéf? and desires :

1nteract to produce tokens of behav1or° Denhett holds,," e
roughly,‘that the theorlst engaglng 1n Lntentlonal explana—
tlon must necessarrLy suppose that bellefs and . de51res

S .

1nteract in nothlng less than a (fully) ratlonal way for,

T e .
[N ¢

:“ - :‘-.-"r g ' ‘:.. ‘ ‘\ ' - - ‘,'\ - ' ' ’ - ' ) A . "., l ) . N ) K((...
L 'rone gets nowhere w1th the asmnnptlon that . o "
P entlty x has bel&efs E' g, r...unless one T A

-

- R - N oo [ PR .
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also supposes that x believes what follows

from p, .q, r..:: otherwise thére is no_way T
,of ruling out the prediction that x will, )

in the face of its beéliefs p, g, r...do

something  utterly stupid, and, if we cannot

rule out that predlctlon we will have ac- ~
~quired no predictive power at all. [Dennett,
. 1978, po11] ~ - .

[

The p01nt that Dennett endeavours, to 1llustrate is that

any 1ntent1§2al theory that foregoes the 1mp051tlon of a
. P .

ratlonallty constraint will be %spowerress predlctlve tool.

Dennett strongly suggests that the ratlonallty constralnt".

-

serves as an 1deaIlzed guarantor that all consequences of

~

#

bellefs w1ll'be belleved But, wh&t is essentlal 1n

Dennett s argument is not that belief sets are actually :

~

‘closed under the consequence relatlon - wh1ch we have

‘observed they- are not.——.but ‘that bel;efs have a systema—
tic role in the production of other beliefs andzof behavior:
Generating behavioral_érédictions~by calcuiating~the' B

’

meffects of«cOnfigurations of beliefs'and desires—requiresf

that bellefs 1nteract w1th beliefs and w1th des1res in

‘ regular or systemgiic ways. The rgtlonallty constralnt ' -

peAac o s
5.

simply dlrects the theorlst to assume that loglc, €.g.
” < o T e
propositional loglc, quantlflcatlonal logic, dec181on 'gyﬁgwf ‘

.,

theory, models the relatlons among proposmtlonal ag;atudes.
1 . rg
Such’ an assumptlon 1mposes a klnd of’ systematlclty on

- ‘u - i o

PR

relatlons among propos1tlonal attltudes descrlbable by -

the theory. For Dennett, log1ca1 Or ratlonal systeﬁ%t1~

- .
c1ty in. relatlons among bellefs 1s essentral for Lntentlonal .
~ : ; a? cooL A

.
:

o
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‘predlctlon 51nce, presumably, w1thout such a systemat1—~

city a system would act%randomly or it would often do
P
\somethlng utterly stupid@%™ ’

« Now, theories of behavior -that takefbehavior to be

)

" contingent upon configurations of propositional attitudes
3 , - :

e ¥ ~ -,

are worthless predictive -tools if relations between propo-

sitional attitudes, and between configurations of propo-

sitional attitudes ‘and types of behavior, are arbitrary.

s

But, whatghas not been demonstrated is that conformlty to ~

e.,

”normatlve prrnc1ples, the. rules of loglc, -eonstitutes the

unlque suff1c1ent condltlon under whlch 1ntent10nal pre—.

dlctlons are p0551ble. Such a demonstratlon would requlre

K2

a proof that there are no a posterlorl constralnts ade-

quate for that purpose. It 1s here that a major lacuna‘ .

1n Dennett's argument is found Emplrlcally motlvated

e

models of relatlons among bellefs are .not cons;dered as
Lo - * L
possible sources of constraintsron“intentional predictions

.

51nce, apparently, on Dennett's view to formulate such

models would be to change stances. But, 1f the systema-

« .

ticity in relatlons among bellefs can be emplrlcally

\

characterlzed then Ehe normatlvéh-- and contrary to

‘fact - modeI prov1ded by the ratlonallty assumptlon mlght

- o e < . -
be replacedw ‘ . ad - ‘ el &

*

‘Jt is-wotth notlng that Dennett' "argument from

predlctlve pOwer" has been adopted by others. «C Chernlak,
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for example, haS'recently:argued that any theory of be-

-

- “%L . - N . - ; 4 . ] - .
lief which imposes no rationality constraint on belief

systems "is without predictive power: using it we can have

virtually no expectations regarding a believer's be-

havior"

[1981, p. 164]

The- argument for this conclu51on

*
is that according to a bellef theory lacklng a ratlona—

lity constraint, ’ : -

- ,.Such

argument assumes that if bellefs are not related

£ i
. Q\:

no inferences, however obvious and useful , Al

need be made from..the beliefs, and the
belief-desire set is ndt required to. guide'
at all the choice of dppropriate actions....:

' ‘Consequently, the theory...makes a mystery

of our everyday successes in predidéting be- &
havior on the basis qf belief-desire attri-
butions. [Chernlakugtggl_ p. 164] '

- - . A
O N .
Y

-

in a rational way, or for. Chernlak a "mlnlmally ratlonal"

way, then they are related in unpr1nc1pled ways. ThlS is- - .

=

§

an’ unwarranted assumﬁtion. The de facto relatlons among

bellefs ‘need not be- ratlonal to be non—arbltrary or

systematlc., If we v1ew'be11efs and ‘Jesires as progeﬁltors‘

°

of other bellefs and desires, and of tokens of behavxor,'

then we naturally take bellefs and de51res to be embedded

'———ﬂ»—___

in a causal nexus of somé  sort -- a computatlonal system

g,

accordlng to one theory Further, where there are causal

tles.

'connectlons there . w11%ﬁ£e in, general, emplrlcal regularl—

v - N

Certaln causal regularltles between semantlcally

3\

1nterpreted bellefs may confOrm toﬂtruth~preserv1ng rules

. "

o J— — S— .

-

?:;,.

A

'
TE
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of inference-and, thereby, constitute.rational'connections

N

- tL between beliefs. But there is no partlcular reasoqnto

. R . ! . <

S believe that regularity is exhibited by a belief ggétem

: : : - ' v
only if all relations among beliefs conform to normative

= 2,
3 . v

principles, yet this is precisely what we aré asked to

.3 ’
.believeby Cherniak and by Dennett.

The observatlon that en empirical theory of*relatlons
.; I among bellefs may support 1ntentlonal predlctlons is due,
i! R erlglnally, to Fodor: '"it is not postulates of‘ratlona: .
i ) A lity that ligsnse intentiohal stance predictions: it is

(mini~ or maxi-, formal or informal) theories about who

PR Vo R

is likely to.have which propositional attitqde‘when, and

AT

what behavioral qensequences are likely to.ensue" [1981,.

* p.-108]. Now, one plausible.belief attribution rule is

E P - (PA+ Q) is attribﬁted to an agent, then attribute
Q."" Though the‘"loglc" of the rule is unassailable, for
lFodor the rellablllty, 1f'any, of a Belief ascription e

.practlce is a’ matter of fact, not a.matterﬁef logics

A . * N

= If an organlsm has ‘the belief that P and N
- ‘ - ‘the belief that™if P .then Q; then it has -
RN e ,the bellef ‘that Q, "This is, of dourse, .
L “not a loglcal truth:; it's an. empirical
generalliatlon which specxfles {(presumably
» . causal)' reldtions amofig mental states ‘by -
. : ' reférence £06. the content of “those states.
" As :such, it w111 be. “tfue only if the mental
. . A statesg together with' thelr causal rela-
w 7 .tions"do, .in the intended serse,’ constitute
' P a- model Qf the logic. [Fodor, 1981, p. 114}

P e T £
N . .

V4
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or“non-oonformity,of‘relations among beliefs to principles’

i

of logic is determined by cdusal mechanisms that structure

belief sets. It is difficult to see how Dennett and
'Dennett! for example,

Cherniak.could avoid this analysis.
. . =

has suggested that the intentional stance works to the:

"treat-

1 systems works...because we

degree that nature has designed us to be rational:
Tng edch othér-as intentio
‘-7‘ _— —_

really are well designed*by evolution" [198la, p. 44].

Dennett woild - sppear—to-hold-that-there are relations

among beliefs determined by some natural, evolved system

1

whioﬁahappen t0'constitute a model of the normative con-

stralnts 1mposed by the ratlonallty assumptlon. In short,

" the appeal to evolutlonary con51deratlons seems tantamount

to the admission that there are emplrlcally spec1f1able

-~

o
relatlons among certaln.mental states.

A 3
%

" . . Whether or not 5ennett will allow that there ‘may
ex1st causally determlnedtregularltles among bellefs, the

tactlcal p01nt 1s that'Dennett’s advocacy of normative '

S P

constralnts on 1ntentlonal epranatlon 1s consonant w1th

o
i

the existence of causal or otherw;se naturally deter-

mined, regularltles among bellefs; And, where there are

causally determlned rela 1ons ‘among mental states, a

theory acqulres predlctlve power and rellablllty by con-

straining ;ts calculatlonS-byca characterlzat}on of

R BT e 2RI LR AT v I T e st e
;

Accotding to this causal-empirical analysis, theﬂggnformity

g T
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empirically possible relations among mental states. So if

- -

the theorist wants to provide for predictive power, one

-~

"way that-he might do so is by formulating an empirical

-

theory of belief systems. As long as this is a possible

z

obtion, one cannot demonstrate that strategies for the

-

'predlctlon -of behav1or that advert to beliefs and de51res

. that can be ;gterpreted as instantiations of”certain_prin-’

must constrain belief attrlbutlon by normative crlterla

e

for rationality. For, even if .the ratlonallty constraint

~afford® some measure of predictive power and reliability,

it may do so only because there are underlying causal

regularities, between semantically endowed mental states,

ciples of logic; . ) ‘

Another argument for the rationality‘conditioh pro-

mlﬁent in Dennett's work is founded upon observatrons of

oy
folk—psychologlcal*practlce. As we have observed, at,

© times it appears thab-the 1ntent10nal stance is offered

as an‘analysis of folk theory [198la, p. 42] ‘In any

case, Dennett's central observation is that folk- - -
~

psychological accounts of behavior are typically reason-

giving aecounts. The folkatheorlstlexplalns why an agent

‘

did a partlcular actlon by attrlbut;ng a goal to the agent

s

and then showlng how the actlon performed can be construed

to be*ﬁ ratlonal means for securlng the attrlbuted goal.

Oa,

Thus, reason-g1v1ng acceunts of behav1or offer rational

’

w
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justifications for behavior. Dennett conceives of inten-

‘hional explanafienvas a form of reason-givinq explanation:

?he pattern of explanation found‘in folk psychology is

deployed . as a straiegy for predicting béhavior simply by‘\
> 3 v

-imposing the rationality constraint on attributions of

beliefs and desires and By\assuming that agents will do

what ﬁhg ought to do. Folk psychology~ofteh~offers.retfo—

spective ationad justifications for tokens of behavior :

the intentjonal stance predicts only:rationally justi-

fiable.toKerns of behavior. - .

.

reason-giving explanations of.behavior. appear to

pose. the rationality of the agents whose actions

N

they subéume. After all, it is useless to offer a rational

jﬁstfficatiqn for the behavior of an arational or of an

i¥rational agent. Dennett says,
a feature of folk pschg;ogy that sets 1t
apart from both folk physics and the academic

. physical sciences. is the.fdct that explana- ‘

tions of actions cdting beliefs and desires {
normally not only describe the provenance of -
actions, but at. thewsame time define them as
reasonable under the cmrcumstances. They
are reason-giving ex cions, which make
an ineliminable allusion to the ratlonallty
of the agent. [198la, p. 42]

© -~

The argument for thgyineliminability of the ratianalgty

2

constraint.impligit hetre.appears to.rely'upon the één—

iceptualoconnection between the ideas of fegson-giying

'explanatioﬁs.and rationality. -There is, no doubt, an ;.




important connectlon between the two concepts for, pre-
sumably, an agent that is not- "rational" in -some appro-
priately broad sense cannot act out of reasons: So, to .

a first approximation, & reliable principle mighfnbe that

"to the extent to which it is supposed. that agents act

out of reasons, agents‘are rational." Denneﬁt, it would

seem, defends some version of this principle.

These considerations, however, do notggstabllsh the
need for substantlve ratlonallty constralnts on intentional
explanation;_ The "rationality" needed to underwrite re-
ference to an agent's reasons for behaving rhe way he d9es
is indifferent between ideal rationality, miyimal ratio-
nality, and irrationalityl All that.is required is tha;
the agent act from factors interpretable as reaspns.ﬂ'It
is not required that an ageg}'s reasons are uniforhlylgoed

or that fhey_epistemically justify his actgdns. ‘Nothing

“ ~would seem to be clearer than the fact that agents act

-

~ from bad reasons on occasion:: Thus, a theorist might de-
~  ploy the actual reasons from which an agent acts without
L

thereby offering reasons that ratipnallj’justify the - ~
- P ~ \ S

. agent'sn5ctions, If this is‘conceﬁtually éossible, then

Jq\

1n§ent10nal explanatlon must.not be unlformly construed
\

as explanation 91 Justlflcatlon. A.51mple example will

serve to 111ustrate the point: Cdnslder an inferent{al

error !E!WhICh a relatlvely primitive Vegetarlan w1th the -

3
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true belief that 'if something is edible, then it is

o

vegetable matter and it is green' infers that 'this is

edible’' upon forming the belief that 'this is green vege-

table matter.' If the agentfé world is forgiving, h?s‘
ensuing ingestion of the green vegetable matter may have
little adverse consequence. But, in such a case, the
theorist does not show the agent's action™to be justified
by citing the manifest reasons out of which the agent acts.

In this instance the agent's actual reasons are subject

to rational criticism: Acting on beliefs derived by

"affirming the consequent" is dangerous for one's health.

If the theorist heeds Dennett's fecémmendations and a
attribu;es only thQSe beiiefs and desires that justify
actions, then thé&é’caﬁgbe no Basis for the rational cg}é
ticism of an agent's'béliefs, inferential pfécticés,-aﬁd
decision strategies. Moreover, prcvfgioq_of a basis for
the criticism of "reasons for actions" would seem to-be -

an important desideratum for intentional theory. But, we

-cannot describe the reasons for action formulated by

agents in such a way as to make them amenable to rational

criticism if we constrain all attributions of reasons by,

%
N
~ !

'the rationality assumption. We are confronted with a diéar e

\ N L
choice:. either cleawve to-the rationality cofistraint j?d -

forfeit the possibility of “criticism or breserve the -
g . ~ A .

° T
possibility of triticism and ‘réject the rationality

.
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- @ Current research strategies in the field of human® T '
f . . N - < -
. decision making have shown a preference for the latter al~ - ‘f E
o o SN
, ; -ternative. "The assumption.of such>~strategies is that it . oo
- L oo - . s s |
is possible to describe the actual reasons out of which '
’ N ’ ’ ‘ N ’ ~ < 3
agerits act without imposing.a rationality constraint.>. . ) i
~ N « H ' -
. *  Part and parcel of this approach is an acknowdedgement that ~/° .. - . |
. : . .. - ‘ - KON
M . R . . . ; o B )
an agent's motivations needn't be rationally unassailable ) it 1
" in order to constitute reasons- for action.,lh. Tversky o
) . ~ . N
- - and D.- Kahneman for example, have become w1dely known B
= ) for offerlng emplrlcal accounts~of dec151on procedures, T T ff
L ‘ . o
) - utilizéd by actual,agents, that do not conform to those T
e d - I - )
= of 1deallzed, normatlve dec1510n theory. Of course, 3
A -~ ’ Y&, \: . £ ‘; N -
l & . . « Dennett lS ﬁﬁlly cognlzant of the ‘work of Tversky and ) i '
.~' ,'3 :." ' . . é -
o ' ° Kahneman. What is 1nterest1ng, 1n the present context, is £
; . el ' s- .
- L -~ not that such work shows that people are less than Optl- . . . {
5 mally rational, but that 1t reveals that the reasoris for : Y
< ’ ——N . , § oo
. o whlch 1ndlv1duals ‘act can be descr;bed even though those" . .’; P
’ ‘- N, . . b -7'.'. ,:;’-:
" reasons are not predlctable by a theory thatﬁgssumes optl— %f e
.2 i - 2 ,“.". - 4
. A © mal rationality. Con51der soifle very basxc~0bservatrons LrE
i ’ ; , P . . o FE I
o }“J' i concerning human decision making. .One normative rationa- . L
X - ' N
I , . Aity copstraint is the following. 'When, conffbnted with‘ el b
.o . B
- a chorce among alternatlves, always select the alternatlve = ;
' < . -
+ . " *
. w1thathe greatest monetary expectatlon. It has been
- marer it ° . . ‘7 o x ’W\
’ w1dely recognlzed, apparently 51nce work.of Bernoulll in' e
i . ° - - \. . = ) [ ' . ” — l
' L ., p ’ O .
- bny art,” . ’ . ot ) #,
- . 4 * ? % - - " o . "
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gO‘ _— ’: . 'I738 that this pr1nc1p1e does not unlformly gulde'human
- ;-v ’ behav1or;—?Ind1v1duals do not unlformly select the out-

o come w1th greatest monetai& expectatlon. Sure galns are

N PR often preferred o;er p0551b111t1es“pf even greater galns-'

-

Grven a ch01ce between (a) $8&-and (b) an 85 percent

. :~ . ) chance»of w1nn1ng $100, people choose the- $80 even though

157 ok ) the monetary expectatlon (product of the amount of a pos-'
‘_§ o ST sible gain and its probablllty) of (b) 1s $§5. The lesson

f
=] . . . v.

e .‘." seemS<to be that people tend to show “rlsk aver51on. y

\-'

RN - But, when people are forced to choose between alternatlves

"t each Of.Wthh represents loss, tﬁey tend to show "rigk *
-_,’ . K 4 F v ! .
seeklng'"& Shre 1osses are often rejeéted In favor of

— - - . ,

‘ PRI p0551b111t1es of even greater losses [see Kahneman and

2,0 <R . >

. . :} Tversky,ﬁ1982, pp. 160-173] Nelther of these results

] ¢ ) MU : (
.

- hxj'would be predlcted by a theory that 1ncludes the nbrmatlve

q . . . . . R il
: rule that dlrepts the agent*to choose»the alternatlve w1th )
. oL the\greatest monetary expectatlon.. More xmportantly, the
. 4 M a - . L n" - .-
v ) c emplrlcally demonstrahle tendency of 1nd1%1duals to over-‘

s ¥ -_,: l - 1 w / ; /«- *
‘ L ] garns 111ustrates-the clamm made abOVe.‘ The reasons out‘

. ,‘A . . . . ‘.' :4‘_ " . ‘ 2 .
Vo TA, of whlch people‘act do not\c01nc1de w;thlthe reasons out

B : ) ’ “'“% ey .
E . - of whlch 1t would»bevratlonal to act accordlng toéthe.<
o }fi . j; normatlve theory.‘ One chooses 530 over“an;SS percent

N., [

FON

£bf reasons that 3.

. "‘.’.‘I.

) a,egir S.chance of:Winnlng $100 but one does

S Sox

t RPN 1c
. .

- o eare amenable to,cr;t7

SR

q,
s

gto'the conceptual He

o
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~connéction»between the concepts of "acting for reasons™ ¢,

.
-

«and "ratlonallty" falls to show that reasons are atf{ribu~--
b
able only‘%here a normatlve mddel of ratlonallty con-

strains the attrmthlon process.
. P

ot o ’

Derinett, inTa closely reféz argument for the ra- | .

A ]

Y

tlonallty constralnt, has suggested that the theorist has

‘no access to less than (fully) }atlonal bellefs.

Dennett -
: ) - ’ ’ - . a - .
é- . - b - ) . 1. ‘ . \
. This is not to say that we are always rational,
" but that when we are not,. the cases- defy des= -
crlptlon in ordinary terms of Belief and - ’
de51re....An intentiohal interpretation of an B
agent is an exercise thdt.attempts- to make
* .. ~..8énge of the agent's acts, and when acts . R
- .occur that make-no. sense, they cannot be, .. . ‘
stralghtforwardly 1nterpreted in sense®making .
< ‘terms. Somethi must-give: .we allow that . .
. the.. agent elther only "sort of" believes thls ‘ 2
et ©_or that, or believes this or-that #for .all PR 1
s practlcal purposes,” or believes some false- ' - ' .
hood whlch creates a context in which'what T ' i
. .. - " had appeared to be itrrational turns. out to ’
vooes be_ratlonal after all. [Dennett, 1981b joF 67]
e ; . :
,,' .. N S - “t IR " 'aa;g" <L
ZIn one sense, thlS is perfectly correct. -Reason—glv1ng t o

proclaims:

- 3

- ‘.0’ * v

exPlanatlons must passta test of 1nte111g1brlmty, i. e. ] > ;fﬂ

-

s

,putatlve reasons must make sense to someone oY they will. - o

" .
! H

. not constltute genulne ressons for performlng an actlon. o ;

N T
. - 3
> L. <2 .. . . .- PO “oa -

. -t - ‘

However, the requlrament that conflguratlons of bellefs

i N .
- Xtk . “-. e

o : . £ U VR v
and des;res whldh lead to actlons m@ke sense" does not A . -
M Rt % ‘.\“ﬁ o f' v
/f sho at we must assume that bellevers satlsfy ldeallzed, L
"y " UL o ) : -

‘”%’ . w’"‘f;. Nh U et a " L e
T T, A . . ¥ i ok P N
- s}aﬁf' ! . - 5 v o . * = .
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S we sy ) —f
5. i S . s < e
. ' B . D . . . <
e e . normative canons of rationality. Given a specifiéation, - *
.—":', ' L. ' " 5 s
.« ' e . of am agent s semantlcally 1nterpreted bellefs and de-
S ] . ’ - . T e
81res we can ask whether they make sense, but to whom mpst
- . Lo < \ e - . .
el ' they make sense? To a-Bayes;an dech1on theorist? To*““~
B .o . ‘the agent § social peers'> To the agent~h1mself°' Once .
~ T such questlons are@taken to heart the problem ‘of bellef '
k] e \tz.~ .
" , attrlbutlon can be transformed?from the problem of deter- &
. .4’ R R ~ . - . ~ ~ - i *
*-% ) - mlnlng the most ratlonal bellefs that could be formed Ln
ijm. § a g;ven set of Cchumstances to that of determlnlng what
Y "l 3 i , . . ,.'t.*.' - .
. Sro. El ‘g ~ ’ Ly
) o bellefs w1ll make sub;ectlve sense to an agent in that . -
(“" - f,' . % ® .o a :\:
. ) @ ‘ set of c1rcumstances. ,There are, roughly, two avallable
:: 2 * . .: .. ~- l\* . ¢ "’"‘:\v e, , . .
S o oL measures of what "makes Sense" *subjectlve, almost - . -
S oY S TR c . e
I ¢ ' o . phenomenologlcal tests- and objectlve,.nbrmat1Ve stan—_ :
A “‘-e',' ' o , ’ " o ! * + L.
L ., 0 dards. The,two measures W1L1 not dellver the same eva— ,
S - U 1uat10n of eachﬂcaSe.. When our hﬁngry vegetarian ln the R
- : . 5 . - e . ~ Ry . RIS
e L example‘above confuses a neces;ary condltlon for edlblllty . .
N ,§?T w1th a sufflclent condf%ion for edlblBlty he 1s endea— o
el T VR LA Lele e S
%? i ’ vourlng tosevaluate hlS cmrcumstances by reference to ’
uv’ \'.‘ “, N ° B . ° . - ) T ’ . " t %\ o . r ‘. '. . 4‘::“.:;
I - . prlnc1p1es avallable to him, Thé fact that he acts upon e
e . s« . an. 1111c1tly derlved‘concluSLOn shows that he 1s w;lllng
g e - N - (g e » ~ .t ‘
R IR . Cee - & Lt - - LR . B
;‘ BN to bet heaVlly upon the cogency of’hxs cogltatlo§ . His-~ .
.: . %“ '. "" '\ v ", ) ) -‘\ LR N LA g
] : ' , P evaluatlon of the s1tuatlon makesxsense, or so, 1 seems e
3 ‘ oo g, ~ i .
i 1 ‘ N S ‘A.-
. to h1m for the moment Yet, h S subjectrve appralsal of*“ LN
, n",é - . v.\' R . AP e PRRE AL c
fd the satuatlon lS eas;ly faulted, and mxght‘on aqother P v
- "é el Occa31on be'crltlc;zed by the a'ent hlmself. =L TN
- ' a . “ e, - . . B . . ' 8
R i i ; - wrr et RERL
LA S Dennett suggests that 1nst nces of error in Judgem
:.\ vi' f- LA o - N : ’\" . ha - o - ,7 ,‘ B oy ”‘j. " ”;:2:;:‘ ":'
ey 5 : ¢ ) 4 ) - S o ' ‘:, l- O 3 ‘wx ‘
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v1c;ssrtudes of less.than wholly rellable.lnferentlal

ness of the‘transition in any ‘error" [1981b, p. 66].

>

) . - ' £

fall ,eutside the domiain of intentional explanat&qn since,

>

any account "will hawve to. cope with the sheer $enseless-

o

But . £

this way of looking at the situation gives us an unrea-
sonably cohserﬁatiﬁé access*to an agent's beéliefs. For,

**', W

followxng D%pnett, when an agent avows fhe antecedent

&

>

of & conditional upon ascertalnlng the truth of 1ts con—

5
sequent he has made a senseless tran51t10n and cannot

3

rlghtfully be ascrlbed a bellef-w1th the .content. of the

antecedent. A tenable theory of error, contrary 'to

Dennett s suggestionsi would appear to requlre an acknow-
P

ledgement of the p0551b111ty of bellef formatlon through

ik g S e y ‘ o . :
- e A ' - ¢ ) ’ - - :
~ practicesi - - r.: ;
i L . ’; _ﬁl — .;

. Access to’ unjustlflable or falla01ously derived be- o

‘%" S FEN . ',*- v [ i -

" c1p1e ava:,lablew then lt falis shoft of ShOng? that - B

f ratlonallty preserv1ng 1nterpretatlons are to be preferred

_,,w,‘. . N o se ~ . it

"

. ) .
llefs 1s not p0351ble,.of course, 1f one demands that all o

beliéf attrmbutlon be condltloned by normatlve aSSumptlons.! :

. J e N . : "“ 3

An emplrléal theory of bellef systems 1s.ruled out by the B
.ty v

v1ew that We must preserve the ratlonallty of agents in,.

e

interpretatlonsgﬁf thelr bellefs and‘de51res.. But what " . |

e~ a2 - ’,q. L e, . - . » s

\argument could show that we must S0 preserve the ratlona- . A :;i

e
.-0‘ . f
e . Piaeo0

llty of agents? If the argument 15 Supposed to be that . ;' ak

i\:"

-\,,

rat;onallty preserV1ng 1nterpretatlons are always 1n prln-
/ - e

”(%'r'

. LAY
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r - & © .7 The Wélght‘of evxdence‘wouid“seemzto~rndxcate~that‘an -
. % . - agent s subjectlve sense of what makes sense does not N
&1 : : =
. H e always conform to canons of idealized ratlonallty How
.~ \ ‘ else could it be.that unintentional errors are cbmmitted .
) o - in most inopportune circumstances? As:previously‘noted,
"7 Dennett sometimes agrees that human agents are not fully '
. ) rational [¥979]. Thus, he cannot avail himself of the *,
. , Aylew that’only characterizationshof'agents nnder.which_
. : ' ratlonality is uhiformly“preserved‘are aiiowable S~ even .
A %4 ﬁ . L. -:\
s o ) ) though he holds that only ratlonal bellefs are attrlbu- A
P - o -table. In the flnal analy51s Dennett s observatlon that =
R s e 1ntentlona1 lnterpretatlons mgst "make sense" falls short
. ‘ . of establlshrng that attrlbutlons of bellefs and de51res -
b I . (RN -
. i must be constralned by normatlve crlterla for ratlonallty E
- s - - . T e ’
- . 51nce bellefs may,satrsfy subjectlve conceptlons of What
) . . makes sense w1thout conformlng to any normatlve standard.
EA | R RATIONAL COMPETENCE N e e LT R
e ( '..' ' o Any treatment of - arguments for the 1mp031tlon.of ?_ =
e T rat onallty constralnt on 1ntentlona1 explanatlon woul o _
‘ ..; . be serlously 1ncomplete wnthout a con31deratlon of the. o
. f A ‘W o i e r', .
, A notlon of rataonal cbmpetence. Ih thls'regard,kan argu—“ =
i ,‘“ - 2T . ' st - N g
) > }zament has repently been,constructed by L, J Cohen that f”‘ U
BUES T mlght be addhced-an support of Dennett's conceptlon of .
N BN S .
- ) . :mtent;onal*explanation.~ Dennett has, 1n fact! mad refe— A
T o rence to Cohen;, argument [see Dennett 1981b, 66].
N ‘ . e N -~ “J " 3 g . ) P N " -

,.w,\ P N .
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. to be well formed elements of the speakers' language.

‘r¢hat generates all random sequences of morphemes.

¢ -

\nermb o iy S

. .&.
F o
Cohen suggests that we may introduce a competence—"

.
I3

‘performance dlstlnctlon in the domain of human rationality

o«

on analogy to the competence—performance dlStlnCthn so

crucial in linguistics. . _ o .

Consider the role of the distinction in linguistic

The problem of specifying the "knowledge of lan- ;

o

guage™ possesséd.by native speakers is hardlf interesting

theory.
if all utterances, all linguistic.performances, are takén

Since

:

Hperformance may contaln v1rtually any sequence of expres- .

slons, a “grammar" for performance mlght just be,a systen
The . -

- - . L4

-, -m‘?;

4notlon of an 1nternallzed grammar - a competence model for

linguistic knéwledge -~ becomes 1nterest1ng where there'

v

ex1st pr1n01pled technlques for fllterlng from a corpus

of performance those utterances that do not constltute well-
‘% ‘ycv .
formed elements of the language.

human rat:Lonal competence must rely upon technlques for R

‘

L.

Slmllarly, a theory of

fllterlng errors—an judgement from the” class of all human~

-~ -
- =

reasonlng performancesd_;n orderrto deflne 1ts subject nmttér «
l i _,w,{

i,
s

xx,

rntultlons of natlve speakers and, thus‘ "Ilngulstlc ln—
\;m a-,, :.,.3. - f*&

‘.-‘ h ~
- e’c . id

turtion 1s the ultlmate standard that determlnes the accu—

- ‘~. .

racy of any pr0posed gra:mnar" [chomsky, 1965 p. 21] .
;s assumed that such lntultlons are themselves generated i
LR -7' t e T wy e
ey Yoy e .
Ty - J v s .. B ¢ oy R - e
¢ y A b S “ W Lo “ ' o
. 'ﬁx” . -“t‘ . / X . v‘o' ";&jﬁt m i x
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= by the speaker's linguistic knowledge or underlying.com-

v ' petence.

* : ‘ Cohen argues that since norms of rationality are sub-

~ jected to the test of intuition, we must similarly suppose-
-

that individuals possess an underlylng ratlonal competence.,

Moreover, we must credit 1nd1v1duals w1th a rational -
. o

P e ot

’ competence fully equivalent to any‘and all idealized,
‘ C 8
normatLve crlterla of ratlonallty, 1 e. any pr1n01p1e of

ratlonallty that is favoured by 1ntu1tlon must be " ¢ére-

I N

dlted to the competence system that generates the 1ntu1-

N tion. (Compare- "Any set of'grammatlcal rules deflnltlve.

T of the™ structure of a sentence acceptable to 1ntu1tlon are )

‘:' / - to be credlted to llngulstlc competence. ') Cohen offers -

s - several succ1nct summarles of thlS argument In a=typical

S o passage Cohen malntalns tiat, 4 - - -
r - . . . N

where you accept that a normatlve theory has
E . . - to be.based ultimately on the data of -human.
F ~ . intuition, ydu are committed "to the\accep—
g e - N tance of-Human- ratlonallty as a matter .of -
. . . fact in that area, in' the sense that it must
) - " _ be correct-to asc¢ribe to-normal humans .[sic]
‘ .. .béings: a cognltlveﬁcompetence - however
‘ : ;. - . faulted in performance'-— that’corresponds
B S ' pornt ‘by pornt w1th thé normative theory.
: -7 ’ . [Cohen, 1981 p. 321L N ) R S

.t hia's “a‘?ﬁ . -
N

. . .
e . t o -

l .' ) ) ’ . . . ‘\‘\ . . " . . . . ‘- e, ~

“Notice that the "argument ‘here appears .to support only a -

. . . . o . - . - ) . “‘\ ‘M" oo : ‘ ,i,;. . ,:;,}*?,_:. -

R . conditional conclusion:  If normative theories are founded -
b . A 4 . ) N - ‘ :

-

. . " ) LIS o . -
.i‘%‘: . . .. . ‘v
[ A - “

- , . L.
4 - T

‘on.human intuitioﬁf then humans must he Aecredited'witﬁ-a

£ . e

-
b}
J R

o

) - : ‘ P . . AN



-

competence on paxr with_ those normatlve theories. But; -
it should be noted that Cohen carefully argues that there

can be no o6ther basis for normatlve theorles than that -
' . 9 P ¢ '

provided by intuition [pp. 318-319].

.

Yo

| There are several- questions concerning<Cohen‘§ posi-~

tion that might usefully be posed at thlS }uncture*"“For

example, how could one establlsh that the rational compe-

. -

tence of all adult humans is equivalent? Cohen's argu-

o~

ment, technically, ctan establish at best that full rational .-
competence is possessed by those_individuals whose intui-

tions are actually invoked in the evaluation of proposed
normativé theories. Typically, the relevant intuitions
-are those of‘the-theofists themselves, e.g. logicians,

t .

ecOnomists, dec" on theorists, mathemat1c1ans et cetera.

,Upon the dlscovery of“ﬁggéllctlng 1ntu1t10ns,.a normative

theorlst would atteﬁpt to dlssuade thOSe w1th such 1ntu1*\~

5

tlons from ‘their view.. Fa111n§§?e1ndoctr1natlon, the ..

«

normatlve theorlst's only alternatlve 1s to declare that

wodi
those withlrecalcltrant 1ntu1t;oﬁs‘arejmembers-of a dis-

tinet "rationallty group." The existence of,recalcitrant.j

intuitions wQuid‘spell_the demise of the idea of genuine .
nofﬁative theories for,'as §tichxobserVes; there would-;

'j ex1st no crlterla qu the evaluatlon of the merlts of the . A

e

irespectLVe rat;onallty groups [Sthh 1981b, pp. 353—354]

o . - * . .
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linguistic competence is. strained. For, in the case of

linguistic theories the existence of different linguistic

-

groups is no threat to the descriptive_claim made by(any

.theory of linguistic competence. The existence 'of diffe-

. ¢ t

rent(rationality groups, however, would present a threat
to the normatiVe-claim made by a theory hf.ratdonal com=-
petence. If there exist different rationality groups,
the concept of a normatlve theory of ratlonallty must be
rejected in favor of a set -of descrlptlve theorles that

characterize the competences of different groups. Al-

though there is reason to believe, with Quine, that the

e
P

.- Ca - I S
idea.of discovering a different‘loglc-in an alien, group

is unintelligible wheﬁﬁformulations of normative theories‘

‘for new domalns are at stake 1t is not unusual to observe

3

theorlsts eschew1ng thelr peers' "1ntu1tlons" [see Qulne,

1960, PP. 57<§0]. Thls is no demonstratlve refutatlon of

s

‘Cohen, but a reqﬁest for clarlflcatlon. What emplrlcal

content is contalned in the view that you must "accept

_the 1nherent ratlonallty of your f”llow adults" [p. 321]7

) whereby Cohen means all normal adults? - T d

N
e ad
s

Shlftlng our. attentlon to another issue, Cohen s

B
-

utlllzatlon of the competence—performance dlstlnctlon en-

s,
T

ables hlm to characterlze agents as posse331ng~opt1mal

v

systems for deductlve 1nference and for de0151on maklng

whlle allow1ng for suboptlmallzatlon 1n performance. Any
e T e . ) . a( ;

e

-
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departures-%fgm the—canons of rationality are to be
'charged to performahce.factors,,e.g._shifts of attentién,
‘restrictions on @ehory size, and restrictions on process;
ing time. MThis issue is couplicated, however, by the.

fact that under the influence of such performance factors
~ . - N _«" -
Suboptimalization or, "satisficing" is often the pragmati-

cally necessary,procedure as H. Simon has insightfully ) .

'shown [Simon; 1969, pp. 64-65] Given a“%echnlque that
. &
Will yleld 2n optimal decision but consume so much time

that the de0131on ¥S no longeér Valuable when produced, a

.procedure that w1ll yleld”a less +than.pptimal decision . ﬁ%t

) w1th1n .the, allotted tlme is_to be preferred Thus, per-
formance that departs from 1deallzed normatlve principles . .

-
shoudd not always be viewed as.merely a case of.malfunc-

. ‘ . -~ . * . >
‘tion. This.is, however, the way in which Cohen tends to

view performance:
. ) } - .

accounts of actual performance. under diffe-
. rent conditions are to be obtained by ex- '
periment and observation: .and hypotheses
about the structure and -operation. of ‘human o
1nformat10n—proce531ng mechanisms must then -
be tested against the facts of competence -
and performance that it is their task. to
exPlarn.v The - structure or de51gn of such a
mechHanism. must account for ‘the relevant
competence, but its operatlon nust be sub-’
ject to varlous ‘causeés: of malfunctlon that
.. will account for flaws found in actual p% -
- formance.([Cohen, 1981 ‘p."322l Y

-~

Though Cohen ls able to allow for systematlc departures

from ratmonallty by 01t1ng the mechanlsms respon51ble for

- N
- M-S M [ * N ‘i ‘ o Rt -
'y >

<
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M - N -
performance error, this seems a slightly jaundiced way to
view typic§; pattern® of human reasoning -~ as mistakes
that an otherwise faultless system is doomed to make be-

cause of limitations built into the machinery in its servi-

e

tude. Dennett ‘too, appears “to adopt this view of pro-

£ w
cesses that depart from 1dea11zed norms of ratlonallty

(1981, p. 66]. o AY

2
.

N -
— =

" The issue we are confrontéd witn here is quite funda-

mental. Where we find patterns'of reasoninghthat sub- - )
A ) . ' - “ " . ) . N Mh‘.‘,‘
optimalize, do we take our discovery to illuminate typical -

serrors or the definitive patterns‘of‘Hﬁman thought? Given

that people have the capacity to aQQﬁiﬁéfr hos for opti-
malizing their_decisions/‘ghould we take it that all ac- . L
" quirable rules,actually structure natiue coMpetence,&but .

are frustrated in thelr attempts to gulde behav1our through

the 1nterVentLon%of performance factors’ Or, do we attrl-’

bute to de facto ratlonal competence rules for suboptlma—

B2l
llZlng° ;"' ' ' .

e

-\{‘ - : A
Cohen would llkely ‘take such an 1ssue to be 1rre1e- T

. vant to hls central claxmu He would 11kely malntaln that

»

if we are forced to con51der 1mportant aspects of ‘the )
' vyk e AL

_-structure of typlcal patterns of reasonlng as determlned o
kargely by performance errors, then sO be 1t~ any rev1sion"
'of our 1ntu1t10ns 1n thlS matter is a small prlce to pay

il
3

for- the dlscovery that the ratlonallty of humans, 1n

- L3
i b e ——— e A e —t——
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-general, is completely unassailable..  Given that.  Cohen's

-y

’ : ", pbsition will, no doubt, be retained in the face of . such_
1 4 questlonsf how mlght Dennett's anal&%gguof 1ntent10nal
ex;Ianatlon find support in Cohen s view of human ratioe
nality? ,#n one approving reference to Cohen's line of
argumentation, Dehnett suggests that there is a case to
be made for‘the attribution of full rationality to

peopYe: "It is at least not obvious that there are any

cases of systematlcally irrational -behavior or thlnklng"
R #
[Dennett l981b “; 66]. Further, Cohen's insistence on

a competence-performance distinction:in&the domain of
rationality may have a much more direct reiatron'to '
'fbennett's view of_intentional explanation. Dennett;holds‘
that the assumption that the- agents of behavior‘are ra—
tional is the‘definitive constraint on intentiqnal ex-
_ planationt, Liberally paraphrasing, explanations of be- =
.havior génerate@éby'theffntgntional stance postulate a
N

system that 1nstant1ates the canons of ratlonallty. If

this 1nterpretat10n captures an aspect of’ the 1ntentlonal

] ' o

stance, then 1t mlght appear that Cohen's' v1ew comblnes

4

W

a1 . nicely w1th Dennett's view. For, we might well .be in-

L)
S «3 o

¢lined to agree that the system of ratlonal competence

3 M ~

e, ,plays a cruc1al role in produclng behavioral output and, .

thus, that there eX1sts a system which 1nstant1ates he Preaas

— s ——

an

canons of ratlonallty. 'Under these c1rcumstances, ex<

Y
<
b8
%

- '
- ™

" - planation5'0f~behavior wouid'always,.ideally,'make
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K
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. ' reference td the system which embodies.human~rationality.
All (inténtional) explan;tion_of behavior would then in-
volve reference to a fully rationai subsystem.~ So much, -
at the present'timeh for the manner in which Dennett might

5 "utilize Cohen's view. ‘ ’

) - «x s
Notice, first,. that if Dénnett embraces‘an,é?gumeht

for the ex1stence of a system of rational competence

underlylng the productlon of behav1or, he would likely

need to abjure the vgew_thet the appealito ratlonallty 1s.
;  of merely heuristic or instrumental significance.' It such
.'a genuinely ratzonél system crucialiy fiéurés in the?
% . et;ologytof behav1or, then the rationality assumption . ; Q

would appear to be llterally descrlptlve of a subsystem

.

. - ,
N S xmpllcated in the productlon@of behavior: But, more’ im-

. “poftantly, the appeal to a cémpetende theory of rationa~ .

cos

L]

lity cannot buttress the construal of intentional explana-

\ o .__.____..___-—\_
tentional explanatlons are glven by Justlflcatlons, 1.e.

P 1

by reference to reasons relative to whlch the behav1orbto ;

-

!

: |

i - 0 tlon that Dennett offers. Recall that, for Dennett, in-
4

t

e;be explalned is rational. We‘mlghtvaccept the view that

. rational competéhée underlies all performance,'bﬁ% thenb

an agéht S. competence is ﬁgt fully reablzed in his per- .

. B . formance._ leen thlS 31tuat1qn, tokens of behav10r will

— be produgedjnrprocessesthat,fully desorlbed_;n 1ntentlona1

o <y

terms, do»not,prqv;de Justlficatlons for those tokens.‘

. * * .
? . “,
< % .- ” \
S

- . e, ,
. .
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That is, tokgns of bédvior will sometimes Bé_iprbducéa

I p ' - by processes 1n»wh1ch semantlcally 1nterpretab1e mentar .

/’f states-occur, where T; in tnrn ;f those semantlcally

T :, ‘ 1nterpretable mental}states constltute the agent s rea—
‘j-\$\\<sons for behavlng asrhe'does; but where the agent s rea-‘

-~

sons do not justify his behayior. If 1t werevthe case

. that the, agent s performance matched hlB competence, then

[y 3

an agent s’ neasons would<alwaYs Just1£&°the agent s ba~

. .

i . hav1or. But7 81nce'we khow that in many cases pefformance

~ . ) <

falls short of competence, we;know that an agent s,reasogs . A

B ¢ ‘o La.&, e 2 : v e T e

will in thosg cases fall short of a j f' ation for his‘ o \" S

behavmor. The eoncldslon mnst seem sllghtly 1ron1c from

. N It
- - - Y 3
“\ @ .

o Dennett's perspectlve- The*appeal to a competence—»',-* R s

. performance dlstihqtlon may serve to guarantee the ratlo- . ;
; . - - ' S B
R )' . 23

nallty of human agents,\but it guarantees at\the same &
. \ .

. tlme that some actual tokens of behavibrﬁare\therproduct

-
-

Ny of less than ratlonal proces es._ Eor thls set of be— S
» = et “n o, ’

e e X ‘hav1oral tokens, there are n Justlfyrng explanatlonS‘ no
£ s L ’.z , 9,
h 1ntentzona1 stance acco ts, to‘be\glven. For Dennett,

-
% - N Yo

- " where there is no, lntentrﬁhal stance account to be glven

¢, B TN -,
1 * i s e - o x>
» i

O there can-be no explanatlon ln terms pf beilefs and de- . 't_ﬂ”

¢ & . "
& sn:es. Yet, a great many tokens f’f behaVJ.or done m .. R
::‘ \:/_ ’ ’ - - . < “ - '\T
‘accordance w;th bellefs and de91res wxll 1ikely not re-

s F . -
P > ' J R~ ~
- . y i -

celve complete gustlflcatlon s;nce performanae factors
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process that fall 'hort of prov1d1ng a justlflcatlon “of -
e - < e - o e e . ;o s

the‘behav;or 1n whlch 1t eventuates. There w1ll ex1st such !
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non-justlfylng processes 1f, as most. would agree,.human '. . .-
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behaylan.and human,de01saon maklng lsesometlmes less than
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-~ p. 166]. Thereupon the response from the advocates of *
- : : ratlonallty constralnts Will® likely be to gttenuatefthe - _
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. . than ratlonal, less than perfect executions of competencey‘ .
- . Hence- those processes Whlch depart from compegznce 1n
) . \ -:;s:‘ . i PR
= gy - some way, and the behavmor they produce, w111 not be amen-
.o .. . < )
able to an intentional stance account. Nevertheless, the~
‘ : ' " - % e - - ’ ’

o . intervention of typical performance, factors,fe.g. limita-

- i - '

T trons on memory, llmltatlons dh proce551ng tlme, -and ShlftS _
N ! ' by "'.
- ' " of attentlon, does not mllltate agalnst an 1ntentronal .
LTS T T 1nterpretat1on of cognltlve processes.' Thatfis, an 1nter-' '

N . . . . " PN \ - -

.- . pretatlon that a551gns bellefs and deslres to an agent 1s =

. ~ X3
- uled out 51mply because the formatlon of be&agfs and
’i": -3 ,ﬁ"»

h“: 1n the typmcal agent,ls constralned by performance

G - . LA ] . . , “ .‘\ . - .
;?ﬂ( : ?'Hfacto S\ Indeed part of the explanatlon of why an agent .
1digt L < posse_ses the bellefs and deslres that he does W111 be

Yoo - N - ' \_ o " s

- ¥ ] ‘\_prOV1ded by appeal tQ 2 descrlptlon of performance factors.

Ny ’ . e o Q’r Y R "': - .o = P U:»tﬁ: . ‘. “o
R ¢ SN But thls means that an 1nuentlonal 1nterpretatlon of an
s A \?, v < T PR .

o § o agent,s mental states w111 be,.1n~part, governed“by the .

J”@ N S pr1ncrp1e that bellef and desare form’ i n procedures de— o
A!' . o8 R i “"

Lﬁff‘jz‘ ] - ;ntentional 1nt§rpretatlon and explanatlon.as condltioned"

O S = "‘"@ﬂ» - : C IR eyt A

S £ v ; ! . : ’ ,

B . o ‘antentional*'xplanatlon nnder th”“rat““nal“ty“con“ )
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T ; S‘ T to accommodate,a w1de§kange of‘behaggqral and 3udgement
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the 1ntentlonal stancégarlses’ 'Consider a fundamental o A f
. - ) . .

!
S

questlon concernlng the ratlonallty condrtlon.' What'are

" the precondltlons for v1ewrng a system as ratlonal7 Some —a

mlght interpret Dennett as holding‘t t there are no such

h .‘jl
precondltlons srnce anythlng can be treated as 1f it were ,
rational. Such»an Lnterpretatlon wouId be” d151ngenuous.

. .

Though nothlnqeln partlcular Meed be true of. a sxgtem whlch ' -

+

R ‘p -

one merely assumes to be ratlonal maklng a, ratlonallty

LI v - "

assumptlon carrles certaln pr1nc1pled commltments. ,There

-

are, of course, many p0531ble 1nterpretatlons of the prin;

~ - 01pled commltments entalled by the ratlonallty assumptlon. _—

- -t 3

Here 1s an. lnterpretatlon of three more or 1ess autonomous

-~ - - -“}
<

but compatlble commltment5°' Flrst, one, may attrlbute 'a'

ratlonallty to the course ‘of actlon adopted bxwan agent

SR LT P
N

on the v1ew that the ratldnallty of overt behav1or is. a.
¢ ,—“i‘_- . N {@». ~ \_ .

functlon of ltS'perceLved 1nstrumental value for securlng N K

3

v - r - . T

flxed goals-: To~do so 1s to commrt oneself to\thg\v1ew

\ 0' ".

ar

.
P amtard

that ratlonal behavror 1s goal d1rected or purposeful»

,,,,,
- B
.

]R

“atlonallty to bellefs d‘rlved ) .

.u\

“ew that the ratlonailty of - L

‘.,v.\ .

; & : s
derlved belrefs Ls,a functlon of he deductlve valldlty of

Y . vr-'.'«-‘,A ' ‘ "é‘.‘, \ 4 .,-. i i .-
B & ‘ \, " A

the 1nferent1al procedtres vma whlch they’are derzved' Eo(.
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_perceptual beliefs is.a function of the epistemic relia-

3

blllty of an 1nduct1ve practlce for the selectlon and

~ %W_...,w .
testing of hypotheses“,"mo»do so is to commit oneself to

t
®

the view that there are relations between ehv1ronmental

c1rcumstances and the contents of cgﬁtaln mental States

of dn epistemically justifiable~kind; . ; ., -

) The p01nt is that to assume that ratlonailt;féhn be

s n,

legltlmately attrlbuted to 'a system is to assume certain

. " Y ': -

commitments.' What; after all,‘is attributed when Tra-’
tionaiityg‘is éredicated of a'system? leen that there -
are ratlonal processes in systems that we w1sh to under-
stand the three V1ews sh;:ched above generate salutary
commltments for a. theory o; ratlonallty.' The three‘v1ews

- ’ :' 3 +

. are connected by a s1ng1e overrldlng commltment to the * -

-

.

s V#s

qilntentlonallty,of ratlonal systems, i.e. to the capa01ty
IR §

- N of some systems to lnternalrze semantlcally endowed

ThlS ;gmmltment 1s una 01dable.

) i .
< - assume that a-human agent or some other system, 1s ra—

. presentatlons.

When we
il

-

.
o, e o
N LR L3¢

tlonal we‘make a concurrent presupposrtmon to. the effect

T
7

‘&"

P i
that the agent formulates 1ntentlonal attltudes or

.
450 -
. .".~

nt ~_,,x-.~.'.

g bearlng mental states.'
i presuppose the rntentronallty of tho/e systems consrdered
‘ ratlonal then explanatlons of behav1or that appeal to f:‘:
l” s

. ratlonality are fOunded upon the 1ntentlonallty of behav;or

If attrlbutlons of ratlonallty “"ff:.

emlttlng systems.

Slnce one cannot account for'the
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of foundlng 1ntent10nal explanatlon upon a ratlonallty
— - _-si-

assumptlon. , T . v
To see that iﬁtentionality.is a presupposition of .

N /

ratlonallty, and.of 1rratlonallty as well, con51der ‘what

1s perhaps the least controver51al of*the ‘three domaips of

.ratronalrty attrlbutlon ment;oned abovek i.e. that in whlch
YM ~ ""'"W’ .
ratlonallty is” predlcated of bellefs generated by opera— R

*

tlons upon stock bellefs. Here, our concern is to deter-

mlne 1f the relatlons between elements of an agent S bellef
\ “

set are ratlonal. The normatlve theory that sets the stan—

WP

"dards for rat:.onal bellef systems w:.ll 1mpose certaln

N

constralnts. Such a ﬁormatrve\theory mlght, for example,‘

requlre the deductlve closure of behaef sets. Slnce thls

- A _.,.«'-.-

constralnt 1s hlghly lmplaus ble, consrder a much less
bﬁ‘ » . - ]

'strlngent constralnt- ‘A be ief system Ls ratlonal only N

f thé procedures whereby new bellefs are. derlved from old

n

.}-.u‘

ll (]

e 2 . 5,

1'”fs‘are t uth-preserV1ng> In order to assessbthe

"’?\. S TR,

. \s ':.«‘-\ ;;L
o

1f bel:.efs é

.o“~'.': vzﬁ. e .
have truth valu s,\they have truth COndltlons. If belle

' have’truth cOndltlonsw they have semantlc content°' Im-?.’

deed the conteht of a bel‘lef to' a, flrst a’ppro)&matlo"

%tlejs Ln accordance ylth this constraintyw'

Twe mustftreat bellefs 4s bearersspf truthamalues - oF és"'{
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: is given~by~1ts truth cgnd tions. The point to ‘be drawn

m"'

¢ 4 B from these famlllar observat;ons is that evaluatlng the

.t
L v

K

validity of an 1nferent1a1 practlce, -and hemfe the ratlo-

nallty of a derlved belléf, requlres viewing bellefs as
’ 'o \ v
e
° endowed with content RO content, no truth condltlons.
N 3- S

. * no truth conditiongy no truth value' no truth value, no

. = &/
o abasis~f%; the assessment of'the loglcal valldlty of the

— T derivations performed. ‘ :”\\ ' ~
L]

o

0 Al - r . \
. . N . - K *y
- e ! o e §os

@ o Ratlonallty 1s*exemp11f1ed by a, bellef system when =

.. ~
- . B
- - > i,
.

the relaﬁ;gns between;be11e7s constltute Py model of an

A . * 3 -

‘,\

N . - PR SR

,‘ We may thlnk of a theory

appropr1ate normatlve theor

i : . N

system must be att buted 1rrat10na1ity, in turn,.when . '

. . »°;‘ -

. L7 the de facto relatlons between 1ts b=llefs qulate, to ) i
- oty ‘.‘. - e "‘ :. .;, i o e s ) . .o P L " -
] " some. smgnlflcant degree, the restrlctions‘imposed by the |
S I ‘s R ;v_:g:; N ¢ IR e . :
-t . o s . A - S N
« % : _normatlve theory _,Qn thls approach to{questrons~of_ra— / :
: . o - :-.'f‘-- "'.' ‘s . g |
. - he exteng%“g’Whlch an 1nily1dual, or an.artl—
zj:‘;;%ii: o e - m-":«‘:\’V‘ ’ . ; \‘ . ."‘:”‘. X“ ’ \:‘ - * Nb’ ;
4 . iy, is ratlonelﬁis “m.“",_ :
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R - . how well el f
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s can fail to conform to a:normatlve model One form of .

. f w

That is, a system.might:

up\

e » 8

nonconformlty is aratlona}ltyﬂ

simply fail to Q;ovide a ﬁaturai«domain in which'a norma-
tive_theory cQuiﬁ be .satisfied. The other form of non-
conformity. is %trationality. That is, a ;ystem‘hidht,im—
plement procedhres dependeht upon the' content of internal
&stetes,nbﬁt'p:oduoe t;ansformations;of content not alloded

N - ’ “

#

Vo t—

by a normative theory.

.

. ;:;"" . .. - . - N . L. ., ‘k . . . K -t
- lrratlonallty to a system, then, it is necessary that cer-

In order to meaningfully attribute -

taln of 1ts states. be v1ewed,gs semantlcally endowed. For,

only v1olatlons of prlnc1p1es that restrlct relatlons . L
. between the contents of mental states, or v1olatxons ‘of
- .
prlnc1ples that reétrlct relatlons between menta

P

J; states

-\-..

[}

agd instances of behaV1or,,can result in 1rrat10na11ty.—
< =7 H ) © ' K3 . N

. . . Y . PR

- ' T The 1dea that prlnc;ples of, ratlonallty whlch res-

c e, ' w’- ~

: .- trlct relatlons between mental states and 1nstances of -

4 . R 2% ‘w s - . T

- behav1or mlght be vmolated merlts ‘d comment.

13 . s o« -

. ‘ the v1ew of 1ntentlonal explanatlon urged agalnst Dennett
L :a‘:,. ‘ - '“k Py

’ hete, the type to whlch a token of behav1or be%ongs is. a(

v N »
v . .

Accordan‘to ..

R functlonfof the bellef

=0 - - I S

- produces the behav;or, Thls v1ew does not presuppose that
qf e s . 8 Q

the behavmor an agent lssues need be ratlonal elatlve to

3R e - o N
A . v “ ) -,

el ef-de51re dbntext.,,ln fact, there are'
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sS4 ey H &5 Fhe » - Ty

) lnstances of behav'pr whosefrole or s;gnlflcanpe in the
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that such behfiviors are irrational. For example, consider

an agent who desires G and believes that M is a prudential

e g, : .
It is by no means necessary, either

W

means for securing G.

loglcally or nomologlcally, that the agent s ensuing be—

“p

hav1or need, in every case, be characterlzed ds "an attempt

. ‘-

to do M". A particular 1nstance of behavior produced in

this belief-desire context may be best charactexrized as a

_-failure to do what is ratlonal by, 1f you w1ll the‘agent s Lo
own llghts. /In this connectlon, there -is a long standlng
tnadltlon ln phllosophy, beglnnlng roughly with Arzstotle,

that acknowledges Akra31a, 1ncont1nence, or "weakness of o

the w1ll" ‘as* an 1ntentlonal phenomenon. .The 1nact10n of

- ~ Y »

an agent in- such a case, hzs forebearance of “tan attempt

to do M“
gent s,behaVLOr is not determlned by what he 'sincerely

. ’ . N ig', . (3
avows to be the ratlonal sources for behav1or 1n the. con- .

text-ln‘whach he-belleves hlmself to be flxed. On the

ns a ratlonal falllng on his part. For, the’

other hand, lf we assume, as Dennett 1n51sts we must, that

A/‘ W !
- = : K]

1ntent10nally lnterpretable behaV1or is. always’ ratlonal

relative to the bellef-de51re context of 1ts agent ,- then

a

we.must deny that lt is loglcally or nomologacally p0551ble
[

for an agent tb ‘believe that M is a prudentlal means for

0 R
securl g G and, yet fall to attempt to\do M. Indeed, this'

e .

s. just the tack that Dennett takes on this questlon. ‘ :“,

R P .

anents a propos;taonal attltude called an "oPinlon“

i
“
Dennet
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which is like a belief with ope important difference:
Opinions don'"t, or needn't, have a sigﬁificant role in the
detefmination of behavidr [see Dennett, 1578, p. 307].
Dennett relegates all causes of Akrasia touthe class of

behaviors incompatible with one's opinidns but compatible

" with one's behav;or determlnlng beliefs in order to save

the hypothe51s that an agent's&bellefs and de51res are al—- .

.

ways..raticnally related to an agent's behavior.. Not only’

doeS‘this~appear,to be an ad hoc adjustment, it is also
1rrelevant to the issue of the conceptual relatlon between

1ntentlona1 concepts and the ratlonallty condltlon. For,

to malntaln,that oplnlons; unllke bel;efs, need npt be" §

. -
. - ’

_rationally related-to instances’df behavior, or to anm

agent's behav;or determlnlng bellefs, is to allow that there *®

u

are 1ntentlonal concepts[ e g. thevconcept of an. oplnlon,

‘4

that do not presuppose ratlonallty constraints —- whlch

~ /

N - o
et

1s“ of course, the view that we have’ been concerned ‘to

1rratlonal in relatlon to an agent s bellefs and des1res,

- ' 4

.
#BF

but in order to characterrze such 1nstances of behav10r

"

fully we must advert to the contents of the agent's bellefs
. A A . ) S
and. desmres AT o " . N

e . . e N - ‘“\«;w ¢

The poxnt here lS that the very same condl'lon&

LS.
oy

3




: & provide the foundation for attributiogs of i;r'ati:onality. ‘e
The relevant condltlons are those constltutlve of a sys- i
Jtem's 1ntent10na11ty. -Ratlonallty and J.rratn,onaln.ty allke L
— ot l are ‘pr_operties exemplifled_only by systems ~whlch J.nternallze-

‘ <

°

cohtent bearing Statesl ‘Now, since intentional'iq} is a .

L necessary presuppos:rtmn for the attrlbutlon o—f—-ratlonallty,

N when we have determlned sometblng to be a rat;.onal system, . )

2 R

i we can be assured that it 1s, a fortiori, an 1ntentlonal

‘1 . ' 3 k]

..~ .system. That 1s, 1.f someth:.ng is rational, then all: thek

’ S

.o p’recondit:.ons\ for‘ratlonallty will nece\s<sar11y he satisfied.
i . Viewiing an agent’ as ‘rational thus forces us to view the
, “ . ~ agent as inte,rnalizing semantically endoﬁved mental States'.

« o - - ¢

3 In a :restrlcted sense, Dennett is correct when he observes ‘

. ; = : - -4 *
e that the rat:.onallty assumpt:Lon "generates.t.an J.ntentlonal .
# L &‘#" B R “a ‘ . .

B 1nterpretat1.on of us- as bellevers and deslrers [198la, : . .

. - )
: a y " p. /4\4]‘,, ,But, the observat:.on is correct only because the .

r"'*“s ' , theorlst is comm:.tted to the ;ntent:.onallty of a system if, SRR

hd N » s

-

attrlbutlons of ratn.onal:l.ty ‘"(’)r of 1rratlona1a.ty are meant ,.

- e to be take,n l:.t&lly Tha.‘s is s.lmply a case 1n,ewh3.ch

. w' (
\ . o . T

3 . :Ldent:x.fyn.ngk a superstructure comm:LtS us ‘to the foun&atlon e o

AT e WA G L AV R

N

22

o _upon whlch it Is erected{ Rat"’ nal.lty is one such: super- .\_,'

structure, :erat:.onalz.ty g. another, both are eg'ected upon %

2 BT v»...\n S e ¢
I * . ”‘,,y{ .

SR ’f ..aﬁfoundat‘:.on provrded by relata.ons between semant:.cally
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lnclude a semantlc c0mponent.

$ NP > . . -
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e Ml N o - .
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. N e, . o d 18%
“. g~ - “. '/ - -~ ) . " 1 ] < A
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A . r \ -
assessments human ratlonallty, both 1n competence and,,ﬁr
performance. Ratlonallty constralnts llmlt the apﬁllcatlon
[N 4 v ’,

of 1ntentlonal explanatlon to loglcally progrletary tran-

51tlons among mental states and to ratlonally justlflable

I Co. 7’
tokens of’ behaylor Imposztlon of rat;cnallty constralnts
Q)_. . .

szmply presupposes the semantlc,contentfﬁlness o mentaI

¢
*v

" states whlle exce581vely constralnﬁng semantlc 1nterpreta—

tlon. Thus, 1ﬁ%entiona1 explanatloﬂ under the ratlonallty
-

- / - - “».

assumptlon is rendered 1ncapable‘of accouﬁtlng for certaln

3
essentlalky 1n;entlonal proqesses,-e g. those that reallze

1rrat10na11ty ag well as those that 51mply depart in one

~way or another from competence but Whlch lnvolve bellefs

~ - B . .-

and.deSLres. Lo ””f;‘° e T TS
) . s ' ‘v'i. R oot Ve D, - "1 ,’ A
. . ’ ) o M .. 'A«-l ‘:- "'. ” %'- .
CJ To(close on a more pOSltlve theme, notmce that our -
. 1_ 1"_ ..,) » N o
ana1251s-of ratlonallty prOV1des an arg nt for the 1nc1u- .
- ‘e ? , ~ -
51on of a semantxc component in psychologlcal theory 1n

addltlon to the argument constructed in the flrst chapter.\.

- .
~

. If a task ofﬂpsYchelogy is the evaluatlon of.the nature and

_:extent of;human ratlonallty, then pSychologlcal theori must

r "b

For ratlonalrty and 1rra—

~
2 »

tlonallgg are attrlbutable only lf a semantic 1nterpreta~ .

. 3.1'
4 .. A
4 ’4»“0"t,‘

tﬁon of,mental states,is.prov1dedu
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FOOTNOTES o "

R
[ 4

Dennett dlscusses h1§5v1ew of intentional psychology
in many papers. It may- be useful to note that the
dates assigned to Dennett's.works in the text are

- not indicative of the conceptual development of

‘Dennett's. ideas. For example, "Intentional Systéms"

originally appeared in 1970, but I .have used the
pagination of Dennett's Brainstorms [1978]. The
work "Three Kinds of Intentional Psychology" dates
from May 1979, but has only just been.-made available
in print [198la]l. Citations from Dennett's "True
Believers: The Intentional Stance and Why It Works"
aré taken ‘from the text of a lecture given by Dennegt
November 30, 1979, which, we are promised, is to
appear in a.volume of the 1979 Herbert Spencer
Lectures. Thus [198la] is an earlier paper than
[1979]. : ’

There is another argument that Dennett has employed
in an attempt to illustrate the vacuity of inten-

tional explanation. He claims that (a) such explana-
tions presuppose rationality and (b) rationality is’ -

" a property of cognitive systems that psychology must

v v s hmar—————as  s= . e w x aw s« - s m e e e

explain, but this means that (c) intentional explana- '

tions 51mpIy presuppose what psychology must explain
[1978, pp. 12, 16]. Hence,. intentional explanation
makes for vacuous psychology. This argument has not
recurred in more recent of Dennett'"s works and is,
in ény\case, sllghtly curlous Not the least of its”
problem is that premise (b) seems €o contain an im-
plicit denial of.the prop031tlon that 'humans fail
to satisfy the rationality eondition' For, surely,
no theory is obllgated to explain a property, e.qg.
rationality, that is not ekempllfled by the subject
matter of\the thepry. . Additionally, it is not an
argument against a theory to show that it makes cer-
tain presuppositions, all theories do. Given a Lheory
that explains behav1or under the working assumption,
that there are rational connections between 1nterna1
states, one may then wish to explain how it is.that
human agents are rational. Notlce that the task of
explalnlng ratlonallty is oné wh}oh psychology ‘as-
sumes in addition to explaining behavior. What"
Dennett might usefully concludé is that intentional
explanation makes for incomplete psychology -~'as

-opposed to vacuous psychology -- unlass it is aug-

mented w1th a theory of rationality.

186
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Unless one can show that all lnterestlng efglanatoiy

generalizations can be recast in the idiom™@f physi--
cal theory, there is not much point in embracing the
dogma that physical theory is completely unlversal

‘It is enough to acknowledge the universality of phy-

o u':t)‘

e e e

sical theory in the properly restricted sense “that

no phy51ca11y described phenomenon violates physical
law. Yet physics does not appear to possess the re-
sourcés to make certain dlstlnctlons, between types
of ovdrt behavior for example, that we would like to
make. What is surprising is that Dennett abandons
psychological reduction [1978, ph‘xv11] and yet em-
braces the universality dogma in what appears to be
an unrestricted sense, but see footnote #5 and
accompanylng text. :

The specification of the bellefs that an agent "ought
to have" “is relative to-a spec1f1catlon of the agent's.
goals. Given a goal or set of goaIs we ,can attribute
beliefs on a normative ba81s The system desires

'Gl, Gz, G3 : information Bl’ BZ' §3. EN is infor-

mation that is crucial to the fulfillment of }Gl;
£5 that

. R J red
G2, G3. therefore, Bl' B2, 23"’§N are belie

the .agent ught to-have. But, it is extremely hard
to see how there could be a normative basis for the
attribution 6f basic desires. Dennett would likely
dgree, since he does revert to empirical considera- .
tions when attributing basic desires. This is, of
course, as ithshould be, but Denneétt is slightly mis-
leading when he appears to claim that we could some-
how attribute basic goals normatively. 1In any case,
these considerations show that the intentional .stance
is not fully normative, it contains empirically con-
siderations essentially.

. 3 . « . " 1 » >'
.The indeterminacy in specifications of design is '

generated by an inescapable trade-off between the ,
functions assigned to a natural system and idealiza-
tions of the system's structure: Different function
assigniments "reveal" different structures. This is
not simply a case of the underdetermination of theory
by the available data, in my view, for it is not so
much a question of thée compatibility of competlng
theories with all available data, as it is a questlon .
of the testability of any interpretation of a system’'s
purpose. One might observe that a system keeps accu-
rate time, but to claim that "timekeeping is the
system's purpose" adds no emplrlcal content to the
theery Consider the moon in its orbit: it is highly

- acanarmaaade S v e g o g e -
4 a - -~ = %&1 1.&'5% mz
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r ’ regular and thus might be thought of as a time
piece. But clearly, there can be no quesgign of
testing the "hypothésis" that the moon's pu pose is
to keep time. Plato, incidentally, seems to have-
thought of heavenly bodies as endowed with such pur-
poses in the Timeaus. .

6. Dennett makes this concession in the same lecture in
which he claims that although the intentional stance
- "gives us predictive power we can get by no other
method,...this is no difference 'in nature, but merely
a difference that reflects upon our limited capaci-
tiess-as scientists" [1979]. A perfectly proper ob-
servation, however, would seem to be that a scienti-
fic communlty which failed to identify the genuine .
- patterns in.behavioral phenomena would be severely
1 epistemically limited and, further, ‘that behavioral
phenorfena constitute natural kinds distinguishable
from the natural kinds amenable to physicalistic ex-
planation. _ It would, hence, appear difficult to pro-
vide an 1nterpretatlon of Dennett”s views on (i) the
empirical adequacy of the phy51cal €tance, and on
(ii) the authenticity of patterns of behavior captur-
+" able by intentional interpretation, that would render
them fully consistent with each other. The salient
~ R point,.in any case, {s that the ability to take.cog-
- ' nizance of lggentlonal patterns in behavioral pheno-
' mena in no way seems to reflect a limitation of our
epistemic resources.

7. Fodor offers another argument against constraining

S intentional explanation by criteria for rationality.
Though offered, apparently, as an independent argu-
ment, it seems. to simply-be a special case of the ob-’
servation that belief sets are not deductively closed.
In any case this, roughly, is the argument: - Subjects _
perform problem-solving tasks with greater facility
when given information in an affirmative mode, i.e.
they perform better with the information that 'P' is
true than with the information that '~P' is false.
Fodor reasons that to state this fact we must advert

. ) to the opacity of representations. Thus, Fodor .con-

' : cludes that'"intentional explanation works...where
precisely lapses from optlmal rationality...are at
issue" [1981, .pp. 107- 109] Notice that Fodor uses

'intentional' to mean, 7brlously, "opaque" and "con-
tent respecting." That /aside, this argument has the
same general form as thé argument considered in the
text: Beliefs are not /closed under double negation,
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hence not deductively closed; 6ptimal rationaiity is
incompatible with such a belief set, thus the ratio-
nality condition-is not a'legitimate constraint on

) theories of behavior that refer to beliefs. |}
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CHAPTER III

~

-..FUQCTIONAL SPECIFICAEiQNS AND SEMANTIC
SPECTFICATIONS OF MENTAL STATES
N

TﬁE CONCEPT OF THE FUNCTIONALfROLES OF MENTAL- STATES

Cogfider the concept of the f;nctional role of a mental
state. We might say, truly if somewhat uninformatively,
that the functional role.of a mental state typé, M, con-
sists in the sum of: the functional rolés of tokens of M.
This characterizatﬁpn of the concept of the functional role .
of a state type will be unappealing to many functionalists,

3
for it entails-only that given a way to identify the tokens

of a type, the functional role of the type éanfbe deter-
mined. Functionalism demands more from the concept of
functipnal role. In paréicular, on one interpretation,
functionalism is the position that thé”éésential nature of
'a\token mental ;tate, i.e. the kind of éﬁtity that the'token
state is, is determined by a set of facts about the func-
tional role of tpe token. Functionalism, thus, envisages

the formulatien of criteria for "sameness of functional
) :

role", applicable to token mental states, according to which

the type-identity of mental states can be determined.

. Though functionalists may differ regarding the dgtafils of
functional gpecifications of mental states, there is a'con;

‘

sensus to the effect that the idea of the functiohal role%,

190
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© of mental states can be assimilated to a conception of the
' ' T~ Ttansal roles of mental states. Fodor is explicit about
‘ " this point and others noted above: o “

.
v

The intuition that underlies functionaligm is
that what determines which kind a mental ~
particular belongs ‘to i%s its. causal role in

. the life of the organism. Fenctional indivi-

. ' . ' duation is individuation in-respect of aspects
of causal role; for purposes of psychological
theory construction only its. causes and
effects are to count in determining which
kind a mental particular belongs to. {Fodor,

. 11981, p. 11] ) .

If mental states are to be ifidividuated by reference to

o their causal-functional rolés, then the equivalence, or type-

~ o
s ¢ identity, of the causal-functional roles of mental tokens -
~ must be a necessary and sufficient condition for the type-

identity of mental tokens., It will be argued at some

)

length in a following section that functional criteria £or

the type~identity of mental states are unavallable. In
this section and the next we will set the stage with some

-

helpful preliminaries. - ‘

-

What is at stake in arguments overwthe possibility of

functional specifications of mental states is not merely

one proposal, among many, for the individuation of mental //*~/

states, but a fundamental conception of the natureg of ' &L ‘\\f\
mental states. The idea, part and parcel of functionalism, (5]

is that.mental state types, e.g. sensations, paing, beliefs,

and desires, can be exhaustively defined in terms|of their o
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compute. Presumably, functional crlterla may be adequate’

’ Nbetween prop031tlonal attitudes

2
{
.
——

% ° '
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causal roles Wthh constltute, “in % sultably.broad sense,

Ay ~

the 1nput—output functions that 1nstances of such states\
l ‘."\

, )
to distinguish instances. of pains from instances of beliefs,

~
.

but it is not at ail obvious that Fxclusively causal-
functional resources'are sufficieJt to distinguish, for
exampie, a token§pf the se%ief Fh t "it's raining” from a
eeken of the beiief that J;Zuvial atﬁospheric,ed‘ditions
obtain”. Tge abiilty of functional crlterla to distinguish’

*

£ the /eme famlly, e.9.

between bellefs or desires, has gone Yargely unexamlned in

the functlonalxst literature.

.

ndeed, one philosopher
sympathetic to functionalism, S. SHoemaker, has recently

claimed ‘that "no functionalist would maintain that each
2 E 3 . .

' different beliéf and each different want must be defined

o
~

separately; in the case of belief, for example, the func-

‘tionalist will want a:definition of 'S believes that P'

which holds for all values of P" [Shoemaker, 1981, p. 418,

emphasis mine]. _Shoemaker's claim is highly contentious.

. . ~ : * ll
For, if functionalism cannot individuate belief types, this
failure constitytes a debilitating limitation on its scope

and generality.

Not all functipnalists, however, are prepared to forfeit
the possibility Of the causal-functional individuation of

belief types. Fodor notesﬂéhat though functionalism is.

e smwr R a
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K . r
troubled by qu%litative phenomena like pain, it is much .

more plausible in applicatidﬁ\;o propositional attitudes:
Functionalism applies only to kinds whose i
defining properties are relational. And
) while it is arguable that what makes a
N - belief--or other proposxtlonal attitude-- .
the belief that if is is the pattern of (e.g. .
: inferential) rela%féi% that it enters into,
‘ many philosophers (I .am among them) find it
hard to believe that it is relational pro-
perties that make a‘sensation a pain rather
N\ than an itch....It makes no sense to speak
TN " of my belief being different from yours despite
the identity of their inferential (etc.) roles.
This asymmetry [betw&en qualitative states and
propositional attitudes] is--plausibly--attri-
; butable precisely to the relational character
§ of beliefs. [Fodor, 19‘1, pp. 16-17] ;

: . \
: In Fodor's estimation, prop051tlog§1 attltudes prov1de the

domaln, par excellence, within which functlonal individua-

tlon shows its greatest promise. If Fodor is correct,

S S

functional individuation is only suited to those entities
whose essential natures are determined by the set of rela-
tions into which they enter. Beliefs, Fodorﬁ;uggesis, may
be just such entities. Notice that one set of relat&ons,

-

- relevant to' the individuation of bellefs, to which Fo ?r
refers are the‘inferential relations betfeen beliefs. épe
'idea is tﬁat it is at least pa;tially}definitive of the
belief that P that some paﬁ;icular Belief that Q is
inferable from P. But, funétionaiism’is committed to a

kind of causal individuation'of beliefs and, thus, e

— "inferability" relation must be amenable to some sort of

«
14 <

~

e~ e .
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4 4 . -, e
causal construal if it s .to enjoy a role in the specifica-

Y

tion of belief typés. The funetionalist might, for example,

~refer to a'belief's produétivityf"i.e. its capacity tocause

or briné about new beliefs in collaboratiofi’ with other’
beliefs, ineerer to provide a causal aﬂf%ogqe of the inferé-
bility“relation. }In any case, on tﬂé causal—functionaLS
approach to the‘fndividuation of belief types, there are
three kinds of causal relations which might ge relevant to
specﬁfications of the functional roleirof beliefs: Beliefs
are ‘related to other propositional attitudes:; beliefs are
,Ef%ated’ in some caées, to environmental stimuli: and
beliefs are related, in séme cases, to instances of overt
behavior. But, are all or only some of these relations
relevant to specifications of the functional roles of mental
states? Actually, this question\concerné only one of two
parameters of variance which must be fixed if the creden-
tials of the functionalist approach to the indf?iduétion of
mental. states érg to be exa;ined. Ope‘parameter concerns
%&a@ we might think of as the breadth of specifications of
BHe causal rblgé of mental states, i.e. do such specifica-
tions refer to external states or only to internal states?

The other parameter along which functional specifications

'of token states may vary has to do with the level of

v
»

abstraction at which the causes and effects of mental statés

are described. We will briefly consider each parameter,
!

examining the .idea of a proprietary level of abstraction

¢ 4

P
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It is important to recognize that the idea that.func—
tional individuation is a species of cauéal.individuation
@oes not, by ztéelf, fix any péfticular level as the one
appropriate for the specification of meptal stq;g types.

!
As Fodor takes pains to acknowledge, the causes and effects
of mental stgte_c?g be described in various theoretical
vocabularies. One mighﬁ, for example, give neurological
descriptions of the causes and effects of mental states.
But, to do so would be to collapse "the intended distinc-
tion between functionalism and type phys%célism“ [Fédor,
1981, p. I'l]. Fodor's point is that the individuation of
‘mental states in terms of sets of input-output pairs where
those inputs and oﬁEQGQQ ar;\a;scribed in neurglogical terms
is just a variant of type physicalism: According to such
an approach, every mental type is identified with some func-
tionally spec;fied neural'typé. The* only differencé from
a more traditional type physicalism{ here, is that the
neural states with which mental types are identified are:
individuated b§ functionaiqéescriptions, rather thaﬁ by
descriptions of certain intrinsic properties of £he states,
e.g. 'é—fiber firings = pain'. The salient point is that
the notion of functional or causal individuation, per se,

does not rule out neurological, or otherwise physicalistic,

descriptions of the causes and effgqts of mental states.




Functional individuation is individuation in terms of causes
and effects, but there are many possible qénceptions.and

descriptions'of the causes and effects of internal states.

<

Descrip}iqns of the causes and effects of mental statés cast
in negrological terms.are ruled out, however, by the cén—
siderations that motivate a certain.kind of functionalism.‘

This brand of functionalism,‘most closely identified with

Putnam and‘Fodor, forbids exclusively neurological descrip- -
tions of mental states, or of their causes and effects,
since systematic use of such desc;iptions would restrict
the attribution of mental state types, e.g. pain and the -
bel;ef that P, to systems of the same neurological -type.

T@}s tenet of functionalism is, gf course, highly tenable.

and widely accepted since many different types of systems,
e.g. neural-man, neural-Martian, and pefhaps elec;ronic,

could presumably realize paift’ or the belief that P. But,

the bold functionalist assertion to the effect that mental . '
states, of physically similar or dissimilar systems, are of
the'same type just in case they "have the same fugction“

is of little help in itself. The problem is that functional
roles can bé sbecified various levels~--some of which are -

of little or no psychologi significance.

When we attempt to fix the level at which psychologi-

cally relevant functional descriptions of mental states are

given, we are pulled in two directions. Op the one hand,

e g —— —sm———— Tr— —  — r rr——— o
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functional an%lysis is a species.of causal an;lysig aﬁdyﬁust;
aéyert only to realizaBle, causally efficacious, propérties
of mental processes.’ On the othexgshand, if psychglogical
th;ory is to formulate generali?ati;;s explanatory'of-in-
tentional*behaviorai types-~as we observed in Chapter I,

such types as ari£hmetic problem-solving beﬁav;pr are in

this class--then specificatiohs ?éffunctional roles must be

given on a level at which interpretations of mental states

are apprépriate. Although these two requirements may appear
to point -in—different directions, it is an important merit
of the computational thézry of cognitive processes that it £
proposes a way to satis{y both iequirements. According to
the computational approach mental operations are determined
by the formal, syntactic; or‘iniany ;ase the structural pro-
perties of mental symbols. Yet, on this view the formél‘

esumed to be in a corres-

properties of mental symbols are

,pondence of some kind to the semantic xoperties-of mental

N
symbols. The formal properties of mental symbols are

referred to in order to safisfy the requirement that the

properties mentioned in functional specifications of mental

states are realizable, causally relevant proééfties, and

the semantic ¢hdowments of mental éymbols are referred to

in order to satisfy the requirement that functional speci- .
3

& B
fications of mental states are given at a level at which

interpretations of mental states are appropriate.

~
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The merits of the computational view arg considerable;
{ . < . .

but the idea that mental states or mental processes mugt be
fefmally sgﬁcified——shich is putatively entailed by Fodor's

veision of the forhality conditiop—Qcan easily mislead the

unwary. As we wiii see in more. detail in the next section, - o
fcrmal specifications of mental state can'shffef ftcm'the'

same shortcomings that afflict neurologicai specifications

ki -~

of mental states. At this juncture, it is sufficient to

observe that a defining desideratim of functionalism is that
specifications of‘ﬁéﬁtal states are to be given at a level

of abstraction that provxdes for the pOSSlblllty of type— _
identities between token states in neurologically and/or ,
formally distinguishable systems. d ) }

® 3

<

The other parameter along which specifications of
~'causal—fuqctional roles can vary' has to do with what we miéht
term the breadth of specifications of such roles. Suppose

that we have fixed some level of abStractiony a jormal'level'

el -,

for example, for the specification of causal ro%ss. It: N "
remains for the theorfgt to determine/whether thoselcauses*—"
and effects temporally "contiguous" witﬁ mental states are

. to be referred éb in specifications.cf their, functional
-reles.‘ Intuitively, the fact thet mental states have a rode
in the production of behevior suggesfg that tokens of.overt :

behavior are among the outputs of mental states. And, since

mental states are sometimes the pressure
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4f environmental stimﬁli, it appears that euch stimuli are

among’the'inpgfs to mental states. These considerations

suggest what will be termed a wide consg;ual of the func-

-

_tional roles of mental states--to be contyasted with what

will be termed a narrow construal. 'A wide cbnstrual of’ the

functidﬁgl role of a mental state M is given just in case

¢ . N v
amohg the causes and effects referred to in specifications
4 \ .

—t” %
"of M's functional role there are states external to the

systems which 'internalize M. A narrow construal of the

functional role of a mental state g'is given just in case

all the causes and effects referred to in specifiéations of

M's functioral role are states internal to the systems which

internalize M, Notice that this use of the terms 'wide'
and 'narrow' is analogous to/Putnam's4ﬁse in'definiﬁg '

"psychological stétgs_in the wide sense" .and "psychological
~s£ates gn the narrow sense“; For Putnam, a‘wide.characteri—
zation or description of a mental.state, e.g. a belief, is
one which presupposes éﬁe existence of some entity other

than the agent of the Belief._ Any other’ characterization

°

is narrow [Putnanm, 1975,'pp..215;271]:' We have said that a

wide construal of the functional role of a mental statg\i§

te

one which refers to causes and effects that are other than
internal states of the agent and that any other characteri-

zation is narrow. Once we distinguish between functional

“ -
~

roles-in the wide sense and functional-roles in the narrow

. '
'..‘. ., - - \ ‘ s
. . -
'

. i R ,
_sense, .certdin .options appear. For example, the functional~

o m— v

N I N

v
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1

role of a belief B might be narrowly specified by giving
as its causes and effgéts only other beliefs (narrowly

'y

specified). As causes we might specify all those beliefs,
and sets of beliefs, of a system which, under its principles
of inference, éntail B., and aseffects all those beliefs

which gl‘entails, again given the system's principles of

Nl

inference. On this construal, the functional role of a
belief is gi;en by a specificaﬁian of the beliefs -to whichj
it is inferentially rélated; We ‘might think of such
narrowly specified functional roles as capturing the Jin—
fereﬁkiﬁl roles" of beliefs. Altefnatively, the theorist
might associate the belief gl witﬁ\the outputs of input
transducers even though several other mental s;atgs, or

hY
several mental processes, intervene between the outputs of

‘the transducers and the occurrence of B,. Thus there are,

in a sense, various degrees of narrowness. All narrow

specifications of functional roles refer only to internal

states of cognitive systems, but the narrow functional role
o ~ Coet

i
. b]

of a state M might be given at one extreme by reference

only to those other states with which M is immediately

L]

connected or, at the other extreme, by reference to states

. ;
including those that occur at the periphery of the internal

i : ps&chdlogical processes in which M ocecurs.

: 4 : S .
- wide specifications of the functional-roles of mental

states, on the other hand, are consonant with the intuition

T U o J— B
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that the role of mental states is, inter alia, to bring
about behavior which affects the environment. When it is
said that the function of a mehtal étate is to affect a
cert;in~o§ért action, or when it is said that the function
of a mental state'is to register certain properties of the
environment, wide construals of the functional roles of
mental states héve‘been adopted.- On one éossible wide con-

strual, the functional role of a mental state is to trans-

form the environment, i.e. to bring it about that certain

environmental conditions obtain upon the occurrence of cer-
tain other environmental conditions. For example, an agent
may bring it about that there is an umbrella over his head
upon the occurrence of precmp1tat10n~—d01ng 50 mlght be

thought of as an aspect of the wide functional role of the

belief "that it's raining“.

It appears that both'notlons of the functional roles
of mental states face serious problems. Intuitively, func-
tionalism holds that mental states have a function in the,
production of behavior. But, limiting théory to narrow
specifications of functional roles would seem to entail the
view that the functions of mental states are to produce
only other internal states. On the other hand, if we limit
ourselves to wide specifications of,functihnal roles, many

\

dlstlnct mental stétes w1ll be indistinguishable. This is

‘\

a rather crucial point and merits close attentlon.
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There are, no doubt, a variety of mental processes fhat
can mediate a given Qidely construed input-output pair.
There are many different méntal processes thai might serve
to kéep one inéqors contingeﬁt upon the oefuﬁience of rain:
An agent fhay remain indoors because she believes that "rain
is wet" and desires to stay dry or because she believes
"rain is often accompanied by lightning" gnd fears electri-
city. Each o; these beliefs may contribute toithe deter-
mination of many other input-output relations. Fof‘éﬁéiple,
the latter belief may cause one, a; it did Ben Frankliﬁ; to
fly kites during rainstorms. And, thus, one might suppose
that the beliefs can be.distinguished by a differenéé in
what we might c&ll their "maximally specified wide functional
roles", i.g. in terms of descriptions of all the possible,
wi@ely sgecified, inpﬁt—output pairs that tokens of a given -’
state may mediate. - We may ‘think of maximally specified
wide fupctional roles as given bylinfinite sets. of ihput—
output pairs: {(Il’ol)’ (I3,0,) (13,03).;.}. Now, for -
many pairs of beliefs, P, Q, there will be indeterminatgly
many podints at which the wide functional role of the belief
that P and the belief that Q coalesce--indeterminately man;
I-0 pairs 'common to the maximally specified functional rqies
of each belief, How .is the theorist to determine for one
offtheée shared pairs, (I,,0,), whether a token state, m,

which mediates (12,02) on a particular occasion, is an

instance of the beliaef that P or an instance of the belief

P v r e et A A i ——— 7 £ den Fim i v .. . pus “ .- . - A —
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that Q? According to the wide functional role theory. the
belief that P is distinguished from the belief that Q be- l -
cause there exists a pair (I3,03) which one, but not the

other, mediates. Let us suppose that the belief that P,

_ but not the belief that Q, has as an aspect of its maximal

functional role the pair‘(I3,O3). The token m, then, which

occurs within an instance of'(Iz,Oz), is a member of the

type 'belief that P' if and ;hly if it belongs to the type

whose tokens can occur within instances of (I3,O3). But,

¢determining whether these conditions are satisfied requires X
thé reidentification of m-like/tokens.  That is, in order

) A -
to determine if a token state, m, belongs to the type

'belief tth}géLEZiﬁmust determine whether tokens type-
identical to m ¢ ediate a certain input—éutput pair, but

* this pxsesupboses that there are type?identity criteria for

token states indépendgnt of Fheir wideé functional roles.

It presupposes, in particular,-that there i; some mechanism
féf the® identification of occurrences of tokens of a type
that does not rely upon’reference to the maximally specified

wide functional role of the type. Hence, exclusive reference

to external input and output states will not provide for .

the type-identification of beliefs.

=~ . ~
b4

& .
Fortunately, there is no reason fox the theorist-to

cleave either to exclusively widé or to exclusively narrow

construals of the functional roles of meﬁtal states—--at
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least ﬁo reason that we have seen thus far. In.fact,. one

form of functionalism, "Ramsey—sentence-functionalism"*posi— .\
tively demands yixed construals of the functional roles of
mental states.l“ Wg;will consider why this is so, very
briefly, and then turn to a consideration of an approach to

the individuation of mental states constrained b& the

"formality condition"--an approach that on one interbreta—
tibn.would appear to require exclusively narrow construals

of. the functional roles of mental states.

{
Consider the specification of the functional role of
a ment&l state type M given by the Ramsey-sentence 6f a -

causal-functional theory of M. Let us suppose that M is a

i

belief with determinate semantic content, the belief that
i 'g. The theory T of M's functional role will specify the

causes and effects of M in a vocabulary that contains

“ - ~

theoretical and/or observational terms. If the theorist

cleaves to narrow construals of M's functional role, then
t

i the vocabulary of T will contain no observational component:

All internal statesy e.g. beligfs énd desires, are desig-
nated by theoretical terms. The Ramsey sentence for a
theory is obtained by replacing every constant designating
a theoretical entity with a bound variable. So if T is the

. simple theory that "the belief that Q is caused by an
inference from any of the internal stafesy belief that Pl"3

*

belief' that Py, and Q causes any of the internal
> .

~ i
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states, belief that Ri...beliéf that RN", then T is Ramsi-
4 ] B .

~ fied roughly as (EXf)...(SXM)(HY)(Ezl)...(HZN)T(Xl~.-XM,
Y’Zl"'ZN)
that Q'. The original theory contained only theoretical terms

', where the variable 'Y' replaces 'the belief

and, hence, the Ramsey sentence of the theory has no observa-

tional consequences. Now, one motivation underlying Ramsey-

sentence formulations of theories of mental'statés, perhgps the
‘chief motivation, is to provide é way to give functional con—‘w
struals of mental sgates in terms of observéble events, stimuli
and overt movements of the body. Hence, a theory that speci-

d;,fies the narrow functional role of a mental state,-such as T,
. « -

-

will not be acceptable to the Ramsey-sentence functionalist
since such a theory provides no way to define theoretical

.' > L T~ .
terms in terms of dur understanding of observational terms.

FUNCTIONALISM AND THE FORMAL INDIVIDUATION OF MENTAL STATES
It will b; useful to consider, béiefly, the possibility

of individuating mental states by reference to their formal

properties. Actﬁally, if the obsgervations made in Chapter

I can be sustained, formal criter%a for the type-identity

of meﬁtai states are not anticipated. \But, it is highly

instructive to consider the possibility of formal individua-

ﬁtién within the contextrof functionalism. NOY' Fodor holds

that whét he terms the "formality condition” Eonstrains s

specifications of mental processes [1980, p. 103]. Roughly,

the formality condition constrains specifications of mental

-
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-processes to reference to the formal propertigi of mental
operatiots,peﬁd to the formal propetties of the token
states to—whicﬁ such operations apply.2 Either as a con-
sequence of the formality condition or in conjunction with
it, Fodor proposes a criterion for the type—identity of
mental states that refers only to tﬂe formal, or non-
semantic, properties of mentsl states. Since semantic pro-
perties are putatively irrelevant to the specification of
mental states, semantically equivalent states which are
formally distinct ate theregy type-distinct, and semanti-
cally non-eﬁuivalent states %hich are formally indistin-
guishable are\thereby type-identical [see Fodor, 1980,

p. 67]. The proposed hscesssry and sufficient condition
for the type-identity of mental states, then, is formal
indistinguishability. Actuallf, this criterion may be con-
sidered‘only a first approximétion, but the crucial point
in what follows will be that any pure 1y formal criterion
for the.type—ldentlty of{@ental states is bound to be in-~
compadible ;;th the requitéments of .functional individua-

tion. . . kY .

~. Now, if the theorist couldxgssign each token mental
state to its_type on thé basis pf\gn assessment of its for-
~ (Y

mal structure alone, then the formal individuation of mental

states would accompllsh a klnd of functlonal 1nd1v1duat10n.

Fodor views mental processes as computatlonal processes and

{

. .
‘ .
¢ - \/—\
. .




"they operate. On this view, mental states enter into mental

L2
A

computational processes "have access" only to the form,

PR
S

shape;\or synihctic structure of the éymbols upon which

processes only in virtue of theif form. Hence, specifying
the form of a mental‘state is to specify a property of the
state which cénstrains i§§ embéddings\in mental processes
or in input-output relations. It would apﬁear to follow
that mental states are functionally equivalent"if and gnly
if they are formally indistinguishable: All functionally
relevént distinctions between mental states have thei;
source in fopﬂgl distinctions between mental stétesl Fodor
Shds /that this view entails a kind oFfmethodoldgicél
solipsism--the doctrine, roughly, that specifications of

mental states may not advert to conditions or states of

affairs external to the agents who internalize the meptal

P

states. 1In these terms, methodological solipsism appears

to be equivalent to the view that all specifications of

o~

functional roles must be narrow.

Though the intuition underlying the formality condi-
tgbn may be correct--mental operations apply in virtue of
non-semantic properties of mental states--the formality y -
condition, does not constrain>the indiviéuation of mental’)
stateé in a manner compatible with functionalism. 1In, the
firdt place, as Fodox himself points out, céit?in formal

differences between tokens don't, intuitively, sugéést




A

type-differences between the tokens:\ e belief that 'that

is edible' and the belief that 'this is edible' appear to
be type-identical when 'this' and 'that' are coreferential

[Fodor, 1980, p. 67]. More generally, Fodor has recently

‘allowed that "there could be [as Dennett observés] many ,

many syntacti® types associated with the same propositional
attitude" [Fodor, forthcoming]. Thus, the foﬁ;;j distin-
guishability of token mental states does not entail, by
itself, a functional difference beéweeh the mental states.

- x

. . 5
Indeed, formally distinguishable mental processes may be

'functionally equivalent, e.g:. there are many algorithms

which might be used to compute sums.

3

Moreaver, and this is perhaps the crucial observation,
the formal indistinguishability of token mental states does

. _ . /
not guarantee their functional equivalence or their type-

«
-

identity. Here, we might cite a pair of beliefs of diffe-

rent agents of the form 'that is edible' where one belief

[

is about an apple' and the other is ébout én oréhge. "While
it is at least an option to insiét that eétfhg apples and
eating oranges are behaviors of-the s ame éype when each is
conceptualized. merely as "eating something ediblé"; other
considerations suggest that this manoeuvér will not save

the formal approach to the individuation of mental states.

For, it is possible that formally indistinguishable mental

.statés have different functional roles in different systems. g

*

-

ES
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’
In one work, Fodor offers an example--credited to G. Rey--

of just this type. Consider a computer that runs different
programs.on alternate days. One ?rqgram is designed to
simulate, say: the Six Day War, while the other is designed
to simulate a chess gaﬁé: "It's a possible (though, of '
course, unlikely) accident that these programs should be

indistinguishable when compiled...so that the internal career

’of a machine running one program would be identical, step
by stép, to that of a machine running the other" [Fodor,
1981, p. 207]. Presumably, howevef; mental states about
the Six Day War and mental states about a chess game are not
members of the same type, even though they may be realizable
by tokens of the same formal type. However, the relevance
wof this example may be denied since\if cites only computa-
tional gtates which have a subject maﬁtér as a function of
the intentidns of the tpeorisp WO computer programmed
in a cextain way for a certain purpose. In pfincipie, the

example is little différent from the case in which the

theorist simply varies his interpretation of a single

"> formally articulated system on alternatée days. Neverthe-

less, if‘éhe forﬁél'proper£ies of a process do not (fully)
determine the processes' interpretation, it shéuld be pos-
sible to construct examples in which formally indistinguish-
able mental states a%e type-distinct not as a function of

the theorist's intentions, but rather as a function of the
v
(

agent's own intentions. ~
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Lét us suppose that there are two gardeners, one
hither and one yon, whose duty it is to serve the mineral ,
needs of a patch of grass in their charge. Each has a
gardening'vocabulary restricted to the terms 'grass', 'green',
'vellow', 'healthy', 'sick', 'apply fertilizer', 'do nothing',
- and the §ént§ntial connective 'If, then'. Both use the term
'g;§s§' to refer to grass and interpret 'If, then' in the
4Msamé‘;ay, but the remainder of their assignments are in-
verted. Our gardener hither assigns 'green' to green
things, 'healthy' tp healthy things, and so on: but our
gardener yon assigns 'green' to yellow'ﬁhings, 'yellow' to
green things, 'healthy' to sick thiﬂgs, 'sick' to healthy
things, and so on. It should be clear that on an occasion
when each gar@ener forms a true belief by internalizing a
representation of the form 'the grass'is green', their
beliefs are type-distinct. And, allowing for ififerences,
their mental processes may be formally indistinguishable.
‘Suppose that each gardengf beiieves that ';f the grass is
healthy, then do ﬁothing' and that 'the grass is healthy'.
Our gardener hither ma% formulate a plan of action in
agreement with the conclusion that he should "do nothing"
ana remain resting in the shade, while our gardener yon
formulaﬁes a plan of\action to'cargy out the instructions

"do nathing" and procedds to broadcast small pellets over

functional roles of the formally indistinguishable beliefs

»
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that 'the gr;ss is green', if we may consider the wide
functional role of each belief token. Hence, individuation
of mental states by reference to their formal structures

S

J alone will not, in certain cases, allow us to distinguish
N . B} T
functionally distingt mental states; ~THe wide functional
roles ‘of formailx'type-identical mental states may vary in

different systems.

<

In summation then, purely formal taxonomies of mental
states cut across functional taxonomies of mental states:

-

A mental state of a given functional type may have various .
/ formal realizations, in a given system or in different sys-
.tems, and formally indistinguishable internal répresenta-
tions may instantiate functionglly different mental states.
. ’ It is real%y not surprising that the formal approach to the
- . individuation of mental states and the functional approach
| are less than fully compatible. Originally, of course,
functionalism was conceived by Putnam as a-means of pro-
viding a igvel of description for mental states such that .
psychological equivalences could hold across systems comr'
posed of different stuffs, 'e.g. the stuff of human physio-
' logy, the stuff of Martian physiology, or tge stuff of a
“ﬁaéﬁine'sghardware [Putnam, 1975, pp. 291-303]. But, once
the formal-syntactic level of analysis is,cho;en as the one

_ appropriate for specification of mental states, the géhefa—

///aity sought by functionalism is placed out of reach. For,

- = - o — .o - -
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;adequate. The functionalist, of cours?, will contend that
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o
the formal, syntactic, or non-semantic properties of a

mental sta%é type, e.g. the belief that P, may vary across

different syétems._ Recall that one observatiom which has— __

been widely taken to rule out the possiBiiity of neuro-
logical, or simply physicalistic, specifications of mental
state types is that the neurolog}éal properties of the
states which realize the belief that P may vary across dif-

ferent systems. By paritf-oﬁ reasoning, then, the rnssi—

.

bility of exclusively formal-syntactic specifications of

mental state types must also be rejected.

"

What we have revealed is a conflict between the puia—
tive implications of the formallty condition and the

defining de51deratum 'of funcélonallsm."The faormality con-

~

dition dlregts *the theorist tofrespect only the formal pro-
: 1 ‘

perties of mental states, in assessments of their type,

3

while functionalism is predicated upon the assumption tliat

states of the same type may have realizations of dlfferent

—

forms. What we require 1s‘a»way to specify mental states
that is largely non-commital with rgspeét‘to the pérticular
form of their realizations--at least¢this is what func-

tionalism requires. This meahs that neither geurological
v
nor formal-syntactic specifications ofl mental states are

\,

i | .
some concept of the f! ctional role of mental states is
. o 0

adequate for the purp&se of individuating. mental states..

\’\
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It is to this claim that we will now turn our attention.

+

FUNCTIONAL CRITERIA FOR THE TYPE-IDENTITY OF MENTAL STATES
The idea that the type to which a token mental state

belongs is fixed by the functional role of the token forms

<

the core of the functionalist view. And, as Fodor points
A\ .

¢ . .
out,\the construa} of the functional roles of mental states

. LY

in terms of their causal roles isqpart and parcel of func-
’ tionalism [see Fodor, 1931, PP. 16;17]. But, one ma& share
” with the func;;onalist the view that mental st:tes have a
- causél mwle in the production of behavior without adopting
S the viéw-that the causal rdle tﬁat a foken mental state
happens to inhabit determines the token's type. . In this
{ ~~—section, we will construct a series‘of argumgn%s against
the causal-functional approach to the individuaégon of
mental states. There are many difficulties which beset the
g ) functional approach to the-individuatibn of mental states.:
_4T5 énticipate what is perhaps the single most damning pro-
blem, fgnctionél,critefia for the individuation of mental
states faiix%oéprovide adequate means for the ezaluéﬁion of”
type-telatioﬁé across different de facto causal roles, i.e.
; ~
the roles in which token states are actually empldyed on
tQF occasion on which they‘bccur. This IySue will become

e * »

clear as we proceed.

>~ . ; IS

B In order to motivate a ‘careful consideration .of this
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investigation of the possibility of causal-functional
specifications of mentai states, a few acknowlsdgements are
in order. 1In the first place, - throughout the following
discussion we will allow that mental states do have causal-
functioﬂgl roles. Further, given comprehensive specifica-
tions;of the somplete functional roles of token. states, one
could type-distinguish tokens ﬁgelocatisg some difference
between their fgnctional roles—-though this assumes, of
course, the availability of a criterion for the type-identity
[ of functional roles. But we will suggest that the func-
.;ionaf roles of token mental-states can only be determined

.
G

. by reference to their types. That is, it may be the case,

and it wiil be argued that it is the case, shat the func-
tional roles of mental states cah only be determined once
their types are (non-functionally) specified. On this view,
ths functional roles of mental states are, in a sense,

’ - x>
"read off", or .genexated in accordance with, specifications
‘ )
of their types. If this view is ‘correct, we are in a posi-
A tion to distinguish mental states by a'comparison of their

functiox‘l roles only subsequent to a determination of their

types, in which case functional individuation is redundant

! and gratuitous. ’ >

¢ .«‘b,,,," )

Let us also acknowledge an observation that might be

taken to suggest the p0531b111ty of causal-functional
T
specifications of mental states, though one that is, by

byt
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itself, insufficient to guarantee the possibility of such
specifications o6f mental states: Token mental states of

complete causal Doppelgangers, systems whose complete causal

histories are type-identical, must be tiggfiaentical. That *
is, if we fix two systems so that every aspect of the wide
and narrow causal history of occurrent beliefs arising in
each at t is the same, and likewise for the remainder of
the systems' belief and desire‘sets, then the tokens at t
‘mﬁst bé of the same type. Though this observation is cgnf
genial to fuhctioﬁalism and the causal analysis of mental
states, aé stated it asserts nothiﬁé more than the super-
venience ofjmental States upon their causal embeddings. The
concept of supervenience is commonly poftrayed as a thesis
concerning the relation of mént;l states to their physical
realizations.3 But, it will be helpful if we may say, more
broadly, that mental states are supervenient with respect
&0 a level of analysis, L, just in case a typ;;difference
between token mental states necessitates a difference spe-
cifiable at L. Notice that, in these terms, the;e is
nothing particula;ly surprising about the supervenience of
mental states upon their causal- embeddings. 1In particular,
the discovery of a superveniehﬁéfrélation between mental )
states and some level of ‘analysi$ L, does notpick out L

as that level on which criteria for the type-identity of

mental states are to be defined. This point can be "illus-

trated by example. Mental states are supervenient on their

-8
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physical realizations, i.e. supervenient with respect to

"“the physical level of analysis, but physically dis-

similar states may realize type-identical mental states.

The observation, here, is that supervenience is an asymmetric
relation in many, if not most, instances. Presumably, the .
correct level of analyeis for mental states is just that
level on which the supervenience relation is symmetric: A
tyée—dlfference between mental states must nece551tate a
dlfference specifiable at L, and a type-dlfference speci-
fiable at L for realizations of toke; mental states, must
nece551tateﬂa type dlfference between the token mental
states. Ne;inlf it can be shown that type-identical mental
states can‘possess different causal-functional roles, then‘
we will heve good reason for believfng that causal—fgigtional
specifications[of mental states are inadequate. Conse-
quently, the functionalist must maintain that tfpe-identical‘
mental states cannot possess different eeusal roles and must

provide a construal of the causal roles of mental states

that justifies this view.

Let us anticipate, once more, certain conclusions to-

[od

ward which the following examination of the causal-functional
éhalyeis of mental states points. Onée level on which the
supeffinience relation appears to be symmetric is the
semantic lewvel. Arguably, type—identical.mental states

have equivalent semantic contents, and semantically equivalent

K &
&
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mental states are type-identical. If this is so, the
semantic level for the specification of mental states over-
comes the defeqts that may be charged against the physicé;
listic level, the formal level, and the causal-functional
level. Foi, type-identical mental states Tay have different
physigal realizations, different formal structures, and, on .
one plausible interpretation, different causal roles. Just
possibly, the semantic level may not suffer thé analogous
defect. In any case, this is the direction in which the
considerations to follow, together with those of the pre-
ceding sections, would appear to point. Our procedure in
what follows will be«to examine various formulations of
causalgfunctional éfiteria for the type-identity of.mental
states in ordér to reveal certain fundamental probiqu con-—

fronting this approach to the individuation-of mental

states.4

By

Suppose that, as a first approximation, the functiona-

list attempts to define type-identity relations between

beliefs,over the actual, dated causes and effectsrof token

mental states:

(CR.1) Token mental states are type identical if
and only if there exists a type-identity
relation (a) between the token causes of
the token mental states, and (b) between
the token effects of the token mental .
states.

According to (CR.1l), on its intended reading, token beliefs

/
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of the form 'the building is on fire' are type-distinct
when, for example, one token is the causal consequence of
the perception of smoke in' the air and another token is the
causal consequence of the interpretation of an English
ientence, e.g. 'The fire alarm is ringing'. Thus, (CR.1)
is iﬂcompgtiblé with the intuition that beliefs of the same
type may have causes and/orkeffects of different(;orts on
different occasions of occurrence: The belief that 'the
building is on fire', intuitively, may be caused by any one
of an indeterminately large number of.circumstanceg, e.g.
the sound of alarms, the smell of smoke, the siéht of flames,
or the interpretation of the utterance "The building is on
fire". If we move from such wide specifications of the’
causes of Belieﬁs,to narrow sbecifications,-the same circum-
stance obtains. A belief of a given type may form the con-
clusion of infinitely many different argggsntsr\or reason-
ing précesses, carried out by an agent. further, a belief
of a given type may underwrite a variéfyxéf different .
actions. For examéle, the belief "that it's raining" may |
function, in collaboration with other mentél states, so as
to affect the decision to stay inside or so as to.affect
the decision to locate an umbrella. If we were to adopt
(éR.l), all tokens of a mental state type would, by defini-
tion, bring about type-identical effects on every occasion
N ‘ .

of occufqence, and no behavioral plasEicity would be ex-

hibited by the agents of belief.
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Hence, a type-distinction between the actual effects,
or between the actual causes, of token beliefs cannot, by
itself, establish a type;distinctigiybetween the beliefs.

We may pﬁt thig\by saying that differences between the de
facto causal roles of beliefs do'hoi entail type—diffefences
between the beliefs. One way to illé;trate the difficulty |
which faces the causal-functional approach is to fix a token
state of a syséem and update the system's knowledg@ in such
a way that the repertoife of actions ghat the tokeh under-
writes 'is either broadened S¥ narrowed.  That is, we may
change tﬂé‘functionai role that a,token mental state
actﬁally inhabits by‘changing other eléﬁents, othgr beliefs
for example, of the system in which the token méhtél state
occurs. Suppose that Alfred believes at t that "there are

: Hiackbirds in the tree" and that, while holding this belief
constant, Alfred is told at t+l that "ﬁlackbirds are good
to eat”. The original token underwrites an extended be- h
havioral reﬁertoire when a pelief about the palatability of
blackbirds is appended to Alfred's belief set, even though
the original token is, éz hzgéthesis, sustained through and
. past t+l, ‘Similarly,‘Alfred‘may be disposed to eggpnger

the well-being of blackbirds-when he believes that "there
are blackbirds in the tree" until he is informed that
"Blackbirds belqng to an enda;gered species". Being so

informed, Alfred desists from his previous malicious,

bfackbird:directed\behavior. Anélogously,'the causes of a




\
token belief may change subsequeﬁt to the aéé%ﬁzén\bf‘ggw
beliefs. Suppose that-at t Alfred is caused tg\gel}eve that
"there are blackbirds in the tree"” under conditions af¥ord-
ing clear vision of a nearby tree. At t+l an ornithologlst
provides Alfred with a.description of the characteristic
calls of blackbirds that allows Alfred to distinguish the
calls of blackbirds from those of other birds. Subsequent
to-t+l, with his line of sight directed away from the tree,
Alfred's belief that "there are blackbirds in the tree" may

be supported-by stimuli of a sort quite different from those

relevant at t. . .

4

The point illustrated by these examples is, gquite

simply, that a change in what we have termed the de facto/” ™+

\ '
Y s
.

1 4

causal o;\functiénal role of a token belief does not neces-
sarily affect é reassignmerit gf the token to a new or,
different types: Given thak—a—token belief's Eype—membership
does not change with every chanée in‘the set of actions
that;the token underwrites, or with every change in the
token's causes, what functional properties of a token déter—

e

mine i?s type—gsmbership? The functionalist answer must be
that the "causal-functional r;le“ occupied by a token deter-
mines its type. But, on 'the most natural understaﬁaing of
the notion of the causal roles of mental states, type;'

identical mental states may be deployed in different de

facto causal roles. Thd%?ﬂthe_functionalist requires an

A
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(unnatural) understanding of the causal roles of mental

-

states according to which the causal roles of type-identical

. mental states'may never vary.

=

Since the de facto causes and effects of type-

identical tokens may belong to different types, the func-
4

tionalist might advert to the possible causes and possible
effects of mental states in an attempt to construct a ¢on-
cept of the causal role of a mental state appropriate to
the program he envisages. Some formulation such as the

following might be tendeted:’

. (CR.2) Token mental states are type-identical if

and only if (af for each counterfactually
possible' cause of one token there exists
- . a “type-identical counterfactually possible
cause of the other tqQken, and vice versa:
and (b) for each counterfactually possible
effect of one token there exists a type-
. identical counterfactually possible effect
of the other token and vice versa.

L
1

/
fThe idea underlying (CR.2) is that.géﬁéﬁl states belong to
the same type just in case they can be brought about by the
same set of circumstances and have ;he capacity. to bring

about the same set of circumstances; i.e. just in case the&
"share the same set of couﬂterfactually possible causes and

effects. Note that it is necessary to consider a token

mental state's counterfactually possible causes and effects.

Doing so allows us to circumvent the problem engendered by

. 0
the fact that the actually possibleVcauses and effects of

-y
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type-identical beliefs may differ., That is, given the s -
vagaries of different belief sets, a possible cause of the -
belief fhat P in one system is not necessarily a poseible
cause of the belief that P in the other system. For examﬁle,

one system may believe that 'Q -+ P', thus establishing the

belief that Q among the possible causes,bf the belief that

p, while the other system believes, independently, that Q

ks

is false, thus removing the belief that Q from the possible

causes of the helief that P.

The problem with (CR.2) isn't that it is flatly false
-- in our introductory remarks.in thie seetion we allowed
that something of this sort might be true. The problem is
that the resources of the causal—fungtipnal approach are
inadequate for determining when the conditions posed by
(CR.2) are satisfied. Ideally, to employ (CR.2) in the in-
dividuation.of mental states the functionalist requireeh
Maccess to an effective method for enumerating the infinitely
many possible causes and effects of token mental states.
This asks a great 4 1 from functionalism and there is good
reason for believiné that it is more than functionalism can
provide. In'fact, we wiil,suggest.that given a token mental
state M, and a specification of its de facto causes and |
eff s, the functionalist has no means for‘iQentifying
reoccurrences of tokens of the type to which M belongs. If'

this is correct, then the functionalist cannot determine ..

AN
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whether or not a particular token is among the counter-
factually possible causes of a token mental state M -- hence
there can be no effective method for enumerating the in-

finitely many possible causes and effects of M.

»

When do two tokens possess the same counterfactual
causal role? In our criticism of the criterion (CR.1) it
was only nécessary to point out that the type-identity of
the- de facto causes .and effects of a pair of mental tokens
is not a necessary condition for their type-identity:
Mental states may, thus, ﬁossess equivalent counterfac;ual
causal roles even though their actual causes and effects
are different. The functionalist's attempt to determine if
a pair of tokens possesé equivalent counterfactual causal
_roles is further frustrated by the following fact. The
type-identity of the de facto causes and effects of a pair
of tokens is not a sufficient condition for their types

*

identity. 1If we specify only equivalent de facto causes,
and effects for a pair of mental states, we will have >
specified conditions that are compatible with the realiza-
tion of type-distinoct mental'stateé. For example, I might
bélieve that P (=it's dark outside) or Q (= it's nightime)
under the pressure of a bommonlcause, e.éf the belief that
"it's 12:00 midnight". Both P and g'may cause me to do the
/

same thing, e.g. to carry a flashlight outside, on some

occasion. But, there are possible causes of P that are not




224

among the possible causes of Q. The belief that "it's dark
outside" might be caused, on one occasion, by the belief.
that one's locale is experiencing the heaviest cloud cover
'ever seen in the world. Thus, the type-identity of the de
facto causes and effects of a pair of tokens does not guaran-
tee the type-identity of thei} counterfactual causal roles.
In its fully general fofm, the point here is that the ‘
actual causes and effects‘of token mental states may agree
within a’giQen sample while the counterfactually possible
causes and effects of thosé tokéns diverge outside the

-t

sample. 4

.Thése points do not argue against the metaphysical
picture presented by (CR.Zf, but they do argue against the)
claim that the functionalist can employ (CR:é) successfully
when faced wifh the task of individuaﬁing actual mental
'tokens‘ According to (CR.2), the functionalist must.in some
way specify the counterfactual causal rolg of token mental

"states if he is to evaluate the type relations which lie
ﬂ,between them. But the only functional properties of a token
to which the functionaliét,may claim access are those proper-
ties constituted by the de gééﬁg causes and effgcts of the
token, and the equivalence of these propefties/for a paifﬁ
of tokens is compatible with a type-difference between the

tokens. If this is correct, the functionalist cannot effec-

tively specify all the possible causes and effects of a

R A ax haard
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token M since the functional properties he may justifiably
attribute to M are compatfgle with different counterfactual

causal roles. .

)
The functionalist Fﬁght attempt to avoid these problems

by fdrﬁhlating a functional type-identity criterion that

. 4
does not advert to .all the counterfactually possible causes

-,

4

and effects of particular mental states. However, there is a
highly general problem associated with (CR.1) and . 2) fhat
we should mention before proceeding to an examinatisn of'func—
tional criteria for the individuation of mental states which,
putatively, do not reauire the effective enumeration of all the
possible causes and effects of token states. If the type-
identity of token beliefs, occurring at different times or in
differe?t agents, rests on "sameness.of causal role" (actual
or possible), then a criterion for the éype—identity of éhe
causal roles of beliefs is required. We can look at thé
situétion in the following way. ‘Suppose that we are
interested in the set of possible causes of a belief. Such

a set is a set of types. For eiﬁmplg, we miigf claim that
tokens of the belief that P can be cgused by token beliefs

of any of the types {g, R, §,...}. Ih order to determine

the type relation between two arbitrary beliefs‘é and B,

then, we must determine‘iﬁ each token possible cause of one

belief is type-identical to a token possible cause of the

other belief. Since exclusively wide specifications of the
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causal roles of mental stateé“are inadequate, reference

must be made to the internal causes of mental states as well.
éut, beliefs are among the possible internal -causes of be-
liefs. Hence, both (CR.1l) and (CR.2) define.the type-
identity of beliefs in te?ﬁg of the type-identity of beliefs.
Since type-identical beliefs must have the same~possible

causes, and since beliefs are among the causes of beliefs,

© the type-identity of the token beliefs A and B depends in

part, upon the type-identity of their token causes A* and

éﬁ, which-are themselves -instances of .belief. This problem

,1s one that iterates without limit. TRe type-identity of
A* and B* depends upon the existence of a type-identity

between the tokens which represent possible causes of each

SN 5

belief, and A* and B* have other beliefs among their pos-

sible causes and effects.

Although it has been suggested otherwise, the“émbarrass—
ment of individuating mental states by reference to-the
mental state fypes to which they are reléted cannot be
avoided by RamsifiCatioq. S. Shoemékei has recently claiméd
that the Ramsey-sentence )or a péycﬁélogi al theory avoids‘h

the circularity problems which may beset/the original formu-

lation of the theory. Interestingly, Shoemaker were

~

correct we could provide just what YCR.2) lacks, i.e. & way

to specify the type of a token)~§, that does not require

specification of.the type of every other token to which M

.
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may bé reigzgﬁ. prevéf7 the Ramsey-sentence for a-theory
wiil Ereservé'any circularity endenic to the theory's
original formulation. Since this point-is sometimes missed,
consider Shoemaker's construal.of the belief that "it's
raining" and the desire to "keep dry" on a psychological

theory T:

Thé Ramsey-sentence of T can be written as

HFlo . .HFN T(Flo . -FN)

If 'Fl‘ is the variable that replaced 'believes
that it is raining' in the formulation 6f the
Ramsey-sentence, and 'Fz' is the variable that
replaced 'wants ~to keep dry', then the following

- ~

biconditionals will hold:

(1) x believes that it is raining <> IF ...FN[T(Fl...

. 1
FN) & x has F;] and

(2) X wants to keep dry <« EFl...FN{T(Fl.,.FN) & X
 has Fé]. {Shoemaker, 1981, pp. 93-94] Tl

Shoemaker cléims that the ﬁfedicates on the right-hand sige
of the biconditionals "quantify over mental properties, or
states, but do not mention any specific ones (the Ramsé&—
sentence having Qeen“pﬁrgéd of mental predicates): so no
circularity is involved in defining the belief in teérms of
(1) and the. desire in terﬁs of (2)" [p.-§4]:‘ The appearance

that all is well with definitions like® (1) and (2) ‘is purely

L]

specious and is the product, in part, of the excessive%xé

¥
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skeletal form of the Ramsgy-sentence formulations offereds.

If the non—Ramsifiéa'theory,@_functionally specifies the

belief "that it's ﬁaining" by some description such as "the

belief which in collaboration with the desire 'to stay dry"
causes an agent to search for an umbrella or to stay in-

side," then the Ramsifiéd theory will specify the state El

by some deécription such as "the state which in collabora-

tion with the state E2 causes an agent to search for an

AY

Further, reference to gf is

similarly essential in the. specification of F, as long as

umbrella or to stay inside".

the original theory interdefines the relevant beliefs and

AN

desifes-—wﬁich Shoemaker assumes to be tHe case. The crucial

point is that if the original theory T interdefines 'belief’’

o

and 'desire' in any way, ghed’the'Ramsey—sentence for T
interdefines the states that satisfy the variables which

uniform%y'replacé the theoretical terms 'belief that P'-
) ) 3

and 'desire that Q'. Functional individuation, by nature,
picks out mental states by,refereﬁée to their relations to

other,ﬁental states, and to imputs and outputs. Since

reference only'to inputs and outputs is insufficient to

- o

individuate mental state types, reference to internal states

‘is required. Thus, a kind of interdefinition of state=

E&pes is unavoidable in functional specifications of mental

states, whether given ip a Ramsified form or not.

~ " -
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How, then, might reference to the causes and effects
of mental states pr&vide for their individuation? We cannot
require, as in (CR.1l), complete equivalence of the actual
causes and actual effects 6f token.beliefs on pain of dis-
tinguishing obviously'equivalent beliefs, e.g. logically
equivalent beliefs arrived at by the formulation of diffe-
rent arguments. We cannot, as in (CR.2), require the type-
iaentity of every counteffactually possible cause and effect
of token beliefs on pain of launching an infinite regress,
i.e. determining the tfpe-identity of beliefs by deter-
nmining the type-identity of the beliefs which serve as their
causes‘and iterating this.step fndefini;ely many times.
Moreover, evaluation of a token's type in terms of its
infinite set o} possible -causes and effects requires the
effective enumeration of iés causes and effects and we have
érgued that functionalist resources are inadéquate for this
task. However, we will consider two approaches to the
functional'individuakion of mental states wﬂich, putatively,

do not require the effective enumeration of a token's

infinite set of causes and effects. One approach is pro-

~
~

posed by Shoemaker ana the other, involviﬁg the notion of
- )

the proprietar&-role of a mental state, is easily antici-

pated. ) S
R .

“Now, token mental states typically have .a behavior

- o‘J
.
= Y

. v -
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guiding potential” that is not fully utilized by any of the
de facto systems in which they occur: no éystem has .all the
beliefs and desires with which tokens of a type, e.g. the

belief that P, could collaborate. Nonetheless, we might

attribute to a token mental state, in a spirit similar to

that of (CR.2), a causal potential constituted by the sum

of its causal properties in all logicaliy possible systems.
Mental states will, typically, have infinitely many possible
causes and effects,~but if we cannot effectively enumerate
the relevant infinite sets of causes and effects, by apply—
ing some functional theory, then the appeal to the causal
potentials of mental states would appear to be empty. -
Shoemaker proposes a treatﬁent of a ciosely related problem
which does not require, he holds, the specification of the
infinite sets of causes and effects of each token mental
state. Shoemaker obserQes that properties or states--he
uses the term interchangeably in an unduly confusing

fashion--have two sorts of causal features:

®
. . B . - W

One sort are causal potentialities, a property
has a causal potentiality in virtue of being
such that its instantiation in..a thing contri-
butes, when combined with the instantiation
of certain other properties, to the possession
by that thing of a certain causal power....The
second sort of causal feature has to do with
the ways in which the instantiation of a \_pro-
perty can be caused. .. .Evexry property has

_ many, perhaps.in some cases uncountably many,
causal features of each of these kinds.
[Shoemaker, 1981, pp. 105-106]

\
\

~
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Shoemaker attempts to define a functional property attri-
butable to states in virtue of their possession of these
two sorts of causal features, even though "therg is no
guar;ntee that..:a finite specification of the causal fea-
tures of a property is possible" [p. 106]. Shoemaker_takes
the fact Eﬁat the causal properties of states cannot be

*®
finitely specified, i.e. cannot be given by the specifica-

3

tion of finite sets of properties, to pose the central
problem for functional specifications of mental states.
Shoemaker doesn't entertain the possibility of effect}vely
enumerating a state's infinitely many causal properties,
but he proposes, instead, that functional: individuation be
carried out by reference to a certain second-order property

s

of states, a property for which he reserves the term func-

tional correlate: ’

It is obviously true that if all the members

of a set can belong to the same property

[state], there is a functional property which

something has just in case it has a property

having all the causal features in the set. I

propose that we extend the notion of functional

property by stipulating that this is true of - Ty
- infinite and uncountable sets of features as

well; the functional property corresponding

to such a set will be the property of having

a property having all of the causal features | )

in the set...we may say that corresponding to

any property P there is a functional property,

its functional correlate, which something has

just in case it has a property having the -

. totality of the causal features possessed by
P. [Shoemaker, 1981, p. 106]

o,
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13 L3 i + 3 . [} ol »
The idea is that since we are not in a position to specify
P .

" the infinitely many causal features of a functional state,
we must instead refer to a determinable functional property
of such‘states: According to Shoemaker, the relevant pro-
perty, the functional correlate, of a state, S, is the pro-
perty which S possésses if and only if some property of S

has all the causal features of S.

>

The notion of the functional correlate of a state.is
%

Fe

) emplqged<in a criterion for the type-identity of token
state%. Shoemaker actually holds that type-identity rela-
tions can be defined for token states across possible worlds

*,

in terms of the transworld identity of flunctional correlates,
but this detail need not concern us here [see p. 107]. 1In
any case, a criterion for the type-identity of men;ai~states
of the following sort is stroﬁbly suggested:

(CR.3) Token mental states are type-identical if

and only if their functional correlates
are identical. :

Reference to the functional correlates of mental states is ,
proposed in an attempt to avoid the need to actually specify
all the pbssible causestgnd effects of mental tokens. Now,.
if mental states, o; aﬁ&néther sorts of states, can be

fully individuated by reference to their causal properties,
then it follows that the "propérty" of a state S that has a.

certain infinite set of causal properties is just § itself.

€

%
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Shoemaker, in fact, will agree, for he maintains that if .
the causal theory of properties is true, i.e. the theory
that "it is a necessary and sufficient ?6ndition for the
identity of properties A and B...that A and §_sha£e alleof
the same causal features," then "every property [state] will
be identical to its functionalrcorrelate" ([p. 107]. But,

if token states are identical to their functional corre-
lates, then (CR.3) has it that token mental states belong

to the same type just in case_t%ey are (type) identical.
Hence, the functional correlate theory of mental state
types, a la éﬁoemaker, is utterly uninformative unless an
independent procedure for the specification of the func-
tional correlates of mental ééates can be provided. Shoe-
maker explains, in an abstract way, what sort of property a
functional correlate is, i.e. £hat property of a state, S,
which S has if and only if S hag‘a proper£§ having all the )

caus al properties of S, but he does not offer eriteria for

distinguishing the functional correlateés of token states.

In order to employ (CR.3)‘to advantage, we need to
know the condipions underﬁﬁgich the functional corrglates
ofdgsntal states are different. ‘Without question, diffe-
rences between the functional correlagss of tpken states
depend‘upon differences between the iﬁfinite sets of causal

properties associated with the tokens.’ Thus , we return,

full circle, to the problem the functional correlate is
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intended £o circumvent: There is no available method ;br
specifying the infinitely many possible causes and effects
of token mental states--at least no such methoq based merely
upbn the details of a token's actual causes and effects on

the occasio? on which it occurs.

There is another approach to the. functional individua-
tion of mental states which may be attractive to some func-
tionalists. Like the functional corréiggg“theory: this
approach, which we will term the proprietary role theory,
attempts to avoid the need to specify the infinitely many
possible causes and effects of tokens of a giveh mental
state type. But, unlike the.criteria we have considered to
this point, the proprietary role iheory rests on an ideali-
zation. Consider‘an idealization of a system wﬁich attri-
butes perfect rationality to the system along with all the
beliefs the system requires in order to work toward its
fixed goals in the best possible Qay. The functionalist

L4

might claim that the type—identity‘of mental statesﬁis to
be ev%luated in the context provided by'éuch‘a system.
According to this' idea, the functional indiyiduation of
mental states is to be accomplished by reference to a puta-
tively. definitive aspect of the possible causal»role§ ofl
ental states, rather than by reference to the infinitely

any causes and effects, of tokgnggéf a type in all possible

systems. As a first app;dximati&hi consider the following
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criterion:

(CR.4) Token-mental states are .type-identical if

and only if they would possess the same

causal role in the ideal system.
Presumably, the ideal system is perfectly rational andvper—
fectly informed. Thus, the proprietary role of the belief
that "the building is on fire" is ‘to represent the fact
that the building is on fire and to effect an appropriate
response, e.d. evacuabtion from the building, to hhat fact.
According to (CR.4), any token which would play this role

_in the ideal syéteﬁ is a token of the belief type "the
building is on fire". But (CR.4) would force us to type-

. identify beliefs that involve the misuse or misunderstanding
of certain concepts with ideally: reglxzed bellefs in which
no misuse or misunderstanding of the concepts is involved.
Suppose that an agent incorrectly uses the term 'green' to
refer to yellow objechs. W& will hot, contrary to (CR.4)

+ type-identify occurrences of 'this is green' across the

.\,

ideal’ system aﬁd the anomalous system. That is, although
- / \
all tokens of the form 'this is green'. would possess the.

~

same functional role in the ideal system, they are not

thereby type-identical.
’ /
/ - .

(3

It is difﬁycult, perhaps impossible, to construct a

proprietary role theory of mental state types which avoids

this difficulty.' We might attempt to improve upon (CR.4)

L h e Ak e N o, - I YN B BTSN B WP ST A 5t s A
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by avoiding the counterfactual ‘condition to the effect that

L

tokens belong to the same type just in case they wqgld

possess the same roles in the ideal system. One way to do
this might be to define a set of proprietary roles by refe-
rence to pairings of iéputs and outputs -and to specify £he

conditions under which a token occurs in its proprietary

role.

-

(CR.5) Token mental states are type-identical if

AN and only if they possess the same proprie-
tary role: A token mental state M occurs
in its proprietary role R if and only. if,
under ideal conditions, M occurs as-a
consifgpnce of C and M causes B. o

The idea, here, is to specify causes, C, and effects, B,
that are definitive of a token mental state;s type without

being exhaustive of the causal role of the type. For

’examplé, those tokens that occur under ideal conditions as

a consequence of C =(a fire in the building), and which cause

B =(evacuation of the building), belong to the type "the

building is on fire". Of course, reference to internal
~~ : ¥
c's

N

causes and effécts in the specificaﬁion of tpe’relevanty

and B's. is also required in order to rule-out the ﬁypé;
idgagifiéation, for example, of tckens 3f the forms\'the
building is on fire' and 'it is prudent to act on thekassuﬁp—
tion that thé\buildiﬂg is on fire'. In'this'connection, \

(CR.5) can likely‘be improved, but no probrietary role thefory

can evade the problems associated with non-proprietary

v"")&
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occurrences of mental states.

Before considering the problems £hat non-proprietary
occurrences of mental states pose for (CR.5), and similar
criteria, it is perhaps worth noting that the idea under-
lying (CR.5) is analogous to one that Fodor employs for a
slightly differggf!purpose. Fédor wants to provide a theory

of the semantic endowability of mental states [forthcoming

bJ. Toward that ehd, Fodor suggests that there are teleo-

rlogical facts about cognitive systems of roughly the

%
following sort. The function, i.e. purpose, of a cognitive

system is to believe only those piépositions whose truth
conditions are satisfied. Given such a purpose,.there muét
exist a ¢certain psychological function which provides for
thekfulfillment of that purpose. Fodor maintains that this
funétion, qubbed the "yes-box function", has a special place
in a story about the semantic endowability of mental states
since the relatidén 'M is in the yesﬂFox' is coextensive

with the relation 'S is the truth condition of M', where M

is any representable.proposition. What Fodor's intriqying

study, which we have merely touched on in the briefest

possible way,‘igpré§iwith (CR.5) is the use of a severe

idealization. According to (CR.5), the type-relations of
o >

beliefs are to be assessed under idealized conditioné.
According to Fodor, "an organism O believes M iff M is true"

and, thus, beliefs by definition never arise under less than

¢

»
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the most auspicious of conditions [see Fodor, forthcoming
, )

bl. But, to paraphrase a comment that Depnétt makes in a

completely aifferent context, an idéa;;;ation that has the

consequence that believers believe all and oﬂly the tfuths

b
would appear to gpke a better cliff over which one may push

one's opponents than a live option.

Consider, then, the possibility of live options. Can
beliefs be individuated by reference to their proprietary
roles? On a proprietary role construal of mental state
types, one must hold either (a) that tokens’which occur in
non-proprietary roles may be type-identical to tokens which
occur in proprietary roles, or (b) that tokens Which occur
in non-proprietary roleg are never type~-identical to tokens
which occur in propriétary roles. We may quigkry see that.
(a) is not a genuine option for thgfpioprietary role theory
of mental state types. Although it is intuitively correct’
to hold that mental states can he type-identified across
proprietary and noﬁ-proprietary océurrences, if this alter-
ﬁatiée is chosen, then refer;nce tox the ﬁroprietary,roles
of mental states will do no work in the’ theory of state
types. Given‘a belief which constitutes an illicit conglu-
sion of an internal inference we cannot, following’(éR.S),
maintain that its type\is fixed by the token beliefs to which
it is actually causally related since they provide a non~

~ N N

proprietary context for the belief. Nevéftheless, if we
- y

~
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know precisely how an inference goes awry, e.g. what non-
truth-preserving rule is applied, we can calculate the con-
tent of the inferred belief: 'P - Q', 'Q', and mistaken
reliance on affirmation of the consequent delivers a belief
typé—idéntical to the angecedent of 'P »~ Q'. Thus, the
non-proprietariness of the causes éf the belief'that P may
have no effect upon the type-membership of the belief, i.e.

the token belongs to the type 'that P' even though its causes

‘are less than ideal. But, if tokens are sometimes type-

. 4 "
identical across proprietary and non-proprietary roles, then

on what does their type—identitytﬁepend? One might attempt
— .
‘to hold, for example, that the type-identification of tokens
across different Egusal roles is determfned by the indis-
tinguishability of their forﬁa} étructures or by the equi-
valence of their contents. Tai¥evert to either condition
is to abandon Ehe proprieta;y role theory of mental state
types since the formal stfuctures and the contents of mental

states are, in many cases, independent of the p;oprietari—

ness of their derivations. - ﬁg T

The oéher altefnative fairs no better. Maintaining
(b) , that tokens which occur in anomolous roles may ﬁever
be type-identified with tokens which occur in=ideal roles,
is worse than' simply coﬁnterintu%}iv?. What makesef causal

sequence non—propiietary, presumably,$}§ that the belief

which occurs in such a sequence receives an inadequate




240

epistemic warrant from the circumstances which bring it
aﬁbut, or that the belief provides an inadequate epistémic

warrant for the beliefs and actions which it brings about.

"In any case, it will not do to maintain that the proprietary

sequences can be picked out statistically, or identified °
with what is "normal" for a population. . For, consider any

of the well known illusions, e.g. the Muller-Lyer illusion:

< ~N
A ™~ w7
B Dy ’ L
7 ™~

<

The beliéf that is normally produced in subjects in this
illusion, "linelg is+ longer than line A", occurs outside

its proprietary role. Illusiopé provide only one cage amohg.?
many. FPFoTr example, inductive inferences based ﬁpdﬁ unrea-
sonab@y‘small samples, deductive errors, heu;istic rules

that aré misapplied, sheer guesswork, and sheer associatiyve
connections éii have the capacity to produce inadequaﬁely'
warranted, or unjustified, beliefs. But to capture the

s

idea that a token belief is unjustified, it is- necessary to

. ' N
contrast the (anomolous) conditions which give, rise to the

B
token with .the (ideal) conditions which justify tokens of

the same type. The notion of proprietary causal embeddings
for beliéfsj thus, presupposes the definability of type-
identities between tokens occurring in anomolous roles and

tokens occurring in ideal roles. For if oné forfeits the

possigility of type-identities across anomolous and ideal

- .

e
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clrcumstances, then there can be mo basis for the evalua-
tion of a particular.role as anomolous and, hence, no basis
for a contrast between anomolous and ideal roles, non-

B &

proprietary and proprietary roles. ~
. LN

3

REJECTION OE FUNCTIONAL SPECIFICATIONS OF MENIAL STATES
The basic pfobienlwith (CR.5), and all versions of
Aprd;riétarg role thegrigé of mental state tybﬁ%, £§§that it
provides no means for assessing‘theﬁtype—membership of an

arbitrary token in an arbitrary syséem. Type-identical
mental states will occupy different de facto causal roles

in systems with different belief-desire sets or with diffe~
rent inferential berformance abilities. ' For this reason, ¢

among others, (Ck,sggappeals to an idealized system with a

fixed belief-desire set and fixed inferential rules. Now,

=

in a completely fixed system, a belief of a'given type will

(33

: always have the same causes and effects. But, this result

-

el o - : N - ) ~
is a consequence qf the supervenience of mental states upon

" their causal embeddiﬁgs: If mghtal'states are supervenient
With rgspeét to phenomena describaSleaén'lével L, then type-
fiézﬁfical cgnditions describable on L will realizevtype—
identical ﬁéntal tokens, if those conditions realiZg,qny
mental statesiéi:all. .In additiod to\thisjhé theory of
mental state types must specify a level L such that the
£ype-}§entity,of mental states entails the type-identiﬁy of

C T, ’ M . !
7 the pherniomena Sescribable on L. In the present context,

ST y

fc-.
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this means that- the type-idéhtity oé mental states must
ent the type-ldentlty of their causal roles. This de-,
man ' ifor a construal of the type identity condltlons of
token mental states that entails the type-identity of the
causal roles of the tokens vitiates the causal—functional

approach to the individuation of mental states. For, unless

[

we fix all the beliefs; desires, and inferential praetices

of two systems the causal- functlonal roles of type-

S

ldentlcal states may differ: but if we flx all the bellefs,
desires, and inferential pract;ces of two systems, then we

relativize type-identity relatlons to systems of’partlcular

fixed types—-ln effect, we rghat1v1ze to particular systems.
In either case, we.fail to,prov1dé;cr1teria for the type-

o

identity of mental states across systems. Reference to the
ideal systemf for example, is 5ust reference to azﬁarticular

system with fixed beliefs, desires, and rules of inference
and, hence, fails to avoid this dilemma.

"
o ’ N

It will’ be helpful to review some bf the problems thag
) i
give rise to thlS dilemma, i.e. some of-the prchlems that

the propr;etary role\theory seeks to c1rcumvent. Slnce the |

C

actualﬂtoken causes and effectg/of a token mental state do

not fix the state's type, a tenable causal crlterlon might spe-

01fy the counterfactually pOSSlble embeddlng of a token

state. But, there are 1nf1n1tely many poss1ble causes and

t

“effects associated with the tokens of a type. In lieu of
* A3

P \d
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the effective aiumeration of a token state’s possible causes
and effects, the thebrisf must specify functional properties
of the token's causal role that fix the token's type. For,
what Qé have called the coﬁnterfactual causal roles of token
mental 'states cannot be specified by reference to the de

. facto causes aﬂa effects of token mental states. The func-
tionalist must, then, specify some deterﬁinate functional
property of each tcken éver which type-identity conditions
are to be defined. There are two approaches to the specifi-

%

:patioﬁ“of such a property which serve to illustrate the
T

~difficulty that faces the functionalist. One approach to
v *

z . ) )
~,. this problem, due to Shoemaker, adverts to a property which

mental tokens possess in virfue‘bf possessing a particular,
gy, but unspecifigd, set of causal features. This approach

fails since there is no way to distinguish the "functional

correlates" of mental states short of (a) specifying their

\ 4
" infinitely many causes and effects, or (b) specifying the

types to which they 5e19ng.’“Anothef-approachhadver;s to
the putatiyp causal-functional property “"has thé éroprie— )
tary ro;e ﬁm. But,‘idealizing in‘the manner reqﬁired by

the prop;ietaiy role theory doesn;t,help since actual mental
stat%s often occur under 1ess(3§an ideal conditions and

the proprietarzrrode theoxry can. provide no mecpihism to
accgn@odétq tokens which occur outside their proprietary,

&
rolgs.

- - &
~ A . E
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The lessontassociated with tions seems

to be the following. “Gi a mental token of a Sggcified
type, e.g. the belief that "the moon is blue", it is a simple
enough matter to evaluate aspects of its ggnctional role in
< . various possible systems, or in a system whose beliefs

undergo various changes. But, the functionalist requires

a way to specify the f%%stional role of a token belief

£l

. without reference to its type. 2and, the only properties of

a token's functional role to which the theorist has access
are those de facto causes and effects associated with the
token on the occasion on which it occurs. If we are to

calculate further aspects of a token's possible, or dispo-

sitional, functional role, we require access to a procedure

for identifying occgr}ences of tokens of.the same type--

E

just what functionalism seeks, but fails, to provide.

-«
-

These considerations suggest a non-functional approach

-~

& ) T :
to the individuation of certain mentdl state types, i.e.

‘belief types, desire types, or the subtypes of all proposi-

Al

tional attitude types, e.g. the belief that P. Since we .

require a way to identify occurrences of tokens of a type -

- f‘ deployed in various different de facto causal roles, ideally,

we require access to a property of a token that is invariable
R - R
- throughout its various occurrences. Unlike Shoemaker who
constructs @n abstract property attributable to mental : C

<

“states in virtuge of their possession of infinitely many

"

. .
RY - . . ; B
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»

-, .
causal features, we envisage reference to a property, C,

r

such thatfphe possession of an infinite set of functional
featur;E/i;\é function of C. This approach can be mativated
by example. A carburetor, to uéé a well-worn example, is a
mechénism possessing a certain functzonai role, but a token
carburetor has the€ capacity to serve in a certain functional
role only by virtue of certain of its intripsic properties.
On the phyZ?calistic level of %gglyéisﬂ the intrinsic pég—"
peftiés of token carburetors may vary widely without in- ¢
truding upon the.functional role that defines the type to
which they belong. Arguably, the class of physical proper-
ties of é thing by virtue of which it could serve as a
carburetor is both disjunctive and open. Thus, the qugstion

"By virtue of what does a carburetor‘possess the capacity

‘to fill a certaid functional role?" admits of infinitely

~

_many different answers. But mental states aren't carbure-

= .
tors, and it is just possible that there is a level of

analysis appropriate to mental states--though not, alas,

appropriate to carburetors, poor things--on which the ana-

logous question for mental states has a determingte answer.

If such a 1¢v§l'of analysis is aVailablef‘then we might cap-

ture the idea that mental tokens have éausal-functional
, - ..
roles without requiring the actual specification of the

infinitely many functional features associated with mental

states. Given such a level of analysis, type—idenéity rela-

tions will be specified by reference to that property, or

et

S e —
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those properties, in virtue of which tokens have the capa-
city to £ill various functional roles. It is to this idea
% —

§~
that we now turn. ‘
S

~

‘ THE 'éEMTIC EQUIVALENCE OF MENTAL STATES AND OPACITY

In the remaining portion of this chapter we ;ill argue
that semantic conditions for tﬁ%_equivalence of mental
states can, and should, be given. In essence, the view
~advo;a£ed is that token mental states are type-identical
if and %ply if their contents are eduivalent.j Now, before
leaving fﬁnctionalist specuiations altogether, notice that
‘a certain type of (hypotheticél) functionalist might claim
to embrace the view that mental states are type-identical

.

just in case their contents are equivalent. For, he will
argue,'the’contenés of mental étates can be "functionalI&"
.determined. Although the view is usually Qague when it
coﬁes to details, some philosophers agpéar to take the

view that the functional roles of mental states somehow

- exhaust the contents of mental states. G\ ﬁarman, for
example, has recently alluded to a semantic theory according
to which "the contents of concepts and thoughts are deter-
mined b& their funotional role 4n a person's psychology"

[1982) p. 242]). Harman uses the idea of the functional role

of a thought very loosely, but if we insist on a causal

version of functionalism it can easily be seen that there .

S
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c¢an be no "functional theory of content". The functionalist . ..
with the interesting stiﬁion is, after all, fhe one who

maintains that mental Statég are“to be individuated causally.

In this connectioﬁ; our hypothetical functionalist must

claim that the causal role of a mental token fixes its con-

tent. But, under what sorts of descriptions are the causal

inputs and output of a mental token to be given? A stimulus

E

event might be described in a physical idiom, i.e. described

by predicates which are projectible given the body of pﬁ&si—
cal theory. However, phenomena go described are amenable
to a variety of internally 'produced interpretations. fh%§
observation enjoys a host ofzéimple but highly effectivg_

illustrations, e.g. the duck-rabbit figure, the faces-vaces
: e .
figure, and the Necker cube. The same circumstance holds

’ ~.

for the outputs of mental processes, as we have taken pains
to point out in Chapter I. As Pylyshyn points out, physi—
cally described stimuli are inherently ambiguous [1980,

LY [ 2

p. 112]. We cannot expect to fix, or evén to conétpain,

¢

the interpretation of mental tokens by reference to des~

-~

. criptions undé}‘wh%ph the inputs and outputs associated with

such--tckens are inherently ambiguous.

. _The seductive appeal of the idea that, to paraphrase

Harman only slightly, the contents of thoughts are deter-~
.vﬁ;, -
mined by their functional role is an artifact of allowing

oneself xecourse.to fully interpreted spegifications of the
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inputs and outputs of mental states. Importantly, to appeal __
‘ . ) ' &
to such fully interpreted specifications of ng%Fs and out-

puts is to adopt a semantic approach, of one kind, to the

individuation of mental states -- though on the view urged

here it is a "backwards" semantic approach. Once fully
%

oL interpreted inputs and 6utputs are given, it is often a

trivial task to specify the content of a mental token. In
fact, even narrow construals of the functional roles of

E
mental states can fix the content, of mental states once

. . " &
such interpretations are -provided. For example, if we know
~

* that a token belief that expresses the content that 'P and
[ -

Q' is supplied as input to the simplification operatioﬁ,

.%§ i.e. 'P and Q »~ P', then we know that the resulting token

expresses the content that P. Thus, we can ask for the

< conditions which fix the interpretation of inputs and out-
puts, and attempﬁ to fix the contents of mental states in
terms of.interpreted inputs and outputs: or we-gan ask for
the_conditions which fix the interpﬁetation oﬁ mental stéteé,

: .and then interpref inputs and outputs in terms of the con-

tenits of mental states. Yet, these opt;%hs are not equally

plausible. Only the latter is compatible with the épncep—

tion of cognitive systéms as ihterpretive systems and is,

J

~ thus, strongly preferred.

+

~ Let us turn to an investigation of some of the prcblems

which face the semantic apprbach to the individuation of
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mental states. If the semantic, level is appropriate for

PR

‘the individuation of mental states, then (i) a t&pe—difference
between foken mental states requires a differegpe between

the semantic contents of those £okens, and (ii) a difference
between the semantic contents of géken mental states re-
quires a type;differeqce between those token§§ One apparent
problem for this view is presented by the opacity of mental

. state attr#bu?ioné: ;yﬁ; belief that 'a is F' may be cor-
rectly attributable to S;,while the belief that 'b is F'

is not correctly attributable to\§1 even though 'a =b'.

A striking example of the opacity of the belief attribution
context is presentéd by the case of Oedipus. Oedipus be-
lieves of himselﬁ\ﬁhat ;i want to marry Jocasta", but not

that "I want to marry my mother" [see Fodor, 1980, p. 66].

Of course, at tﬁe stage where ‘the former belief is correctly
éttributéble.to Oedipus, the coreference of 'Jocasta' and
'my mother', is n%t something that Oedipus recognizes. Thus;
token beliefs which différ only with respect to the occur-
rence of coreferentialltérms are not always jointly attri- P
butable.to an agent--- such tokens are often type-distincet.
If this is correct, then we Must be prepared to specify a

semantic difference between certain extensionally equivalent

beliefs. This is precisely what we propose to do.

However, it is crucial to decide whether extensionally

. . . . . . . 5
equivalent beliefs which implicate different coreferential
G -~ ,

4

¢
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terms should always be viewed as necessarily type-distinct.
That is, does the occurrence of sYntactically or formally

distinguishable names in token beliefs entail a type-

difference between the beliefs? As we noted inChapter I,
‘Fodor hés recently allowed. that formally distinguis
beliefs may belong to the same semantic type. In fact,
Fodor employs this observation in an argument for the in-
clusion of a semantic component in psychological theory
[F&@é?j gorthcoming]. Thus, the mere fbrmél differesce

between 'a is F' and 'b is F' does not, on this view, estab-

lish their type-distinctness. Are there specifiable condi-

‘tions under which this pair of belief tokens belong to the

’

same type? ) ~

Now, though the belief attribution context is opaque,
the substitution of identity is an operation that a cogni-
tive system might abply to an in£ernal representation. For
exgmple, an agent who is informed that "The current President
of the United States will arrive at 8:00 P.M." may come to
believe that "Ronald Reagan will arrive at 8:00 P.M." via
the application of a rule for the intersubstitution of
coreferri%gﬁpérm54~“£;gsumably, such an operation on an

7 X
internal,réﬁggsentation is not only possible but extremely

Yo ol
T

common —-- the substitution of coreferring terms into internal

Yepresentations may constitut& an empirical norm for human
. - e

. ~
agents. In the context of belief dttribution, if we can

L4
¢
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*

justify the attribution of 'a is F' and the coreference
b "
assignment 'a = b' to an agent, then it would égg ar that
~

- we can justify the attribution of 'b is F' to that agent.
This suggests that we needn't hold that all tokens which
differ with respect to the occufrence of coreferential terms
are type-distinct. Hence, we might offer the following
criterjon for the type-identity of certain beliefs.

>.1) Token beliefs which differ only with respecty

.to the occurrence of the coreferential terms
'a' and 'b' _ afe*type-identical, for a system

87, if and only if S, internalizes a jrepre- 6
séntation of the cor&ference of 'a' and 'b'.

y
H

(

3

a is to provide, first, a criterJoh that zules 'a is
. 3 b

N PR S U .
and 'b is F' type-identical When, from the perspective

3

of the agent who internalizes those tokens, the contribution
i

of 'a' and the contribution of 'b' to the contént of those

tokehs is the same. The intuition underlying (SC.l) is
that the equivalence of the semantic contributions of

o different naﬁes to token ment;T“étates depends upon the
internal representation of the cé%éférentiality of those
names. This view is particularly plausible from the per-
spective of what J. Searle calls "no sense" theories of
names [Searle, 1965, p. 487]. According to such theories,
the semantic contribution of a name tg a statemént is ex-
hausted by the referential propertieé of the name, i;e. by

the reference that the name determines.

N >~
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It would be foolhardy to underestimate the considerable
difficulties and the notorious subtilities that: confront
the formulation of a general theory of names. But, some-
thing like (SC.l) is, arguably:.preferable to a theory which
determines the type—{elation between the beliefs that 'a is
F' and that 'b is g',&in part, by reference to the senses
associated with the coreferring terms 'a' and “Q'. Consider,
briefly, the Fregean observation that éhe cognitive signi-
ficance of 'a = a' is not on a par Qith tgs cognitive signi-
ficance of 'a = b', even where the two statements are ex-
tensionally equivalent. Frege may be iﬁterpreted to hold

that explaininé the relevant difference between 'a = a' and

'a = b' confronts the theorist with a dilemma: If 'a =)'

is interpreted as asserting a relation between objects,

. then, if true, it asserts only a relation of an objéct to

itself. ;f, on the other hand, we take 'a = b' to convey
a relation between signs, ;.e. between 'g‘ and 'gf, then
"the signs themselves would‘be under discussion...[and]

we would express no proper knowledge by its meansf [Frege,
in Geach and Black, 1952, pp. 56-57]. The latter horn of
the dilemma conveys the need to capturé the notion of what,
in more ﬁodern terms} is referred to as a tﬁeoretical iden-
tity: The assertion that“;ﬁésperus is Phosphorus" conveys
a discovery about the world, not a discovery about a'pair
of names. Hd%ever, as wedyill see, there are purposes for

whicﬁ@,?e interpretation of 'a = b' presented by the latter

~

o
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horn of the dilemma is most appropriate.. ' . ...

Frege's solution to the apparent dilemma involves an

appeal to a sense or intension associated with each name:

The reason that 'a =b' has a significance that 'a = a' ; .
lacks is that 'a' and 'b' are associated with different *
senses which, nevertheless, determine the same reference.

.Now there is no need to deny any insighE‘that may lie in

this direction, but consider the following case.. Suppose

that the term 'caw' is used in a certain language groupitb

refer to some sacred relic housed by the high priest. For
tﬁe‘sake of bicturesqueness, we can imaging that 'caw' is

used to refer to the hammer that legend proclaims was used o™
to slay the One True Prophet recognized by the groupn. ©One

day the high priest lets it be known that the caw may be

referred to by the name 'bop (maybe even 'caw-bop!).- No

justification is given for the intgmduction of the new

name, nor is the new name associated with any new descrip- .
tion which the caw satisfies. - Under such circumstances it

. would appear that the senses associated with 'caw' and 'bop' é&;‘
3 - . » O
are equivalent. Nevertheless, the "cognitive significance"

of 'caw = caw' and ;caw = bop' may stifi differ for some {
arbitrary member of the group. The fact that, by hypothesis;
the sense of 'caw' is also the sense of 'bop' does not rukg[
out the possxblllty of a difference between the sxgnlflcanCe

-~

of 'caw = caw' and ‘caw = bop' for some cognitive agent.
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. Notice that the tenability of this story depends only upon
. the following thesis. A difference between the syntactic
e form of two names does not necessarily indicate a difference

between the senses associated with the-names. It is ex-
%
tremely difficult to see how an advocate of the sense theory

of names could deny this thesis. Moreover, if the thesis.

- ~ < -~ - .t
is accepted, then the puzzle presented by the fact that .. —

-l . 1

a=a' and 'a =b' differ in significance i$ not wholly

resolved by the sense theory of names. For, even if the .

- .4 Lk, - -

formally dlstlngulshable names ‘caw' and 'bop' are asso- . s
ciated with precisely the same senses, the information that
- * there is a coreference relation between those names, caw F

:3 bop, is to be'&istinguished from the information that 'caw'

~

refers to whatever it refers to, i.e. the informgtion which
? ' N * L.
- is conveyed by 'caw = caw'. What we are suggesting is that ,
even after the appeal to the senseé of names} a residual !

puzzle for a theory of names remains if fonmally dlstln— :

-~

guishdble names may be assoc1ated with the same sense. And, -

=3

it appears to be completely within the r&dlm of possibility

that 1inguistic conventipn, for example, could associate; . .

the same sense, or the same descriptions, with formally

dlstlngulshable nameg -- this. may happen, for all we know,

®

across different natural languages. . ‘.

- . -
© ) M ‘ ?
Lo

© . toe, PP
. These obse¥vations suggest a concept of the informa-

- . o . )
* tiveness of coreference assignments that does™hot appeal to b
—— . )

Al ° . N T e
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the senses associated with names. Presiimably, it is poten-

- . - . -

- T tiallifinformative to be told that the reference of 'a’ is

)

the same as the reference of 'b', but it is neveér informa-
e *

tive to be told that the reference of 'a' is the same as

T ’
-

the reference of 'a'. Thus, we might construe. coreference

hd - = s

asSignments as cohveyiné information (beliefs) about’the
s . correct usage of terms.f»When an agent learns that a co- .

refereifce, relatlon hold§ between formally dlstlngulshable
S
ternis part of the” 1nformat10n acqulred is ‘that each term is

used, or can be used, to refer.to the same object. Ob-

+ ' viously, we cannot constrpe ideﬁntity ‘statements relating:

terms of ‘the same formal type in tgie way. An agent who
< has acgquired the use of the name 'a', is not in a position’ .

to be infq?méd b§ﬁgﬁé\:infofmation"‘that 'a' can be used to
- a o | ,r;
refer to what 'a' refers to.,'Statements of thé form, 'a =

* 2

0

? a' are merely ghbstltutxon 1nstances of some rule for self—

‘ 1dent1ty; e.g. (¥x) (x = x). Notice that lf these obseréa—
: N |
- tions can bé sustained, then 'a = a' and 'a = b' are not a

pair of statements Wthh dlffer nly with respect to. the .

B . .
o ® ' ot

cdﬁrrence of. coreferentlal terhs The latter statement, .

‘ .unlike the former, has the cepac1ty to‘conveyhlnformatlon
‘about’linéﬁistiq.nsage. ﬁehce,'(SCfI)‘need'not aseign theo_f ;
' &f . ‘\’. beliefs that 'a =‘§: aﬁd that .'a = b'qto the same semaﬁtic . "
"‘ .. 'type when both occur w1th1n a glven(system o= recall that a
o (SC 1) 1s,qua11f1ed,1n such a wa§ to apply cnly to bellefs
' R which dlffex‘qnly with respect to the’;ccurtence of R ’ . ;

©

-

.
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i ’ , . coreferring tergs;] B \ ‘ : -
’ . These brié% reflections concerning sense theories of
haid o‘ . ) N \ -
: names are 1ntended to prov1de support for (SC.l). Pre- - .,
>~ sumably, the tSken beliefs 'a: is F' and 'b is g' are seman- -
FXes, .ooe
& A

tically equlvaLent accordlnggto sense theories of names

L

only if the sense assocxated with 'a' is  identical with

“ ™
- - the sense 'associated with '§'. But, according to (8C.l), o

a type of semantlc equlvalence holds between these two tokens

witRin any system whlch represents the coreference of 'a'. }\

¢

and 'b’', whether or not the senses assoc1ated with the terms -

are synonymous. -‘Sense theories are troubled by the fact

that conveying a coreference assignment to an agent, even ) : :

. . . s
where the coreferring terms have. identical sensds, is .

, potentiaily informatiyeﬁto that agent. This sdggests that ' ®
* 'S . : < ° | . °* s
an important aspect of the semantics of.a name is the co- <,

reference assignments into which it enters. Thns, (sC.1l)

» has lt that the semantic contrlbutlons of formally distin-
. gulshable names to internal representatlons ‘are equlvalent- .

°

just 'in case each name enters into the same set of co-'

.

”,reference a531gnments.. ‘ } ) . ‘

i
- N a4
)
’

faadl Now, in order‘to defend the semantic approach to the

< . -
. N \

individuation of mentdl states from the “opacity'objection"
we require a systematlc procedure for spec1fy1ng a semantic | -8

difference between certaln pairs of exten51onally equlvalent T e
. . bellefs. The "procedure which wefsuggest is quite simple: .
1 : . N i

Iy N 1 .
; a K . . ..
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Extensionally equivélent beliefs are semanticaily distin-

guishable in a system just in case that system internalizes
. £ . . . ’ w_('
no coreference assignment that deternines the extensidnal

Y

‘equivalence of the beliefs. , The idea is that the séhantic

°

contributions for- the names 'a' and 'b' are not equivalent
4 r z

for. an agent unless he represents the coreference of those

names and, thus, the beliefs that. 'a is F' and that 'b is

F' belong to different semantic types just in case no such

-

2

coxeference assignment is internalized.

¢ ' rd

.
!

* We have, thus far, limited application of the idea =

~

that internalized coreference ‘assignments are important

I

co&%tituents of the semantics of fEferential terms to intra-

\
L

subjective type relatiopns among‘beliefg. This has been done
only to si@plify the presentation,‘py no means do we seek

to relativize type~identi£y relations among token mental‘ 'y

& . PN ¢ ' o .
states to particular systems.  Fortunately, (SC.1)"-is.:gene-
-~ .-

ralizable 1n ‘'such a way as to accommodate type relatlons

& »

between token mental states occurrlng ln different systems

(sC.2) .For any two* systems S, and S,, token mental
" states which differ o%ly wltﬁ respect to
) the occurrence of coreferential terms, 'a',
=~ - 'b' ‘c',..., are type-identical if and
only if (aJ 8, and S, each internalize a
coreference as51gnmeﬁt between the relevant
: - . terms, and (b) every coreference:- assmgnmenb,
.. involving any of the relevant ‘terms, interna-
lized by either Sl or S is also® internalized
by the other.. .. L

“a-

]

e

SOOI
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-Bob has never acquired use of gﬁe term 'Hesperus ',

258

As one can easily :appreciate, stating the appropriate con-

B s l‘

ditions for the fully generalized case requires care. 1In

the first place, we want to allow that corefsrence relations
can hold between pairs of terms, triplets of terms, quadrup-
1e£s of terms, and so on. Further, it is insufficient to

demand that the agehts, S, and gz; internalize the co- ’

reference az;ignment"g = b' in order to warrant the assign-

ment of their respective beliefs Jgi;s F' and 'b is F' to
the same type. For, one but not:the other might also
interndlize 'a = §_= c'. 1In partlcular, we do not want to

maintain that Bob's belief that "The Morning Star is bright"

’

is\type-identical with Bill's belief that "Phgsphorus is

bright" when each agengﬁreprésents it to ﬁimself that 'The
Morning Star = Phosphorus' but when Bill, unl&ke Bob, ;1so
intefnalizes 'Phoséhorusgeresperus '. If we were to do so,
then by the tran51t1v1ty of identity we would get the’ type- .

,1dent1ty of Bob's belief that "The Mornlng Star is bright"

with Bill's belief that "Hesperus 1s prlght" even though

\

With (SC.2) in hand; we can point to a'semantic.déf—

N L 'S . - :

tinction between certain token mental states which differ

only with respect ‘to the occurreidite of coreferring terms

s s

and to a semantic distinbtion between certain token:mental

“x

states of the same formal type. In both cases, the gemantic

{ - - . v -
" distinction depends upon the coreference assfbnments

0 -

—
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—internalized by the agents in which the mental tokens occur.

For example, tokens of the syntactic or'formal type 'a' may
be associated with different semantic properties in diffe-
rent sys-ems insofar as the coreference assignments for ,
'a' varyt:érgss different systems. These considerations
meke contact with so-called "conceptual role" or "inferen—
tial role" semaﬁtlc theories [Field, 1977:; Harman, 1982].

It may be enllghteelng to close thls section with a comment

°,

on inferential role semantics. The idea behind such theories

is that tﬁe iﬁferential connections, and perhaps other con-
ceptual cennections, between a particular mental state M
and all other mental states of ehe system in which M occurs
are, in part, constitutive of the semantic content of g:
Unfortunately these theories, with the single exception
preQided‘by Field,‘geye not been\sketdhed in any-detail.

But, Field acknowledges that his proposal for a semantics

" based on the subjective probabilities of béliefs will not

allow eype-identities between mental states to be defined
across systems, i.e. for Field there can be no concept of
tﬂ. intersubjective type-identity of mental states [Field,
p. 398].° For this reason the scheme that Field proviees is

unsuited to_the task of individuating mental states in such

Lad

a manner that mental state types may be cited in psycho-

logical geﬁeralizations. But suppose that the inferential
role theorists are essentially correct at least in.the

observation that the inferential connections gmong.beliefs

¥ ¢ N

o

-

.

[

Wy v *



constrain the sehantic *interpretation o?fany particular
belief. If this-is correct, then equivalent constraints

on the semantic interpretation of any two belief tokens are
imposed by inferential role semantics just in case the
inferential rolé;‘of the two tokens are eguivalent. But
under what-conditions are the two beliefs 'a is F' and 'b
is F' inferentially equivaient? It seems very clear that a
necessary coridition for the inferential equivalence of this

< ™~
pair of beliefs is the intersubstitutability of 'a' and 'b'.

Significantly, 'a' and 'b' are intersubstitutable for a

system §l jusf in case §l represents- the coreference of

'a' and 'b'. If 5, does not represent the coreference of

'a' and 'b', then there will be beliefs that §;

from 'a is F', in collaboration with other of its beliefs,

‘

can derive

that it cannot derive from 'b is F'. Moreover, the repre-

'

sentation of the coreference assighment 'a = b' is, arguably,

s

a ggfficient condition for the equivalence of the inferential

roles of $§ is F' ahd 'b is F' in S,. For given that

coreference assignméht, any belief derivable from one of

this pair of tokens, in—collaboration with other interna-
lized beliefs, will be defivablé from, the other token. Th;

" inferential role theorist claims that beiieﬁs are semanti-
cally equivalent just iq case they.share é common inférenéial
fole. Thus, 1f the above observations afe corfgct, a neces-

sar& and sufficient condition for the equiValénqe of the

inferential roles of be%gefs in a system, which differ only’

’ .
-~

~

r
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with respect to the -occurrence of coreferring terms, is
. ° R
the internalization of.the same set of coreference assign-

ments.

ASPECTS OF TgE.CONTENTS OF MENTAL STATES
In this section we will further generalize the condi-
tions for the semantic equivalence of beliefs given by
(8C.2). 1In order to provide some useful motivation foréthe
proposed generalization, we will briefly consider two
’—approaches to the inte?pretagipn of mental states which
represent the extremes between which most, perhaps all,
plaﬁsible theories of the contents -0of mental states lie.
Essentially, one approach which we will consider has ip that
th; totality of an agent's (consistent) beliefs associated
with a term are constifutive of the concept which that term
conveys. The other aggrbach has it that sqciolingu;stic
conyent'ions which determine the correct application of a

term are constitutive of the concept which that term conveys

=«when it occurs in a mental reptresentation.

We have already seen that the content of a belief token

may depend, in part, on the internalized coreferéice assign-
ments for the terms ocourring in referential positions in
that token. This view has the advantage of allowing us to

. . . . . . . ® o,
dizstinguish certain coextensive beliefs semantically without

appealing, in aﬂ§‘explicit way, to the senses of the referen-

. N ) . . . .
tial terms- invoked in those beliefs. This result,

4
LN !

e g e e
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incidentally, is espec}glly interesting since Fodo£ con-

structs an aréument for the,formanity condition, and thus

for thepnon-seTantic individuation;gg mentallstates, upon

the observati¢£ that attributions of mehtal states are

opaque [see Ch. III, note #2]. On the view urged here, the

content of a belief is sensitive to any coreference assign- ¥
ments involving teris ipvoked in\the‘belief. This might

suggest to. some that the contentzof‘a represéntatidn is

fixed by an agent's information about the objects designated

by the referential terms which occur in thé representationi,

&

We will refer to this view as “the subjectivist theory of

content or semantic subjectivism. One mark of semantic

o

subjectivism is that it takes the referentof aname occurring.
in a belief to be determined by the set of an agent's beliefs

which invoke that name. N
- M

In order to illustrate the shortcomings of the sub;\

jectivist view we may adopt a%fgxample which T. Burge employs
E A

in a somewhat similar role [Burge, 1979]). The subjectivist

holds that the éxtensiong of referring terms are fixed by

aspects of an agent's.conceptualléystem. Hence, if Jones

believes that "Smith entered into a contract," Jones' con-
ceptual system must, inter alia, (a) assign the proper name
'Smith' to some unique individual, and (b) specify the o

extension of 'contrqct“. If we adopt the subjectivist view-
~ e !
point, we may assume, for example, that Jones' conceptual '

~T~

~

.'mt
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system fixes the extension of 'contract' by descriptionﬂ
Suppose that Jones believes that all and only contracts
joihtly satisfy the gonditions (i) a legal arrangement

fixing an exchange of valued commodities, and (ii) a written °

document. -The intersection of (i) and (ii) constitutes the

"subjective extension" of 'contract' fgr’ Jones. Now, sup-

-

pose that Jones sincerely avowg\t belief that "verbal

contracts- do not bind" or\that—ieentracts/ﬁ;;t be written".

term. The subjectivist theory of content, however,

-
'

rule Jones' beliefs analytically true. If (i) and (ii)

fix the extension of ;gontract' relevant to the determina-

tion of the content of Jones' belief that "contracts must

be written," then there~i§ no basis for the evaluation of

that belief as false.

The point illustratea by this example is obvious endugh.
A fully subjectivist theory of content makes the believer
the‘afbiter of ®he truth of many of his beliefs. In'the
extreme; the problem is that if an agent's beliefs ‘invoking

the term 'a' fix the agent's concept of a, then any new

-

belief invoking 'a' appended to the agent's belief set must ‘

be considered "true" by the subjectivist just in case the

-

5
new belief is consistent with the original belief set. For

Af each of the beliefé of a system implicating a certain
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'"* term conjéip~to determine the concept associated with the

*

term, then any consistent addition to a belief set in some

domain, e.g. in the domain of "contract beliefs," is either

entailed by the belief set or constitutive of a change in

" the concept that the original belief set determines. Th§§

is a coherence theory, and perhaps a holism, with a vengeance.
Putnam has voiced a closely analogous concern with certain

theories of content. Putnam suggests that an adequate

..theory of content requires a @isﬁincﬁion between ooncegfs

L

and collateral infgrmation. Putnam may be interpreted to
/ .
hold that subjectivism is bound to coqﬁlate the notions of

~

concepts and collateral information. Putnam aséerts that:

The reason that we cannot count every diffe-
rence in collateral information we have as a~
difference in the meéaning of a word, is_that

to do so abandons the distinctions between

our "concepts" and what beliefs we have that
contain thoge concepts, and just this distinc-
tion is the basis of the intuitive notions of .
meaning, synonymy , analyticity, etc..."content"”

- must remain stable under some changes of

belief. [Putnam, forthcoming]

14

A subjecfivist theory.counts-every belief iﬁ an agent's
belief set implicating the'symbpl 'a' as instrumental in
determining the content conveyed by the symbol 'a'. Ac-
cording to such a theary, then, every new belief notrentailed
by the'original belief set constitutes a change in some

=

concept If Putnam is correct, what we have termed the

subject1v1st theory is no theoxry of content .at all.

W
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How might the probléﬁs confronting the subjectivist T
approach be overcomgg One apparent‘alternative to semantic
subjectivism lies at'the other extreme and has been embraced
by Burge and perhaps by Putnam -- it is; admittedly, diffi-
cult to tell what Putnam's position is. Burge, in ;;y case,
suggests that the-concept of contract predomihant\in an

A
agent's sociolinguistic community should be attributéd to
i the agent when he fcrms_a mental state invoking the term
, 'contract’ [Bque, 1979, pp. 78-79: see Fodor, forthcoming].
* We could term such a view the "socialist" theory of content
.

. had not that term been preempted by other forces. Whatever

we call it--perhaps the social theory of content--it is

~

¢ easy to see that this view suffers serio:%efects. Fodof_

© &
has pointed to one grave defect: If we refer only to

social-legal-linguistic conventiohs when assigningfégntents

to mental states, then we must rule the contents of many

mental states self-contradictory [see Fodér, forthcominé]f *
Recall Jones' belief that "contracts must be written". For

Burge it is true, by‘hyﬁothesis.if not in fact, that it is
constitutive of our sociél-legal—linguistic concept of con-

tracts that "etontracts need not be written". But, if we

proceed to interpret Jones' belief in accordance with this
social\iule, théP the céntent of Jones' belief is roughly .

‘. "legal agreements Which need not be written must be written”.

»

Hence, making social conventions the sole arbiters of the

contents of beliefs has the consequence of forcing é
. o ~:.’
» * N ~ f AN
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self-contradictory interpretations of the contents of many
u &)

beliefs. Notice that this situation is really quite severe.
The social thgory of content cannot hold merely that an
agent unknowingly forms many self-contradictory beliefs,
but must hold that the only contents which could be known

to an agent are, in many cases, self-contradictory.
: 3 .

-

3

Advocates of the subjectivist theory of content and
advocates of the social theory of content may attempt various

manoeuvers to avoid the problems.briefly'rehearsed here.

- Kl

The érucial lesson provided by these’illustrations is . that
both an unrefined subjectivist theory and an\unrefinea‘social
éQ@ory of content will fall shépt of providing a sgable

basis for the interpretation of the conéenﬁs of mental
states. The problemg\encéuntered by either extreme suggest
tﬂat a middle groundlof some sort might Eg\usefully'occupied.
On the one hand, it would appéar that:an agent's communica-
tive or linguistic intentions Eontribute to the determina-
tion of the contents of his beliefs. On the other‘hand, it*
would appear that an égent's’EﬁaCe in a community of spéakers

’

contributes to the determination of the contenﬁ%ﬂof his.

e

beliefs. Ideally, we want aughéorj for the interpretation
of beliefs which captures both kinds of contributions. A
complete.account of such a theory is dbéiously a maj;r task.
But an iﬁportant part of any appropriate the&ry7rn 4@ ﬁbt,‘
is the reéognition.théi in the typical case an'ageﬁt's ’

29

-

%7
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3

communicative intentions include the intention to conform
to sociolinguistic rules. Ue env1sage an empirical generali-
zation which relates the fact that’ cognitive agents in a
community of speakers intend their usages°of terms to con-
form to the sociolinguistic standard in their community..
Obviously, agents will‘not always succeed in acquiring the
appropriate standard -- as in the case of Jones" contraét~
beliefs. But insofar as an agent believes that his usage
is correct, when it in ‘fact is not, a belief of the form
'contracts must be‘written' need’not be thought of as either
amalytically true or~éelf=contredictoryf We propose that
it is, in part, constitutive of the content of such Eébelief
N \that the agent who formulates lt takes himself to be in
conformity with the sociolinguistic rule for the term 'con-
tract'. Thus, the analysis appropriate to"contracts must

.

be written' is something like "what“are called 'contracts’
N ~N

around here must be written". The indexical phrase "around
here" serves to fix the agent's sociolinguistic group. ' If
we may proceed in this fashion, then the belief that Jones'

forms is empirically false if it misrepresents the linguis-
tic usage of Jones' group. To this proposal someé philo-"

~

sophers will no doubt want to reply, "But Jones¥ belief is

_ about contracts, not liﬁghistic usage!" And, naturally,

this observation is partially

PP

gct, but Jones may have a

belief about contracts via hi~ ention to refer to what
# ,”,

members of his group designate when they use 'contract'?

u ~
L
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correctly, H.e. when they conform to the appropriate socio-

: g L] - -n v «
linguistic rule. L . .

t 2

-

These remarks are admittedly sketchy ; we will returh

K . ) N
to them later. For now, it is important that we prov1de- -

a characterlzatlon of the condltlons for the equlvalence of

s

the contents of bellefs.that is nelther purely subject1v15t1c !

i
¢

nor puredly soc1al. This may be con51dered a somewhat

-3

llmlted task when compared to the task of constructlng a

theory that explains the contrlbutLOns to the contents of

mental states made by an_agent's own conceptudl system.and N .
R y oo O . ¢ . N . . -
by the rules which structure his sociolinguistic community.

But, ‘even this limited task is a con51derable one. Putnam;

in partlcular, has clalmed that there can be no- notion of S

i

the equlvalence 6f the contents of mental states adequate
- - - .#—

for the purpéses of cogn1t1ve~psychology. Indeed Putnam . .
has held the role of chleinsceptlc w1tharespect to the con- ‘ )

cept_of the contents of m.‘tal’statesqsince the presentation

ofohis "fwin Earth" argument in "The Meaning of Meaning" N
’ . - 4 l . ¢ &g
[Putmam, 1975, pp. 215-271]. - -
. . Tt
. < . : R
' Befdre turning to a cohsideration of Putnam's arguments,
. Q . . . . .;:‘4:” s

. we must do what was promlsed earller‘ i. e.,to generalize.
(SC 2) and the conditions it offers for the semantlc equi-

valence of a cértain class of belief tokens.AmNow, the . T

»

crlterlon that will be offered will appear*suiceptible to

Putnam-like counterexamp;es. The form,that~the,neW criterion - =

~

9. Tt 0 " . -
. r LN
7 /. K
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“wirll take is dictated only by considerations of cla'i'ity, ‘ * 3

+ ' ’

,' and its 'appare'nt susceptibility to Putnam's argtiments is a €

I

defect .thﬁ'will:-bee remedied in th/e next éegtion.

>'° . 4 .
B . .
. ‘ _ ¢ . s
-~

—— .
-How are the contents of beliefs to be specified? A

v . ~ p . -
. .
-

host of different views .have been enter?ained by philos'%phers

.o

A s b e gy a0 o

: _ ‘ -
v as answers to this question. For- %xample, one mlght hold

~—y

that the truth condltz.ons of a bel@ ;. O perhapsv - : ’

those cond:.t:.ons in- virtue of wh:z.c‘h a bellef is true, deter-'-'
‘mine 1ts conj;ent [see Fodorx, forthco;m.ngb] One m:.ghtk‘hold
& \ -
. that the cond:LtJ.ons of‘verif:.c tion for a ,bellef détermine
- 5 @ ) .

its content [see Putnam, forthcomng] One ftu.ght hold that . |

: AN ~ ‘ N
o the conceptual role of a belief determlnes '3.';5 coriﬁ;m . ,0r,, Toel]

. - ¥

one mmql'tt try some comblnatlon of these v1ews and hold that

the .t;uth condltn.ons plus the 1nferent1al ahd/or conceptual -

role of a belief de,term:.ne ltS content [Fodoﬁ forthcg;nlngb,

I 4 P T
Flefl.d, .1977] Th:Ls 'last alternat:.ye -is ‘perhaps fihe rmost o .
{ ) 7 ‘

Rromlsing,,though our verfs’:l.on of 1t here makes only d la.mlted E

k appeal to the :a.dea o'f the conceptual role" of al _llef. .;

R
One framework "wh:.ch is readlly employﬁble in the ta‘sk of

- X " - : L

‘1 ‘. spec1fy1ng the contents or meanlngs of mental states has
) .y ¢ L. o~ ¥
- been C:onstructed by Freld. Actually,. the scheme to whlch T - 5
°. * v T e
we @fer constxtu?es only one. of two parts oJf F:Leld‘ - 0 H

approa.ch.to the semantic equd.valence of. mental states. : fn '

- '- any ca8e, Field consta:ucts what he calls a referen al\ SN

© A

LY
@
3
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o
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,yersion of truth-thweoret,ic semantics on *‘the fo;Llowing
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’ : 'Beethoven l;ved in Germany is true if- and-

. . only if, theré are objects x'and y and a '

' . relatidh R such that 'Beethoven stands for

. e X; 'Germanj{ stands for y,. '1ived in' stands :
< for R, and X bears R to y. [F;eld‘—i§77‘“*

a . ) p. 389] “/ L : T

The refdrential truth conditions for 'Beethoven lived in

] . ~

-]
d Germany are g:Lven in accordance Wlth the above schema once ,

*

the referents for x, y, and R are glven. Now this paradlgm

. -

1 ‘ for the statement of the truth: condlt:t.ons of };opos:Lt:Lons

o - 1s superlor to the traditlonal formulatlon, in oﬁe way.,

. . - -~ v

s:.nce it exposes more structure than Jﬁ!s "d;squotatlonal"

.
PR

1 counterpart: “'Beethoven llved in Germany is true if and

% 4“

only if Beethoven lived: :Ln Germany" Addlt_&\onally, &‘1eld s
Y, . . R . . e ~
] ) ' schema makes it ;1ear _that the content of a mental state ::

- . - e

d 0 ¢ %(" depends--_upon'lts refere‘:itlal condn.tlons . «Noti’ce also that

the baradfgm offered by Field' could be g:Lven a kJ.nd of .

o -
] R .

s _ certain k‘.l.nd of’ ve&rflcatlohlst semant:.c theory to. clea\ze

= . "-. -, -

w7 . ‘e g - .

« to a version of they aboye panad:.gm by 1nterpret1hg the r 1

' 1"

IR I ‘ %‘»"*

-0 tion of desn.gnatlon, r**e. ,"stands for" A some vei:.f:.ca—-

ae t::.om.st fash:.on. Forﬁexample, the contex)t o;f "'Beethoven'
” ‘i K - L ° ~ 9 e '. . : V“' j"‘“ P “ 'w' = P ’\“NA‘;\ : T ""‘/‘.. ' ~'
S t stands for ,x nu.ght be"g’ive ﬂ,;ofollowigg 6a suggestion of

el ,{;u«z,

b \ 4 :. t?{‘a:

3-:#@

P.utnam,,s m a differem: cdntegct, by a ’s“necifl ﬁion Lof the

s o it

1 ver,uf:.catmonlst versmn ?’For J.t would be pOSSJ.ble on a .

- ’ s o . z .
N

L

ve‘rifica;‘tionlst a.nterpretatlon, . ..e.x the parad:n.gm has a ..

.
4\
Y
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Lo . truth condltlons is a necessary but not sufflclent condltlon

- ’ . (M . N
’

acceptable or warrantedly asse;table [Putqam, forthcoming] .

' N Futnam does not actually say that the designation»relatién

- 1s to' be understood in terms of conditions for acceptablllty
. or warranted _assertability, but he does appeal to these-
v ] notions as paradigmatic vefificationist concepts. Now if
appeals to the referentlal condltlons of beliefs are coun-
tenanced, at least in pr1n01ple by both truth—theoretlc o
and verlflcatlonlst semanth theorles, then the idea under-
‘lying‘.the appeﬁ” to the referential conditions of beliefs
" should be,relatively uncohtentious.g Aceefding to this idea;

the cQatent:of a mental staté’is, roughly, a function of

»

the symbolic attribution of some designated property to

some designated object. Thus, to a first approximakion,

representations that attribute the sime property to the same

- .. o

« object are semantically equivalent, i.e. representations
with the same referential truth conditions.- However, wé

t - . .
. have already_effectiyely'denied the sufficiency of this ~

pr1nc1ple in assertlng that 1nternallzed coreference a$SLgn~

1 ~.

- . ments have an 1mportant role to play in the determlnatlon

of the;contents of- mental states. "

L -,

>

“ ks
L, N ’ . . - 0

o Slmllarly, Fleld holds that sharlng the eame referentlal

. for the synonomy of beliefs. Some representatlons w1th

- ) equlvalent referentlal truth condmtlons are sometlmes

‘ o semantically distinct, e»g. 'Hesperus 'is Phosphorus4 and

‘ '
L L “ R ‘,‘

T -~ o
A RN AL




. 272

'Phosphorous is Phosphorus'. In order to resolve this

" problem Field appeals, as we have indicated, to the con-

ceptual®role of mental states. According to Field two
arbitrary beliefs, A and B, internalized by an .agent have
. o \ .

- different conceptual roles just in case thére is some belief
C in the agent's belief set such that the subjective proba-

8 bility of A given C 1s hlgher or lower than the- subjectlve

rg".

probability of B given C, Fleld suggests that the equiva-

- - -+ lence of conceptual roles, so understood,ls a necessary

condition for the semantic equivalengﬁ;of‘beliefs. This
- i ' ’\’a
approach tends to assume that a, "probablllty function" is

. a psychological mechanism realized in all.bellevers., Harman,

~§& v ¢

incidentallf, claims to have shown that this is unlikely

. , . .- ~ v
[Harman, 1982, p. 247]. But, -as mentioned earlier, Field's

s ) ‘ L ° i

R concept of ‘the conceptual roles of beliefs :is highly un~

attrabtlve from “the perspectlve of psychologlcal theory

because it 1s 1nappllcable across systems. The conceptual

a P

role of a'bellef, a la Fleld, can be determined only rela-
tive to an individual ageﬁt since diffefent agents will have
. ; : N . h

different probability fungtions [Field, 1977, p. 398]. =

- . . 'l‘ ) . N -

In order. to avoid this‘coﬁsequence of Field‘'s abproaoh,7
o ’ “
we have prOposed that the contents of token bellefs depend,,

- ,’

1n part, upon the 1ntefhallzed coreference a581gnmants for . .

texrms which occur rﬁ: referentml posztmons J.nlf.hose tokens.

.

by -
The semantlc equlvalence criterlon suggested Jhere has two :

«
~ ’ '
:.,, . . -

o

~
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comﬁonents. We will adopt Field's notion of the referential

truth conditions of beliefs, but replacé Field's reference

e
D

to the coﬁceptual roles of beliefs with a reference to the

mutual lnternallzatlon~of coreference asszgnments. According
M i

- to thlS v1ew, 1n essence, mental states hrave equivalent

pontents_just in case (i) they have the same referential

o et = -

truth conditions,, and (ii) the terms which occur in referen~

tial positions in those tokens are implicated in the same
e : y T -
set of internalizéd coreference assignments. But we must
- ' N
Al g - - ‘ ) \\l\
take care in stating these conditions’ precisely. “1]

3

(SC.3) Tokg%amental states occurrlng in any two
. . systems, 8 dnd S.,.are type-identical
if and Qpl% if (a?(l) the tokens have
the same referential “truth conditions,
and (ii) every.coreference ‘assignment °
1nternallzed(by either 8, ¢r 8, for
terms occurrlng in referéntlal positions -
in those tokens is 'internalized by the
other, and (b) if the tokens differ with \ .
respect to the»occurrence of coreferential ’
terms ‘then 'S.- and S. each internalize a A
- - . coreference £351gnmgnt between the terms
: with respect to which they differ.

?, ) - _— ; . ]
" . Actually, the cdhditﬁons given by (SC.3r~aie'not{dsihbhplex .
’ as they may appear. Ln condition (a) of (8C.3) it,iSvneces? 7 =l

sary to requlre that referentlally equlvalent representa—

i
i
tions, even when tﬁef are formally 1dent1cal, are assocn.atec‘f !
L
]

't‘o H !

w1th the same sets of coreference assxgnments. Otherwmse,

‘ by the. trdn31t1V15@ of 1dent1ty, the ‘token 'a lSQF"ln Sl'\

' would be type—identlcal to, the token 'b is- F‘ in. S When

%i
- o thereeis a system 83 that forms™ a is F"and 82 and 3 X ' %
.o 27 N . R L ST i

[y gy
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- lize a coreference assignment between ‘the terms -- it is

L N L T

g

internalize"a'= gf‘ ‘Condition (b) of (S8C.3) is constfucted,
. {‘;“?“q [ ) . r
on the model of (SC.2), to aCcommodate those'cases in"which

tokens with the same referentlal truth ctonditions empl

J

formally distinct referrlng terms; Thus, if a palr of

tokens satisfies the two conditionsgg% (a) of (sC.3), but

they invoke;diffe;ent referring terms, thep it is only -
+e IS

necessary that the systems in which they occureach intérpa-

'
H

~

T

\heEessary to inélude this condition explicitl§ since §; and

82 mlght satisfy (a) (ii) by 1nternallzlng no coreference -

.~ e

a551gnments at all,

All token mental states which satisfy the conditiohs

~
~.

of (SC.3) are arguébly type-identical. Moreover, (SC.3)

‘,advantageous since 1t glves us considerable room to manoeuver.

EEN

Y We mlght Just mentlon two “areas in whlch\thls is p0551b1e. .

>

,that the tdken

'Some may object that’the standards that (SC 3) sets for the '

. o
,"graln-s1ze“ 'r too small Condltlon (ii) of (a) requlresh -

offers semantlc condltlons for the type-ldentxty of mental
o

states and this is as it should be since it 1s extremely
t 5\ -
difficult to env1sage adequate non—semantlc crlterla for
\
the type-ldentlty of mental states. Offerlng semantic con-

’t

ditions for the type—ldentlty of mental states is hlghly

-

e

I I

type-ldentlty of mental states are too hlgh and ‘the resultlng

Il 7 ¢

’

bellefs of™tawo ageﬁts are semantldally equl- : , .

el

Va;ent only 1f the agents 1nternalize precisely the same .

L
. . Y. ~
. v i A O *
o . - .
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set of coreference assignment involving all the referring '
terms which occur in their respectiée bélief tokens. We
-~ . ‘,'
could modlfy this requlrement 1n a number of ways. For

~ P

example, we mlght malntaln that Sl s belief is'equivalent

to gz's bellef only if neither agent‘internalizes an idio:\
syncratic coreference assignment fg§\any‘refer;£ng term ,
which ocours in their teliefﬁtokens. Thongh this approach
is not recommended here,eit iliustrates the po 111ty of

adjusting the érain size of (SC.3). Addltloﬁally, one might

toy with the idea that an agent needn't actually internalize

-

" a coreference assignment, but onily be disbosed to accept a

%

coreference assignment if it is conveyed to him. Such a

. i o E - . C .
"disposition to accept® a coreference assignment might be

-

analyzed in ter@s of the "degree of belief revision" re-

, . & -
quired by a system in order to accommodate the coreferente

aésignment. Presumably, the problem of evaluating the I

semantic contents oﬁ the ngi¢ef§ of members of‘different

Y

language groups might.be treated in tgﬁs way: If ali agent
. R /

must overturn a stanging belief wnen he learns of a trans-

)

latlonal coreference a551gnment, e. g London = Londre, then

e

we mn.ght say that lp.s dls’ "smtn.on to accept the coreference

.assmgnment 1s “too weak to warrant the type-ldentlflcatlon ‘

- of any bellef of the agent 1mpllca€ing one of the -terms w1th '

the belief of another agent 1mpllcat1ng the other term.

L] -

These speculatione may be worth pursuing, but we won't

‘\

<«

peey)
i,
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follow this course herel Instead, we will treat Pptnam's

% Objections to the concept of the equivalence of the con-

tents of mental states. After all, (SC.3) purports to
specify semantic conditions. for the equivalé%ce of mental

states and this i§ something that Putnam claims cannot be

-
~

done.

One of. Putnam s self-proclaimed problems is an inabi-

# i

lity to dlstlngulsh between elm trees and beech trees. o

\7

. Putnam maintains that this inability demonstrates that his _ \

-
v

concept of "elm" and his concept of "beech" are equivalent

'_. 0‘ \_ ¢ ¢ v
[1975, p. 226]. The lesson that Putnam intends this illus-
. R ; .
. f ) )
tration to convey is that an |agent's "concepts" do not fix
\ .
the'extensions of the+terms he employs. For although

Putnam's concept of elm i§ putatively the same as his con-

cept of beech, the terms 'elm' and 'beech’ have dlfferent

* v

extensions. However, thlS 1llustratlon fails to convey the .
Ve

lesson that Putnam intends, For, if we proceed accordlng

to the proposals of“the last twp sectlone, then none fo

Putnam's beliefs about elm trees are equivalent in content:
; ‘ N I T '

to his Beliefs about beech trees. The criterdion (S8€.3), *

PG

-

. and (8C.1) for that matter, dlStngUlSheS between belmzﬁs Te
) ™~ ¥ ~
1nvok1ng 'elm', in a referentlal 9051t10n, and beliefs like-

wise 1nvok1ng 'beech' in all those cases in which the co-

LI )

reference of elm' and 'beech' is not'represented by the

=

V" . .
o . ™ u - [



. A

s§stem in which the beliefs occur. . In factf it is wildly
. ‘ ' Vo
implausible to hold that H.P.'s concept of .elm is identical

to H.P.'s cohcept_gf“peech even though H.P. believes "that

elm trees are not beech trees”. Yet, this is just vhat

Putnam asks*us .o believe, i.e. that his concept of "elm"

<

is equivalent to his concept of "beech" even though he

knows that *elm' and 'beech' are non-coreferential. Ac-
- ) r b

.cording to our'proposai, a ciuéial«pgrt of Putnam's concept

VN wnm— e

of elm'is the belief thaty"beech trees are not elm trees".

Quite simply, one cannot havé;the aame'concept of "elm"

-

.and "bekch" unless qne internalizes a coreference assign-

) . o

ment for 'elm' and 'beéch'. .

. This appioéch feavesaus with the following question.

' What does Putnam believe when he thinks to himself "that's

@ elm treée"? We can distinguish this belief from "that's

' a beech tree", but Putnam's inability to distinguish elps

from beeches does show that he does not ‘possess criteria’

o

for determining if s@@ething is an elm or a beech. Earlier

we suggested that énvégent's intension to use terms in such

a'way as to confo;m;té"the abpropriate'soéiélinguistic

nprﬁs should beAtakeﬁlintq consideration when evaluating
thg‘con%ent'of ceréain of the agent's mental states. This

idea is-particularly useful when We mist evaluate the con-

tents of mental states ﬁormed‘by non-experts. , If‘we,appigu

this idea in the present econtext, the analysis app}opriate'

Lo

e » . “

5 -

»




oo
®

+ for Putnam's belief of the form 'that's an elm tree' is

1

. - something like "that's a tree that experts include'in the
class of trees they call 'elm'". Of course, Putnam's belief
is'false just in case the appropriate experts &ould not so
classif® the tree éo,&hich Putnam refers. This'approach

. seems all the more appropriate since Putnam actually advo-

cates a special role for experts in a sociolinguistic//~

community [1975, pp. 227-229].

All of .Putnam's problems éannot be dealt with so

-easily,\ Putnam's most widgly known ar§ument which presents

a challenge to the idea of the semantic equivalence of "\

mental states draws the highly general conclusion, echoed
by the elm—beech-exémple, that mental states'%pmpot deter-

gmine the meanings of the terms:.'they employ. In the context
2 s . -

in which Putnam's so-called "Twin Earth" argument is placed,
- ! 5 . . ) . Q . - :
reference to the Twin.Earth example is made in support of t

“one pfemise of a broad sweeping argument. Very briefiy, it

——

°

ig Putnam's contention (a) that Ehe extension of a term is

kd

a necessary constituent of the.meaning of the term, and

o al

(b) that the extension of a term is not fixed by any -aspect

(S

'5 of tﬁg conceptual system 6f an agent who employs that term. -
‘if' ) ’ ' ' \ t ¢ L

' Together; (a) and (b) are said’'to entail that (c¢) meaningg
~ * N .

are not determined by mental states, or in Putnam's more

colorful.language,,that""'mEaningé'\ﬂuét ain't in the head"

[Putnam, 1975, p. 227]. The nqtérioﬁs Twin Earth argument
‘ . L5 - ’ .

-



U

!
presen%@d. The idea that meSRings are not in the head

: . . 2799

is enlisted in support of premise (b) -- extensions are

states. This sketch of the con-

not determined by mental’
PR ¥

text in which the Twin Earth argument_}s embedd%d'leaves
%,

considerable room for interpretation. iﬁ part#éular, we

must post a warning before actually rghearsinq/Pﬁgnam's

piece of qcience1fiction. Reading Putnan, one is often

AN

impresged by the apparent genérality of the views which are .

i

seems to be portrayed as a fully geperal.thesis about the.

nature of mental states and meanings. But the argument

ot

‘actually given for a crucial premise supporting this thesis

relies heavily upon illustrations that are slight varia;:
tions bn‘éysingle‘theme. Crucially, it is far ﬁfom cleaf
thak the‘argument is generaiizable in such a Qay as to lentd
the thesis abdut mental states the full generality .that is .
apparently claimed for it. Putnam'purports to sh@;,that . ‘,
in\certain cases token mental states.may share the samé
physicél, neurological, and psychological properties even

though the tokens are associated with differeﬁt natural

.

kinds. But, does it follow from this that cognitive systems

-

are inherently incapable of interhalizing inio:ﬁgtion that

would fix the extension of 4 kind term? As we will éee, it
will be helpful to keep this question in mind.
"‘ﬁ
& N x .t

Now, in the Twin Earth thought-ekperimedt Putnam asks

us to imagine that there are two planets, Earth and Twin
: s P o

1 R . . ) "

L]
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Earth, which resemble each other in virtually- every major,:
and minor detail. The resemblance between ‘the two planets

.extends even to the human inhabitants, and to the langu%ges,

of the two'planets. In fact, we may assume that each resi-
. : ) [
dent of Earth has a Doppelganger on Twin Earth, i.e. an

exact physical huplicate. The single difference between

Earth and,%win Earth is that, byogypothesis, water on Earth

A

has the chemical formula H,0 and what is called 'water' on

" Twin Earth has a different mblecular structure given by the

formula XYZ. But,- H,0 and XYZ resemble each other precisely

2
in every macrophysical and every observable detail, The

substance that is called 'water' on each planet fills all -

13

' o lakes and oceans, it quenchs thirst and fire, and it €falls
‘ ! . . , - . ‘
’ from the clouds in the form of rain and snow.
- h‘ . v v . s

- Now an individual oh earth, Oscarf and his Doppelganger

on Tw1n Earth, who we will call Elmer for convenience, are

> - . '

ln type-ldentlcal total states on every occasion. Thus ,.

$ an exhaustive comparison of the token mental states of
. /

.

Oscar - and Elmer at any time t will reveal absolutely no
difference -- physical, chemical, peuroldglcal, computaﬁ_ﬂ

tionéi, pSYChoiogicai, or intentional. Actually, this holds

only for all~times t -prior to the divergence of the con-
. . K

.cgpts of “water" ‘acquired by Oscar and Elmer. Hence,

p————

Puﬁnam asks us to consider a pair of mental states, interna-

lized by Oscar and Elmer respectively, that invokghthe term

>
% 7 ¢
¢
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'water’ at'avtime, circa 1750, prior . to the discovery of.

the molecular structure of what is called 'watef%'on each

planet. _Suppose that Oscar and Elmer 1nternallze a repre-

'water‘;3kwe§f in 1750. Though abso-

\\\:

5 sentation:pf the form
lutely ;>éfYthing in the head of Oscar isﬁfﬁ;

head of

T .

"Elmer, and vice versa, Putpam maintains that 'the éxtensiéﬁ*~ .
of the term 'water' is different for each agent. Putnam:
- 4~ N

puts this claim in an.extreme and radical form:

&

[Oscar _and Elmer] unde;stoodfthe term 'water' |,
differently «in 1750" although they were in the
same psychologn.cal state, a%doaltho‘ugh, given

the state of science at the\time, it would

hdve taken their scientifig mpunities about

fifty years to discover that they understood

the term 'water' dlfferently Thus the ex- .
tension of the term:'water' (and, in fact, its
meaning in the intgitive preanalytic usage of

that term) is. not a function of the psycho- o
logical state of the speaker by itse€lf. e
(Putnam, 1975, p. 224] . .

PR

Putnam's éay of Qutting‘his‘intuipion.is\uﬁduly misieading.
Putnam agséits that Oscagyand Elmer "undéistoodﬁ the £éfm
'water' aifferently«in\i750. This can hardly be the case

if the notion ‘gfﬂ"understanding"f is.a é“enuine psychological
concept and, by hybothesié, Oscar gﬂd'Elher are complete
psychological COpies;of each other, i.e. if their conceptual
schemes are completely e%glvalent. Furthermofe, Putnam ‘
,appeals to what he clalmaf;s the intuitiwe preanalytlc usage
of the term meéning in order to motivate the suggestlgn

“that the meaning of the 'kind term 'water' is different for,

7

' : . 4 &

.

i
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Oscar and Elmer. But, the.sense of 'méaning’ Putnam has
. ' ‘ . SN a
in.mind is just extension and it is far from obvious that
. - . 4
C . 2 . ce el el !
there is anything preanalytic or intuitive about this usage
~ . - ’\‘ . e —
of the. term. ‘ ) -
s e y . . - . ran

4

* Now, we will shortly suggest an approach to the TW1n

¢ S e <

.Earth example, and 1ts relatives, whlch spec1f1es condltlons

for the equryalence.of.the oﬁ Ets of agents who do not

know the exten51ons of certaln terms that they emplo?’ But

L

.flrst let us consmder the degree of generallty possessed

by Putnam's concluslons that mental states don't le exten-

[N 3

sions and thét'meanlngs are not in the head The line of

.argumentation that Putnamvemploys is pecullar in dhe impor-

t ;

tant way-. Flrst we are told that by hypothe51s, the ex-

ten51on of the term 'water' on Earth ig’ HZO or more pre-'

L

"cisely "the.set of all wholes con51st1ngnof Hzo molecules”,

8 RS

and that’.the éxtension of the term 'water' on ‘Twin Earth is

XYZ, or ﬁore,precisely "the set of all wholes consisting of

-

XYZ mplecule\s“-- [Put:nam, 1975, p. 224]. 'Y‘et, in"ch‘arac- !
N
terlzlng the conclusron of the argument Putnam is prepared

VA ~

to say that "psychologlcal state does not determlne exten—

v

SLOan[p. 223]. But if this conclusxon is correct and fully

~

generallzable, then rt would appear that nothlng know L .

°

is, conveyed by the propos;tlon that "tﬁe exten31on of

— s

'water ‘on Earth Ls?all wholes ' consiéghng of HZO molequ}es“
/
el 2 ’ »-

. -
¢ '
. / . . -
t ’ . A

@

or by "yater on Earth = H,0", ' The propositions é§§feased: .

<
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Te Jtows

by theSe;étatements purport to .specify the extension of
. . T . T ..

S

~ ) . . .
- . - - D)

'water' as it is used on Earth. Moreover, it is crucial

to éutnam's argument that he establish a specifiable diffe-
?eaEe between the exteasions of:ﬁﬂater' on Earth and Twin
Earth. Biut, iflan agent’s total mental or conceptual system
cannot determine the extension of any kind term which he -
employs, then either "water on Earth = HZO" doee not fix
the exten51on of ‘wate;' on Earth, or "water on Earth =

H‘b" is unknowable, perhaps unlearnable.: For if Oscar were
to 1earn "waéer on Earth = : 2O" he would learn somethlng
whlch spec1fles the extension of the Earth term 'water".
After Oscar learns the approprlate formula, the exten51on
for"water' is fixed by‘somethlng that has become part of
his Ebndgptual eystem. Hence, it is appropriate that one
hesiéate to receive Putnam's conclusion as a fully general
'taesis about ‘the capacity'of menﬁal stategs to fix the ex-
tensions of kind terms that agents employ. Por unless’

N . P

Putnam is preﬁared to defend:.a thesis about'the'unleérnabi-
lity of J@ater on ﬁarth = ﬁzo", he must allow that the

inculcation of this proposition in an agent puts ‘the agent
e

'in a position to specify.the extension of the term 'water:

T

contalned in the agent's language. One cannot hold (1) £ﬁat_

the exten31oﬁs of ‘certain terms can Be\spe01f1ed by expres-

sions in our language, and (ii) that\the conceptual systens

™~
of members of our language group are inhe:ently incapable

of specifying the extensions of those\eame terms. Putnam
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" “allows himself full recourse to the idea that the exten-
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sions of Kiﬁa terms are specifiable and the theory that

"water on Earth = H,0" -- his thought-experiment won't fly

Ay

without these assumptions. But, the conclusion of the

2
~

argument®is supposed to be that mental states don't deter-

mine extengions. What we bave‘endeavoured to pdint out is
-t )

that Putnam's argument does not demonstrate an inherent

limitation on the capacity of mental states to gpecify the

I

" extensions of- texrms. .

~ N N

There is much more that we could say‘in.connection‘w
with this point. For example, we might point out that it '
is a common occurrence for a- neologism to be introduced

whose extension is fixed by conventional means. . This .

* ~

happens often in technical circles where some new term is =
needed for some ge@'invention. Further, we might préss
Putnam for a fuli\account of the‘place of experts in the
sociolinguistib division of labor.which he hypothesizes:

PuEpam'asserts that our abi%ity to use termg like 'elm' and

- . » -

~

'éluminum' efficient}y prﬁsupposes that theré are éome
among us who possess vy way of recognizing elm trees and
aluminum meial" [1975, p. 227]. An expert is simply someone
who possesses criteria for the application of a certain
term, e.g. soméone who possesses a way to determine -iF’
something is an elm tree oxr if soﬁething,is a piece of

’

aluminum. According to Putnam's theory of the SOCiOIiﬁ%Siiiif

. Q} h TDAE
]
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division of. laboxr, when there are experts who possess
,

criteria for the appiication of a given term "the socio-

-

lingpistic state .of the collective linguistic body::,fixes

tthe extension" [1975, p, 229]. Putnam stops short of main-
- [ 2

taining that the criteria known to experts fix the e#tgn—
sions of technical germs..ﬁBut if thé sociolinguistip state
of a collective body can fix ¢he extension of a technical
term, and average Speakegs in Ehe collective body m€érely
rely upon what the experts know, then it appears that thé

appropriate gﬁperpé.must be in command of extension fixing

information from time to time. If this is- corrett, then

!

there are agents,;ﬁhe experts, whose mental states some-

. times f£ix ‘the extensions of téchnical terms, &.g. 'water',

'elm'; ‘aluminum’. . L a ‘

- - . N

*

These points, together with the observation that
ﬁutnam's Twin ﬁarth thought-experiment presupposes the
specifiability of the extensions of 'water' on Ea¥?h and
Twin Earth, strongly suggest that Putnam must allqw that a

mental state, is the kind of thing that can fix the exten-

-

sion of a term. Now; it is completely possible that Putnam

would acknowledge these points: they are not intended as
arguments againsg the claim‘that the extensioﬁs of some

terms are sometimes left unsp§¢ified by the conceptual scheme

. |
€l \
\ i

of an agent\who-uses those terms. But, two morals can be

drawn from these points. Th% first is that Putnam's
) , .

<
-
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apparently unqualified claim that mental states do not .
‘,5‘ ’
determlne the extensions of the terms that they émploy must
be qualified if it is to be taken serlously The seFond | -

~.is that once Putnam's thesis is ‘put in a qualified.fOEm,

- the probiem that the Twin Earth argument poses for fheories ’
of tpe coﬁ%ent of menta; states is minimized. In parficular,
whén the extensioné of the terms occurring in a mental
representation are fixed by an agent's conceptual scheme,

we are free éo evaluate the content of the representaéion,

in part, by reference to its referential ‘ttuth conditions.

Thus, the Twin Earth argument poses no problem for the

), in those

criterion ﬁroposed in the last section, (SC.

. cases' in which the extensions of referfipg terms are fixed

by- the mental states of the agents wh
such cases a necessary condition for mantic equiva-

v "~ lence of ‘mental states is the identity of their referential

truth conditions. Furthermore, the same necessary condition

must be imposed for beliefs of the form 'x is F! where\g
is replaced by a singular term, and we may retain (SC.3),

®

unchanged, for those cases as well.

. However, Putnam's arqpment illustrates the need for a
concept of Fhe equivalence of the contents of mentai stafzs
applicable to token states which invoke kind terms whose
extensions are not specif%ed by the system in which they

~
’ ~

~ . . . ’ o3 -
occur. One approach to this problem consists in maintaining -

‘
. N
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Earth \and Twin Earth is completely irrelevant to matters

of content: Singe Oscar and Elmer share every psycho-

\

logical property, the fact that what is called 'water' on
Earth and Twin Earth belong to different natural kinds must

be irrelevant fo the evaluation of the content of their

mental states. 'Tﬁe idea is to "factor away" any difference
associateé with mental states invoking the term 'water' on
Earth and Twin Earth [see Pylyshyn, 1980, p. 15\9]. Putnan
holds that factoring away the difference between the exten- -
sions of 'water' on Earth and Twin Earth is to factor away

the reference of Oscar's and Elmer's beliefs. The reference

of a mental state is, however, a crucial constituent of its

A

content/~- here we are in agreement with Putnam.: Thus,

Putnam- is diametrically opposed to the maneuver of factoriné

3

away differences in extensions. Witness the following~

passage in which Putnam comments on an example closely ana-

A

- logous to the Twin Earth example:

*- Once we decide to put the reference (or rather
the difference in reference) aside, and to ask
whether [a representation] has the same "con-
tent" in the minds of Oscar and Elmer, we have
embarked upon an impossible task. Far from
making it easier for ourselves to decide whéther
the representations are syhonymous, we have
made it impos§ible. In fact, the first approxi-

. mation we have to a pr1nc1ple for deciding, .

. whether words have the same meanlng or‘not -in
actual translation practice is to look at the
extensions.’ "Factoring out" differences in
extensions will only make a principled decision
on when there has been a change in meaning
totally 1mposs1ble. [Putnam, forthcoming]
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. ' There are several points td take .note of in this passage. -

* A »

) . . N E
First, Putnam apparently accepts the practice, which-we

. adopted in the last secEion, of evaluaéiﬁg the content of
representations, in part, in terms of their referential~"
v .

- conditions -- "the first approximation'we have to a prin- >
. .ciple...”., Second, Putnam is convinced that there ‘can be
no notion of the content of Oscar's and Elmer's beliefs

about "water" that does not advert to different extensions
{ * y . N

* for those beliefs -~ "Once we decide to put the reference

aside...we have embarked upon an impossibleé task." -However,

“ *

there may be a notion of the contents, or perhaps‘of‘the

? referéﬁce, of Oscar's and Elmer's beliefs such that thé

e referential conditions of their beliefs are equigalent. If
: - o0t %
this is correct, then we needn't factor away the reference

2 . - Vo .
of beliefs when ignoring a difference between the natural

kinds to which they are related. In order to motivate stich

.

a conception of the contentg of'beliefs, let us first con-

sider Putnam's own prédicament. If the contents of Oscar's

. . P o b :

and Elmer's beliefs can be specified only by reference to

R

"different extensions, then their beliefs differ in content.

That is, there is a specifiable difference between the

. \

mental states of Oscar and Elmer when their mental repre-

sentations invoke the term 'watér'. Bﬁt, if there is such a -

, difference between the mental states of Oscar and Elmer, & !
then the thesis of the supervenience of mentalwstatés upon 0
4 their physical realizations must be rejected, According to
e

-

e prge e e

»
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. Do
" physical Doppelgdngers. Now, Putnam may pose his problem

o \ ‘k v . -
‘.- . . ”-

the supervenlence thesi®, a specifiable difference between

'; -t L 4 . .
mental states quulres a spec1f1able dlfference between

~o 3

their Hygical reallzatlons. In this form, the superven;ence

3 ¥ P

thesis serves as a fundamental constralnt on the constgggﬁ

tion of theories of men%al states.. Putnam must abandon the

L3

concept of psychological sugervenience if he is to insist .

- 3 N

" that the~fect’that what is called 'water' on Earth and Twin

-

Earth belong to different natural kinds establishes a dif-
x> .

ference between mental states which invoke the term 'water'

s
M

on the two p}anefs; Oscar and Elmer are, recall, a pair of

-

for & theory of the content of mental states by relating'
examples, such as the "grug" example to be discussed later,

whlch do not refer to physical Doppelgangers. But, as long.

as the Twin Earth case provides -a coherent example, it can
-7 o
always be used to implicate’Putnam in the rejection of the

supervenience thesis.,

Preservation of the supervenlence thesis as a constralnt"
on the construction of theor1e8‘¥£ mental states requlres

that we view the mental statés of Oscar and Elfner as fully
tyée—identical and, hence, it requires a treatment of the

contents of their mental states according to which their

respective concepts of "water" are equivalent. ‘'Putnam’s
v \ i

contention is thatsno such treatment is possible. But

suppose that we cleave religiously to Putnam's conclusion

v -~

\ . o
R
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L . . . . o - ) .
that the psychological'%tate of Oscar, for example, dpes .

not determlne the exten51on 'water'. Doing so, we ﬁave’ F'

- -

a very good reason fEr ignoring the fact that water~on--~f

EarthAis H,0" when offering a construal of %Fcaf’s mental

L4

-

states about "water" in 1750. We haqrpuﬁ this-observation'

in the following form. If mental states and the conceptual

8ystems in which they occur do not ‘determine extensions,

then the extension putaﬁively aaseciated with Oscar's’

’

. v, . c
belief that "water .is wet" transcends Oscar's total concep-
“tual scheme. Thus , we may characterize the noggdn of the
transcendental exten51on of a kind™term: _The transcendental

)
extension’of a kind term w is  formed by all thlngs X suchl

tﬁet ‘X bears the relatlon K (same essence or same klnd) to . -

.an exemplar of W. On thls coqstrual,‘everythlng that has
uo \ : : -t

the molecular structure represented by 'H,0' lies within -

fhe transcendental extension of 'water' -- as the 'term is
used on earth. Let us grant that every menti§~state that
~invokes a kind term in a referential position is associated

with a transcendental exten51on which may not be flxed by

the. total conceptual scheme of the agent who forms the s
" -

‘mental state, ) . . .
' ’

M . ) . -

Now,\PuEham must hold either tﬁat»transcepdental ex-

tensions are knowable or that transcendenta& EXtensions are

unknowaﬁie. This point relterates oun;earller observatlons

%,

concernlng the generallty accredltable to Putnam s thesis

A
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that Tmental states don't determlne extensions. If Pﬁtnam

; claims that traqscendental extensions are unknowable, then

,his doctrlne is simply 'a specieswof sceptlclsm and, as we
\“,ﬂnnw suggested earlier, a cricial assumption in.the Twin Earth
argument is simply uqfntelligible, e.g. 'ﬁﬁater on Earth =

. H20" Hence, Putram must allow that the transcendéntal
' exten51ons of kind terms, for at least some such terms, are.

knowable. In-.those cases in which agents know the exten-

~dions of ﬁind'terms which they employ, e.g. Oscar and Elmer

: - in 1750, we may determine the eguivalence or non-equivalence
: ' ! . . . d . . .
_‘ " . of the contents of their beliefs according to the criterion,

3.

_ (8C.3), presented above.

What is required, then, is nothing more nor less than

. a treatment of those cases in which agents do not know the

'
Y
-

transcendental extension of~a term .that they use. This is

precisely the case to which all of Putnam’s‘exayples speak

—-'inciudang thé Twin Earth, 'grug', elmrbeech}ﬁaluminum—
‘molybdenum,and arctic grass examples. We suggest thiziollow—

ing rule for.the type-identity of mental tokens whi invoke

terms whose transcendental extensions are not fixed by an

agent's conceptual system: Token mental states whlch differ

o ly with respect to their transcendental exten51ons are

/4

type-ldentlcal. An 1mportant advantage of thls principle

is that it allows for the preservation of the thesis of the |

supervenience of mental states upon their physical realizations.
- e ;

. »
e -
’

e e " ————————————— T
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.Since we are committed to the type-identity of Oscar's and"
Elmer's mental é%ates, we are committed to the specifica-
tion of equivalent concepts of "water" for Oscar and Elmer.
In order to fulfill this cdmmitment we may profitably build

upon the notion of a transcendental extension. Consider -

the following analysis of 'w is F' where 'w' is a kind term:

(V?é) (ifég is K to e, then x is F).
This construal of 'w is F' says simply that everything which
bears the relation K, same kindy, to an exemplar é (that
falls under the terﬁ 'w') is F. This analysis needn’t be
considered exhaustive or complete and it is offered only in
an attémpt to expose more‘of'the structure @f 'w is F'. |
Putnanm actuéily ;uggests a construal like this wben he
sketches the logic of natural kind terms {1975, pp. 224-
gZSj. \The idea is that given a sample of water on Earth,
the ex;ension of 'water' is fofmed by everything that bears
the relation K to the sample. Further, the extension of

the Earth term 'water' is cognitively fixed if .and only if

(i) a sample of water e isgidentified, and (1i) the relevant

parameters of the relation g_are specified.

N
. Consider an agent whose knowledge fails to £fix the

transcendental extension of the term 'water'. There are
still two variables relevant to the determination of the

concept of "water" possessed by such an agent. One variable
concept oI _warer .

\
~,

o
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"<-%bncérn$ the fange of items the agent takes “to be samples

-

of "water". The other variable concerns E?é individual's

bellefs, or 1nformatlon, about the parameters relevant to

*

the relation K for wgter. The two ‘variables are inter-

-~

related. An agent might, for example, deny that a piece of

ice is an exemplar of water because she believes that a

' parameter relevant to’K is liquidity. Given this basic

framework, }t is easy to say when two agents have the same
concept of the substance they refer to by use of the term
'kW’éi‘.i‘;‘&I%' :

/

~
-

(sc.4) The concept of a kind w possessed by Sl -

and S, is equivalent if and only if

(a)- eaery item acceptable to either S1

or S, as an exemplar falling under

w' ig acceptable to the other, (b) every
. . commitment of either-§, or S, concerning
the xelation K, for thé item§ acceptable
as exemplars, is-a commitment shared by
-the other, and (c) every coreference
assignment internalized by either Sl or
s, for 'w' is ipfelnalized by the ~~other.

-

The content of 'water is wet' for Oscar and Elmer is the

same just in case, for a fixed conception of ﬂwetnessﬂ,

Oscar's and Elmer's concepts of "water" satisfy -the,/condi-
v /

°

tions of (SC.4).EK . ' /

There are many points tgat we could make in connection

N /

with this approach to the equivalence of concepts.. First,

" note that an agent whose knowledge ddes not fix the exten-

sion of 'water' can beé thought of, under certain conditions,

¢

v
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1750, that he can successfully ostend a sample of water -~

] .

/

. y ‘ ,
as formulating a theory of water. Oscar may helieve, in

and that he possessesfa full understénding of the relevant

parameters of K for the sample. Unfortunately, Oscar's
theory of water in 1750 fails to specify a class coexten-
sive with the transcendental extension of 'water' on Earth.

Oscar's theory- will define K in su@h a way that all items

-

in the transcendental extension of 'water' on Twip Earth

will be included in the theoretical extension he specifies

- -+ ° -
for his term 'water' -- similarly for Elmer's tliéory. That

> .

is, Oscar's and Elmer's theory of water -- they have the ‘

same one -- specify a class of items that includes what is
called 'water' on each other's planet. In 1750 their Common
theory defines the relatjon K'in terms of parameters of

~ N

similarity that correspond to a&Sifficial, or non-essentilal,

properties of samples of ."water" omeach planet. Nevék he-
less, Oscar and Elmer may share a cOmpl‘%e, though inc7 rect,

theory of "water" because they fix specific, identical

" values for the two variables,which ‘are relevant to tHe -

specification of the extension of the term 'watér' én each
planet; i.e. e and K: Oscar and Elmer accept the same items
as exemplars ofé"water" and they  defihe the simi arity

relation K in the same way. '
- ' . N ’

o ' ,’ .’\ 4
. This observation is important.- It allowg/us to show

that when we assign truth values to certain/of Oscar's and

- N N L TR AT A TR T S T AT A s < b s h E
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Elmer's beliefs about "water" !we cannot adver’t to the ex- * N
.. Em i t ot -

tens:.ons of 'thlngs that are 520' and 'thlngs that are ) /

]
/

N

. %

_,:}

T
L]

XYZ' respect:.vely. For, suppose that, Wlth t?elr theory of[

.-" .
.»,u.\‘: ‘

.
TR v Al
A

'

' ¥ "water in hand, Qscar and, Elmer predicate a certain pro—/
/

&

perty of the class of ite spec:.fled by th theory. . Sup-
/e P

o

pose, ip partlcular, that Oscar and Elmer pred:.cate "kmd—

hood" of this class of items., For examp Oscar . fon}ﬁlates

L
y .
L v >

the belief that "water is a natural kifd". A8 Oscar‘/s .

)

WA
A

T belief true or false? Following' Put ain’s'cours'e sihce

n
;E: PN
- ) &: -~

ot

. "water on Earth is HZO"’ and the‘e, tens‘ﬁon -of a’ te .s a .. .

™ ——

necessary constltuent of 1ts me/

‘ "water is a natur—al kind" is &- true ’l;e\:-:‘f\‘tﬁju}:f;clearl,y"_r Y -
,ﬁ _ N . ; | By
) . Oscar has made a’ mstake- /He include e theoret cal 3 . N

/i _ X
1ng, Oscar s belz.eﬁ that T

b e

P/

.é
."l

3

R A X e

posed of XYZ that do/'ot shartle the essence of yater o

. A . u\ PPN

’Earth. If a specr?/clatlon of the referenta.al truth ccndi:;-

e e e, BT,

et

PR L T

. tiong of Oscar' 5/2(750s belief that: "water is a natural SR

r
- Y

klnd" 1ncludes the cFaus "'water stanas for Hzo 3 then "t:"“"..

Er

Oscar s bellef is truy But in 1750 -Oscar'has not succeec‘ied‘~

3 a N N v R \ 2 ¢

J.-n specrfylng a natural klnd. In :Eact, he has sﬁcceeded

[ENERSNN
«

LV
s

PR,

e in specxfylng a class. of 1tems that, .we now know, does. not

form a natural kind. The only way to capture Oscar's” mis-

L.
b take, and to see that hlS belief -wa:;r is-a natura]. klnd" I
; ' .,_,\ - lies within the extens:.oﬁ?.d!f 'false' ,A i& to fix the exten-

o 1 »

"sion of 'water' accordcmg to Oscar..,scthe@y.

o
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Notice also that if we allow thé theory of water for-

i N - . . .
mulated by Oscar and Elmer to specify the extension rele-
vant .to the determination of the contents of their thoughts,

we can allow for changes in their concepts of water brought

about by successive refirements of their theories. For

- »

eventually, Oscar's and Elmer's concepts of water will di-

verge as thelr sc1ences converge on theories Wthh specify

<

theoretical extensions coextensive with the transcendental
. ,-‘6“ . N . N

exte ions of 'water' on Earth. and Twin Earth. This allows

.for the preservatlon of the reallst doctrlne advocated by

Putnam when he contends’ that the extension of the Earth
term ‘water' never changes. In-our terms, the franscen-
dental extension of a kind term_nevef'changesli— unless
nature is incaqnstant -~ though the theotetical extension

associated with the term may change through successive
AR : ,

' approximations ‘to the truth. ‘ S

- 2 .
Furthermore, this approach to the contents of mental

states which do not fix the transcepdental exten31ons of

"4" 3

terms they invoke allows us to occq@%’a mlddle _ground between
a pureLy subject1v1st theory of-content and a purely soc1al
theory of content. Recall that a]ﬁﬁbject1v1st theory holds

that the extensxon of a term invoked in a belief is deter- ,
|

* A

mined by the set of an agent's beliefs which invoke that
texrm. We have suggested that an agent's theogi associated

with a term serves this role. Thus, only an agent's

~

b » maBA R s cios e A RS o oRh
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commitments to a class of exemplars and the relation g,
rather than his total set of domain-specific beliefs, fix
.‘the extension of a kind term\felevant to the determination
of the content of his gelief. There is' one qu&iification
thatvaught to be entered at tﬁis point. In~some cases an

agent‘will’use a .term for which he hds no gé;; theory. .
For eﬁ%méie, Elmira acguires use of the term 'water', but
Elmira is.no %?pert and relies upon Elmer to theorize about
water, For cages of this type,'Qe_may assume that Elmira )
‘intends her use of 'water' ﬁb cqnform to the criteria for-
.muiated by the experts. Thus, if she thinks that "Elmer
drinka a‘iot of water";, and Elﬁ;r has slyly conditioned
Elmira to ;efer to gin as 'water',6 Elmira's belief is false
if the experts of their community don't include samples of
gin within the extension of 'water'. This point makes use
6f'Pu£nam;s notion of a sociolinguistic division of labor

-

and points out the need to scrutinize the credentials of

-

the alleged;experts upon which one relies -- for “one may -
fall into false beliefs Hy relying on,the wrong individuals
. {

as arbiters of the appliéation of a term. -

At this point it may be helpful to briefly work through
anothef~of Putnam's examples in order to more fully illus-

tfaté the approach proposed here. Putnam asks us to imagine
. ' o R !
a country called Rﬁritagia in which the extension of a

’

common term_'grug' differs in the northérn and southern dialects

~
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of the country. In the north of Ruritania what'is referred
. . to.as 'gpug')ls silver, while in the south of Ruritania
"di'-F“~ what is referred to as 'grué' is aluminum. But what is’
called ‘'grug' in each part of Ruritania is used for many of
the same purposes. In paiticular, it is used to make bots
and pans. Two children, Oscar ‘and Elmer, grow up in -
Ruritania, one in-the north and one in the south.>™ utna;’\\\-,/;
contends that for a time the mental representation;f\;;\‘**-———____

concepts, of "grug" formed by Oscar and Elmer will be indis-
tinguishable. Eventually, however, Oscar's and Elmer's
concepts of "grug" will diverge. Oécar will learn that
"grug = silver" while Elmer learns that "grug = aluminum”.
Putnam says that "each of them will know many fapﬁs'which
serve to distinguish silver from aluminum, and "grug" in

. the SoutthuriFaniansense from "grug" in the North Ruritanian

sense" [Putnam, forthcomingl.

The challénge of the Ruritanién example for the advo-

cate of the notion of the equivalence of the contents of
mental states is to account for:the change in Oscar's ané‘
Elmer's concepts. Tactically, Putnam wants~to construct a

. -

case in which specifying the difference in the concepts of
'grug' possessed by Oscar and Elmer in the final state re-
quires reference to the different extensions of the north

b and south version of 'grug'. Putnam presses the claim, - 3

against Pylyshyn in particular, that since the difference

3 e
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in the final state' concepts is specifiable only b§ reference

to the extensions of Oscar's and Elmer's concépts, it will

not do to "factor away" such differences in extension.
. ‘

But, we have not advocated the toéal factoririgs
pects of the reference of.mentai‘states. ige most natural
~

& .
- thing to say about the Ruritanian example on the present

away of as-

proposal is the following. 6scar and Elmegashare the same.
concept of "grgg" as long as their mini-theories of "grug",
i.e. the values -they fix for e and X,  are the same. But,
as the theoretical ext;nsion of 'grué' specified by Oscar
begins to converge on "silver", i.e. on the tranéceﬁdenta

- -

extension of “grug'-n9rthe;p version, Oscar's concept begins
to diveréé from Elmer's conceﬁi. At the end of this pro-
‘cegi, each will internalize different coreference assign-
ments for 'grué',xé.g. Oscar believes "grug = éilver" and
Elmer believes "grug ; aluminum”. Notice that Oscar's aqdk
Elmer's earlj concepts of "grug" ;ré equivalent but in-
corréct: When Oscar believes that "they use grug for pots
and'panS'aﬂi across ﬁuritania",'ﬁis &se of the term 'grug'
does not conform to the standards-set‘by the northern .

expgrEé.

A synopsis of the main principles utilized im our
treatment of Putnam's problems might be given sucdinctly
as follows‘--_in no particular order: The transcendental

extension of a term 'w' is irrelevant ‘to the content of a

Vi
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mental representation in which 'w! occurs unless the theo-

¢

retical extension associated with '1' converdes) on the
transcendental extension of"g',’ Further, tpe content of a
meotal.representation, M, in which a referring term 'w'
occurs is determined, in part, by any and all coreference
assignments for 'w' ihteihalized by the system which forms

M. ‘And finally, whether or not the transcendentai extension
of a term 'w' is fixed by an agent's sociolinguistic system,
in the typical case the agent intends his usaée of 'w' to

conform to the sociolinguistic standards for the applica-

7
tion of 'w', to an object or a class, set by his community.

[y

Obviously, the status of these<three pr1nc1ples may be dif-
ferent. For example, the point about an agent's intentions
to conform tgkﬁﬁe\standards of his sociolinguistic group
may best be thogght of as an empirical hypotheSis. The
other two!points may be variously interpreted as aspects of
the analysis of the concept of the content of mental states
do, if you prefer, as proposals underwriting a certain pro-
gram for the explanation and interpretation of mental |
states. However they are to be understood, we submit that

?

the resources needed to markedly assuage, and hopefully to

eliminate, the problems that Putnam poses for the idea of

-,

gme semantic equivalence of mental states are plausible in

their own right. Moreover, with the possible exception of

the notion of the transcendental extenSion of a term, which

after all is just Putnam's 1dea of the extension of a kind
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B .
term, the resources to which we have appealed in treating

r N \
pﬁtnam's problems are almost mundane or routine philosophi-

cal observations. This, of course, is an absolute boon of

~-

the approach.advocaggd here.

~

Unfortunately, it iS'nbt possible to offer a brief and ’
uncompiicated statement of the necessary and sufficient
conditions for the semantic equivalence of any arbitrary

pair of belief tokens. But, this is to be expected and it

"should not, in itself, cause us coggern. What would be

cause for concern is nothin&?ies; than a pair of beliefs
that resist all attempts of anal&sis, but this Putnam haé
failed to provide. Esseptially, thexre are two kinds of
cases: First there are those'caseé in which the (tqans—
cendental) extensions of terms are fixed by the éonceptuai
schemes of the agents who invoke those terms.- In this

class we may include both\singular texrms, a;though they are’
anﬁthought of as possessing "transcendgptal" extensions,
and kind terms whose extensions are known to an agent!
Secondly, there are all the rest, i.e. those cases in whic?

an agent employs a term whose transcendental extension is

unspecified by his conceptual scheme. For cases of the

former type, i.e. where the actual extensions of terms in-

voked in beliefs are specified, the'semantic equivalence of

beliefs is. determined by (i) the equivalence of the referen-

tial truth conditions of the beliefs, and (ii) the equivalence

. % ‘ R
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of the coreference assignments internalized for the refe-
~rential terms invoked4in the beliefs. For cases of the :
latter tybe, i.e. where transcendental exténsions are un-
'specified, the semantic equivalence of béliefs is deter-
mined by (i) the equivalence of the theoretically specified
referential truth conditions of the beliefs, and (ii) the
equivalence of the céreferenc; assignments internélized by
the agen?s for those terms. . In cases 6f thi§ latter “type,
_-we have suggested that the referential truth conditions oﬁ\
a belief migﬁt be determined in aécordance with the agent's
,;tﬁeory of Fhe items falling under the term whose transcen-
dental extension fé unspecified. But,' it is not absolutely
mandatory that we do so in the restricted sense that we can
giwayé\determine the equivaience of the concepts of w, for
an arbitrary w, formed by two agents by evaluating the-
eqﬁivalénce or pon-equivalence of their theories of w, i.e.

-«

according to (SC‘4)2

E<
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FOOTNOTES - CHAPTER III L

1. Ramsey-s&ntence functionalism is a doctrine due, in '
one form, to D. Lewis [in Block, 1980, pp. 205-215). It

- sometimes goes unnoticed,. though it is obvious, in talk of

Ramsey-sentence functionalism that the Ramsey-sentence of

a theory T is a functional theory only if T functionally
defines its theoretical terms, or only if T .causally indi-
viduates the theoretical entities it names. Thus, all
guestions concernlng causal spec1f1catlons of mental states
are logically prior to any questions concerning Ramsifica-
tion per se. When it comes to the crunch, Lewis does not
demand exclusively causal specifications of mental states.
Lewis maintains that mental states are to be individuated
by reference to all shared platitudes regarding the causal
relations of mental states, but then allows the addition of
non-causal platitudes such as 'Toothache is a kind of pain’'.
These latter platitudes are, presumably definitional Qr
analytic., The addition of deflnltlonal platitudes, arguably,
implicates Lewis in a kind of semantic approach to the
individuation of mental states. s

2. There are two lines of argumentation for the formality
condition constructed by Fodor. One more nearly resenbles
a theme than an argument and is predicated upon the observa-
tion that non-formal properties, i.e. semantic properties,
are causally inefficacious and should not be used to dis-
tinguish between mental states, We do not, for example,
distinguish between the mental states of two agents who
believe that "the moon is full™ even though their respective
beliefs may have different truth values. These considera-
tions are well takep, but they do not Show that individuating
mental states in a way sensitive to any of their semantic
properties will prohibit theory from capturing the causal
properties of mental states. )
Fodor's othér argument has to do with the need to res-
pect the opacity of mental state attributions. Essentially,
Fodor observes that the formality condition allows only
opaque attributions of mental states and that, since opaque
attributions are mandatory, this is a point in 'its favor.
Again, the lesson is well taken, but it does not follow that
mental state attributions which respect semantic properties
are necessarily non-opaque. It is a simple matter to con-
join semantic criteria to formal criteria for the type-
identity of representations and, thus, individuate mental
states in a semantically sensitive, yet opaguye, fashion.
For example, 'Representations are-type-identical iff
(a) they are formally indistinguishable and (b) they refer
to the same object.

/




3. The supervenience thesis has been treated as a doctrine
about the relation of mental states to their physical rea-.
lizations by J. Kim [1982, pp. 51-70]. Kim takes the super-
venience thesis to be a doctrine in need of an argument.
However, the considerations to which Kim -appeals in support
of the ‘thesis’ afe systematically richer than the thesis
itself. Fox example, at one point in an argument for phy-
sical supervenience Kim appeals to a version of functiona-
lism [p. 67]. I think that we might as well simply take

the physical-supervenience thesis to be a (defeasible) con-
straint on construction of theories of mental states.

4.  An acknowledgement concerning the idea of causal
theories of mental state types 'is in order before launching
our attack on the causal-functional construal of mental
states. One theory for the reference of names has it that
names refer to the dominant causal source of the set of an
agent's beliefs implicating the name [G. Evans, 1977].
Suppose that a causal theory for not only the reference of
names, but for the reference of predicates were available.
appears, imagine a theory which took the
f a Tlass of expressions to he a function of the
ingtorial organization of items thefselves causally
interpreted. Given such a theory, the theorist would be in
a position to assign semantic interpretations "'to at least
some beliefs by reference to the causal relations that the
appropriate causal theories spec1fy Though what "the right
sort of causal connections" are is largely a mystery, a
causal theory of semantic content appears ,to be at least a
logical possibility, insofar as*we can envision a restricted
language which admits of a causal semantics. The point

at we wish to acknowledge is that even if beliefs cannot
be individuated in terms of their causal roles, it may still
be the case that the contents of beliefs are specifiable.
by some causal semantic theory. This possibility is neither
denied nor assumed by the arguments to follow. But, a
salient observation is that the causal roles of beliefs are
not constitutive of "the right sort of causal connections"”
with respect to which thé contents of beliefs might be
specified--that is, causal roles are not the right sorts of
causal connections if the considerations to follow in the
text sygceed in undermining the possibility of causal-role
construals oﬁ belief types.

t

5. Notice that Shoemaker completely overloocks the require-
ment that observational terms must appear in the' Ramsey-
sentence of a psychologlcal theory The way that Shoemaker ,
has it, eo o FLIT(F, .. , not only are all theoretlcal
terms repla%ed by bound va§1ables but observational terms.
are simply dropped. Hence, (1) and (2) cannot be the correct
formulations of the respective Ramsey*sentences. I am unable
to diagnose thg reason for this oversight. .

A ]
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(sC.1l) has been stated in a simplified form. Techni-
cally, the antecedent of the bicopditional should be
qualified in the following way: -"Token beliefs which
differ only with respect to the occurrence of the co-
referential terms 'a' and 'b'L,Wthh occur in referen-
tial positions, are type identical...”. This qualifi-
cation changes nothing important to the discussion and
is necessary since we will not type-identify the be-
liefs that "Bob said that 'a is F'", and "Bob said
that 'b is F'". to-

- LIS ~

¢ ~
h T

We have relied upon the simplicity of the examples
'a is F' and 'b is F' in order to formulate relatively

uncomplicated criteria for the semantic equivalence of

extensionally equivalent beliefs. The symbols 'a' and
'b' are, typically, taken to be names in the discus-
sion. However, one may also employ descriptions in
mental representations. But two representations which
differ only with respect to the occurrence of diffe-
rent descriptions should not be construed as represen-
tations which differ only with respect to the occur-
rence of coreferential terms. Russell apparently held
that descriptions have no analysis outside the context

of a elosed sentence.- Thus,

(1) The author of Waverly is Scott. -

"and, .

(2) The author of Guy Mannering is Scott
have .different analyses. The analysis for (1) .is as
follows. ) -

(1*) There is at least one ‘individual who wrote
Waverly:; and if x wrote Wayerly and y wrote
Waverly, then x=y; and Scott wrote Waverlz

In (1*) reference is made to the novel’ Waverly. 'The
analogous analy51s for (2) will make reference to the
novel Guy ‘Mannering. Thus representatiohs which differ
with respect to descriptions which are "satisfied by
the same individual” needn't be thought of as repre-
sentations which differ only w1th respect to the
occurrence of coreferential tefrms. ' ;
A similar move should be made for putatively co-

" referential "terms" like 'creature with a heart'® and

‘creature with a kidney'. For example,

(3) Every creature with a heart is F.
(4) Every creature with a kidney is F.

The appropriate analysis for (3) is as follows. o

»

-

- -




~ - (3*) (¢gx) (if x has a heart, then x is F).

The poiﬁ% here is that the amalogous analysis for ,7,
(4) will place the term 'kidney' in a referring posi- =«

tion and, hence, (3) and (4) needn't be thought of as
representations which differ only with respect to the
occurrence of coreferential terms.

AN

8. We have simplified our discussion of the concept of
the semantic equivalerice of mental states by avoiding
the problem of the equivalence of the concepts of
properties possessed by cognitive agents. However, .
it would appear that the approach suggested here to
the equivalence of concepts of natural kinds is

o generalizable to the case of properties.
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