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ABSTRACT o
:

] The central problem explored in this dissertatidn is

[~ :

the nature of rational action in social, i.e. interdependent,
contexts. The general thrust of its argumeﬁtsnis that to
fully understand the nature of interdependence we must ¢

1

r shift our focus from the overly restrictive a prior;Stic,

static and inﬁividualistié*approach to rationality o& neo-
N |

classical micro—ecqnpmfs\theory and game theory. In%tead

1
!

we must develop a dynamic ﬁodel of rational interaction
' \

{
'

reflecting the way in which the actions of a rationaﬂ&agent f

fons
|
of others) evolve jointly in an adaptive and rational\way.

- » N !
I

The two cornerstones of this exploration corresponding:
{ : N -

and the social context of his behaviour (i.e. the act

to these two senses of the term '"'rational" are the work of
2 - ~

the economist John Harsanyi and the work of the social

psychologists Thibaut and Kelly and Richard Emerson. Tde

\“
central bridge bétween the two approaches to rationality:

.explored'in this study is the notion of social power, first
as it arises in Harsanyi's general bargaining theory, and
secondly as it arises in exchange theqry.

The stance adopted towards the game-theoretic treat-
ment of interdependence is basically critical. The

\ .
analysis begins with an examination of Harsanyi}L recently

i1
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proposed theory of non-cooperative games and his so-called

”tracingvbrocéﬂure". A novel interpretation of Harsanyi's

5

.pfocedure is.used to draw out the assumptions lying Behind

his Bayesianism: 1In partichlar his provision of the

4
L} .

Bayesian reasoner with prior probabilities regarding the

2

behaviouf of his" "opponents', and the assumptiéns he makes
regarding the reasoner's "motivations". It is then shown
how the @odel fails iﬁ its avowed purp;se of providing a
formal structure admitting both a normative and.a psycho-
logicél, or positive, interpretation.

The second stage of the critique of traditional game
theory begins' with a discussion of the-explanatory_notion
of social power. To set the stage for the examination of
Harsanyi's .contribution to this discussion a detailed
critique of Goldman's recently published action—théory—.
based analysis of social power is presented. It is argued
that‘doldman's ahalysis is tgtally inadequate beeause of
his rejection of a strategic foundation for his theory.

That is, although '"social péwer” is generally considered

to be an explanatory notion, Goldman's failure to link it

up . with a normative model proves his undoing. This same
fault is shown to arise in his action theory.

This critique leads to a discusston of Haréhpyi's
game-theoretic approach to~power. It is argued that his
n-person theory of cooperative games is an inadequaie

normative foundation for that concept becausq.it fails to

AN iv
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o . . N
make threats and cqalition formation credible. Moredver,

there are a number Ff unjustified assumptions he makes in

developing the systbm of ‘equations representing the equili-
N | !

brium condittons amdng the set of coalition "agreeménts'.

On "these grounds-his theory of social power is inade-

.quate. That it.alsd fails to provide the rational agent

with any guide in eéercising his power is taken as a

4

s(igndary fault.

Finally, Emers?n's exchange-theoretic approach to
power-dependence're%ations is presented as a model of
interac}ion in keep#ﬂ@ with the second approach to ration-
ality.. It is'arguqa that although exchange theory is.an
avowedly explanatdry theo?y, it has a normative underpinning
suffic@ent to support notions like social power, and

thereby to provide a theory of rational interaction.

E
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Lhy the desires he has at that time are what they are. .In

this "procedural'" sense of the term, then, magical ritual-

istic behavior, primitive réligious behavior, and the
behavior of modern economic man in the market place are
equally "rational'". Moreover, they are equally social,
and present any general theory of behavior with the same

. 1
perplexing puzzles, -

A theory of rational interaction, then, must.confront

the interdependence of men as well as their interacting.

65

The problems besétting the theorist are enormous, of course.

Not only must the whole of the social and behayioral
sciences be sifted through for workable fingerholdg, but
the program to unify selected theories around the central
model of social man will as often as not‘méet concerted
opposition'in the more empirically-minded sciences. This

is why the enterprise is as much philosophical as it is

scientific. What is being sought is a theoretical structure

capa%le of more than experimental confirmation by a few
seleéfed phenomena. It must be capable of bridging the
gaps among-existing theories as well; It must unify;l
rather than replace. But it unifies érQEgg a normative
model of man. X

As mentioned, this dissertatiof hopés to provide a
cornerstone for that larger enterprise. In moving toward

a theory of rational interaction, it explores two general

issues in the social sciences possessing normative and

i
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ubiquitous. With only a few limiting exceptions, all of
man's actions are rational, and we are to understand them

in that light.- However, as 1 w?ll argue, there are two
:approaches to rationality in keeping wigh this general
inéight. But, at the general level, to attempt to reconéii?j
these opposing views Ly suggesting thmat man is "sometimes”:
or "in some ways' rational, is not reélly to thé point, for
what is at issue is whethéérnonmative terms such as "rational"
are to be conceived‘ds giving man contact with the domain

of tﬁeﬁetefnally true, or whether they are to be conceived

as arising ogt of and as descriptive of, his experience.

Thus conceived, thé philosophical lineage of these common
views touch upon every facet of formal philosobhy. The
history of very few philosophical issues is untouched by

the qontrast between them.

Not surprisingly, then, to venture an opinion on that
fundamental clash is ofteén to open the floodgates of criti-
cism, for there are 2000 years bf arguments on one side or
the other ready to crush the unwary. Nevertheless, this
dissertation does offer ﬁn'gpinion on this fundamental
issue. More than that, if hopes to strengthen the case
for the positions}hat man is a rational animal, ant that:
the explanatory understanding of his behavior had better
incorporate an appreciation of his rationality or something

is lacking.

In developing this thesis, I discuss two approaches
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.to rationality, both meant to defend this view. The first,
the dual—interpretation model, sees the problem as being

one of characterizing the term "rational", and then showing .

that man usually behaves in the appropriate way. The second,,

the procedural ﬁodel, sees the problem as being one of
characterizing the term "rational action", where the fécus
is already on man's behavior. According to this second
approach, then, exactly how we are to understand the term
"rational" is a function of how we understand ﬁan's actions.
The two problems go hand in hand and amount to the develop-
ment of a general theory of action. The préblem'thus viewed
is not exhausted simply by characterizi;g the nature of
rational choice in a few general and well-defined situations,
as the dual-interpretation approach might have it, because
part of the behavioral question concerns why the agent
views the s;tuation that way rather than another.

Consgquently, and ;?{hough there is appeal to a
rough characterization along the lines of 'behavior is
rational to the extent that it is optimally goal-directed",
our understanding of the terms '"behavior", andﬂ”goal”,
are ﬁs problematic as our understanding of {he term
"optimal". Such a characterization, then, can offer no
permanent solution.

Because of this sort of tension bet;eéh the dual-
.interpietation and procedural approaches all that is being

offered at this stage in-defence of the tﬁesis'that man is

a rational animal is a promissory note. If a general
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thebry of action incorporating the assumption of rationality
car be developed and proves to be a deep, interesting and
fruitful theoretical framework leading to both normative

and explanatory insight, then an interesting dialogue with
the*essentialist can take place. Of course, if such a
theory can be developed, then any strictly a priori defence
of tge thesis would have been irrelevan; anyway.

This dissertation hopes to contribute to the develop-
ment of that general theory of action. lIn particular, it
confronts one central dimension of such a theory -- the
nature of rational interaction. It pursues answers to the
fundamental question "When man interacts with man, how are
we to understand their behavior as rational?"

Note that this formulation of the problem does not
equate the general theory with a theory of conflict manage-
ment. That approach to rgtionality gnd t6 interaction is
allied with ;he dual—interpretation.model, and will be
explored énd rejected on the grounds that it denies impor-
tant intérdependencies of man upomman. That is, it denies

the inherent sociality of man's behavior. What will be

- argued is that to understand an agent's behavior in terms

of wants, values and beliefs is already to understand it as
taking place in a social context, for those parameters are
dynamic and change auring and, due to interactions with other
agénts. yTo understand an a _nt's behavior, then, is to

understand why he views Mis situation the way he does, and
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Lhy the desires he has at that time are what they are. .In
this "procedural'" sense of the term, then, magical ritual-
istic behavior, primitive religious behavior, and the
behavior of modern economic man in the market place are
equally '"rational'. Moreover, they are equally social,
and present any general theory of behavior with the same
perplexing puzzles.1 . -

A theory of rational interaction, then, must.,confront
the interdependence of men as well as their interacting.
The problems Besétting the theorist are enormous, of course.
Not only must the whole of the social and behayioral
sciences be sifted through for workable fingerholdg, but
the program to unify selected theories around the central
model of social man will as often as not meet concerted
opposition in the more empirically-minded sciences. This
is why the enterprise is as much philosophical as it is
scientific. What is being sougﬁt is a theoretical structure
cépa%le of moré than experimental confirmation by a few
seleéked phenomena. It must be capable of bridging the
gaps among 'existing theories as wellg Tt must unifyy.
rather than replace. But it unifies énggg a normative
model of man. ) :

As mentioned, this dissertatiof hopés to provide a
cornerstone for that larger enterprise. In moving toward
a theory of rational interaction, it explores two genefal

issues in the social sciences possessing normative and

n
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explanatory faces. From recent attempfs to provide a

broader foundation for economic theory comes the ‘theory of
games. From virtually every branch of the socia1<;c;ences
comes the strategic but explanatory notion of social power.

The exploration of recent approaches to these two issues is

central to the development of the general theory, for what

"I hope to show is that in both cases present construals

are inadequate, and what both problems require is an
extended model of rational interaction in keeping with a
procedural approach to rationality.

Thus; on tne‘ashes of game theory conceived as a ’
normative model with explanatory potential, and on the
resolufion of conflicting insights emodied within major
extant approgches to sociai power as an explanatory notion

with strategic overtones, I hope to- justify fhe pursuit

of an alternative approach to both. The hope is that this

-alternative will provide the beginnings of a conteptual

framework around which the unification of the.sciences of

social man can begin.

1.2. Games

Neo-classical ecomomics has clearly been the

discipline most associated with the attempt to develop an

06

explanatory theory on a {(dormative foundation.2 Of particular

concern in this study are the theoretical progeny of one

classic exploration of such a foundation, John von-Neumann's

and Oscar Morgenstern's Theori 0of Games and Economic

-



*

Behavior.3 More particularly still, I will be corcerned
with the theories proposed by the economist John Harsanyi,
perhaps the most eminent game theorist of the past twenty

years. Harsanyi is also one of the most technically-

competent theorists to have recognized and explored the
potential game theory poséesses'as a unifying framework:

in the QOCial sciences. Indeed, though his concern is
rarely with applications per se, he appears to be as con-
cerned with showing why rational people behave in accordance
with his theoretical results as he is in the mathematics

of game theory. In short, Harsanyi has been chosen because
he adopts the dual-interpretation approach to rationality
mentioned above. His primary concern is with developing a
normative model, but he is also committed to showing that

it has a psychological, or positive interpretation,4

)

Informally, a game may be conceived as a 'context of

strategic interaction"” among a set of agents. Each has

available alternative choices of action, the consequendes

of which are a joint function of the choices.of all the

agents. Parlor games such as tic-tac-toe, checkers, ‘and
chess are classic examples of games in this sense, although
the connotatioms those pastimes have of ''play" and

"enjoyable" are not to be transferred to the more technical

notion.
Moreover, there are more general sorts of interactions

also classifiable as ''games'". Agents bargaining over the

L}

selling price for a house, runners choosing racing strategies,

7




"+ of an alteTnative framework for rational interaction of the

.

[

a
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-

foundation of game theory cahnot generate the expdanatory

14

notion of power. I argue that this failure is attributable -

to the adoption of the dual-interpretation apprpach to
rationality.

I next turn to the third major altevnative, "the

‘ipteraqtionist notion that social power is not simply a

matter of one agent's abilities, but is also a function of
% : -
the other RAgent's attitudes towards what the first can do.

K

This approacﬁ‘takes power to be a fhncfion_of the ability

" of an agent to control outcémes for another and of the

alternatives there are -available to the agent. Richa;d
Emerson's notion of power-dependence relq{ions i;'presented
as an instance of this approach. But more importantly, it
is his theoryII plan to, explore as a possible basis for a

general theory of rational interaction.

The discussion of social power then can be viewed as
a bridge between the@critiqué of g eory and the dual-
interpretation model of rationali and the presentation
procedural sort:. On the\oqe hand it is a case sﬁ&dy highf

lighting the narrowness of,gaﬁe-thqgfetic modelling of

social interaction. On the other it is a case stud&_
. . ~

’exemplifying the depth of thg exéhange—théb@e;;g,approach.-

In any cage, it ié a key theofeticaL qoéion in the sotial

sciences, and a sufficiently general treatment will provide

?

part of the means for achieving a unification of the sciences.

oi man. ' \ ;
.. . [ - - ‘
3 s .



1 players will always choose a strategy such that the expected

¢ Y j -

"payoff" to tach’ agent is a speciflable value They ‘have

®

-6 - -
constant-sum games.

-

‘ Most real interactlons, of course annot be modelled
as'hav1ng this "constant sum” characteristlc Thatris,
most choice s1tuatlons pregent optlons to the agents Wwhich

. lead to mutualgx advantageous or mutuallz“dis»strous results.
These are called "variable sum", or ‘"mixed-mative" games

l t . and present the main challenge to those whose pnimary

| interest is the explanatory use of game theory. Jnter-

actions of thls sort w1ll be focused on here. Moxe

specxflcally, I explore Harsanyi s theory of games'as it

-

pertains to two types of mlxed—motive games. First, in

' : i . order to clarlfy the dﬁal -interpretation model I explore
. T o LN . :
- \\\s\§~*"“"ﬂfé\s070alled "non-cooperative' theory, which tredts

-

e ‘situa$ions where the agents cannot communicate and ‘must-
. . .. . . »'
chooke their strategies independently. Secondly, t¢ see

" ” . . ,

how this approach deals with explanatory notions, I explore

" his 'cooperative" theory which treats situations where

full communlcatlon is allowed and jointly-chosen strategies

»

‘are assumed to be admissible and, fully enforceable once

L

an agreement is reached.
. .. s, . "

I want to argue that whatever the inherent interest

ot game theory, and whatever its ability to model certain
forms of interaction, it is not suitable as the sought~for

‘foundation fof a theory of rational interaction. Of

’




particular concerd will be 'its assumptions ‘pertaining to what
each agent.kﬁows about thefsituation and the other agénts,

o A

and the limitation of the game form to being a static
reconstructive device. These arguments ahd othprs will
oceupy our attention as I try to show that alfhough game

fheory cannot form the foundation for our theory, the

reasons why  that is the case point to a réady'alternative.

~ — A}
[
- - ‘a

1.3. Social Power . ‘

The second centradld the@e of this study is the contro-
versy surrounding the explanatofy notion of "socia1~pow§r”.
‘The main issue seems to be how phe relatmonship:between
agents A anq B is to be underséood when A is said to have
"power“ over B. I wént to argue that althbugh the nation’
is e§p1anatory, it has'normafive elements.whiéh'mﬁst be
elab;;étedﬂin a theory following.tﬁe éecong, more general,
appfoach to rationalipy -—— the pfocedural approaéh._

- It has become traditional in the literature or social
power to distinghish between various "dimensions" of tbqt\
notion, dgd thése distinctions ﬁill be maintained;here.7

For example, we want to avoid confusing the amount of

" power an agent possesses and that he is capable of exer-

cising during a giiﬁg/énteractiqn.‘ We also want to

distinguish between- that by viftue of which he possesses
power, and the amount of power possessed. The forﬁer
is usually called the base.of the agéht's power: For ,

example; John Rockefeller ma& be very powerful because .




he. is Qery wegltﬁy, but the Presidént of the United étates
is poésibly just as powerfulifby‘totally different reasons.
I's ‘ The‘amounts of their power may'in some general sense be .
"equal", but the bases are totali§ different.
/ - ’ ‘This example also-réises the distinction between,
so-called "legitimate" pdwer{ or ”autho;ity”, and .other
sorts. The former is power(posseéséd byvan.i;dividual
by virtue of h;s!occuyyiné a certain. position: in a formal
social hierarchy. Pxe§idents, priests, prinpés, judges,
péliéemen, and a?my'generglgféii possess "iegitimaten

, power in this senéé,,although nongtmh& be either‘wealthb_ '
'® or physically powerful. However; :although the examination
> . of the mechanism of‘legitim%tibn is —an imgqftahi pfoblem

~3 . Co in the social sbienées,:it will not" be puisugdfgere. It

is the effects of'power that wré of-primary'eoncern,'so I.
will treat legitimation as simply ;Qotﬁer power base,
however unique and centralltothhér discussion§b
But the effecyg of sociad qower a?e‘asuvaried a§ are

. ] the theories themselves. The ability to'affect the state‘
‘ of the world, the abilipy to influence anothér aéent's

behaﬁior (or the probability of his performiﬁé some é;ecifié 4
act), the aﬁilit& to- affect ‘another agent's;”oﬁtcémes", and

the ability to create a net "force" in a region of another's,

. : . i
"life space” have~g11 received attention in recent years

-

as the focus for the effects of social power. e
3 [ 4

The last of these focal points is clearly of special -

interest to field theory, and so wil] not concern us here.
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The task of iinking field theory with other psychological >
theories will be left for another day.8 '

The oﬁhers can be looked upon as providing the three
main alternative Ebproaches to power Each will be explored.
The first represents a theory w1thout a strateglc founda-
tion; the second ;s in keeplng.w1th the'dugl—lnterpretatlon
modei; the third, I will ergue, adopts~a procedural approach’
to rationélity:9 '

The~first; power-over the state ef the world, is the

line adopted by Alvin Goldman. His concern is to formulate

a notion of social power ;theepfng with his approach to

action thebr&. _Pewer is to be related to '"ability" in the

sense that given the way the world is, the "ability" to

enact: certaln behaviors entalls the .possession of power and
vice yersa. Hls ana1y51s of soc1a1 power, then is an
.attempt to extend this fqundation to include costs and
interaction effects. 1 argue that this attempt fails.

What Goldmanjs model most cleagdy lacks is a sense‘of the
strategic dimension to social powe;. An agent has social
powef no& only when and because he is in a poeitfdn to’

ﬁanipulate, control and influence the world} but also when -

s

and becguse he is believed by othe;s to be in that position.

-For example, a 5}utish—looking man with a reputation for
‘having a terrible temper will be able to influence others
even if he is, behind the reputation, as meek as a lamb.

'On the other hand, actually having such a temper may be

worthless in a given situation if the opposite number is




BN

1

ignorant of the fact. Such an "other" does not know enough .
to be afraid of the consequences of conflict, aﬁd his |
ignorance may give him an advaqﬁage laéked by a more
knowledge;ble substitute.‘

It is for reasons such as this that the seégnd major
.approach alluded to.above might be thought to be preferable.
Treating power as the ability to influence the behavior of ~
othefs at least leaves it opeh whether that power is_b&sed,
in great teéhnological cont£01 over the state of the wqud,
.or is based in a set of beliefs shared by the interacting

. .

parti}s. This approéch is,folloﬁed'by John Harsanyi, among
others, who builds a model of social power‘on a ga%e—
theoretic analyéis of the felative costs of conflict to

the oppoéing:agenté. N £

. In exbioring Harsanyi's theory, however, I argue that
game theory is' unable to provi&e the strategic fogpda£10n
needed for a notion qf social power becadse, among other
yhings, it cannot make "tpreaté” c;eﬂible to rationai )
agents. Game-theory assumes at the oﬁtsetfthat the agents
are‘minimal}y rational ip'the sense that they will at least
not. do themseives a‘d}sservice relative to anAagreement
already'in hand. ‘But, then it must also assume that ;hey-

will net actually carry through any threat strategy intended

to, "scare" an opppnént into more hgreeable terms. No
adgitionhl posfulatéé of rationality can alter this basic
agsumption that ;ational.players, according to-gaﬁe theory;
know th;t_ﬁhreats &111 not be played. Thus, the noim?tive

-

13
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FOOTNOTES

That this position is not fully appreciated in the
social sciences is clear from a study of the essays

in Bryan Wilson's Rationality (Harper, 1970). One of
the fundamental clashes arising out of the anthropolo- |
gical topics explored there is between those who con-
strue primitive people's ritualistic modes of behavior
as somehow at odds with instrumentalistic analysis,
and those who seek a theory which sees a degree of
social ritual in all behavior, and a degree of instru-
mentalismin all ritual. The latter point of view is
entailed by the "procedural" approach to rationality,
and is endorsed here.

For a discussion of the dual function of rationality
in such theories see J. Leach, '"The Dual Function of .
Rationality" (1976).. The notion of the '"dual-
interpretation" approach to rationality is also dis-
cussed there.

ﬁohn von-Neumann, and Oscar Morgenstern, 1944 and 1947. °

The major works of Harsanyi in game theory are listed .
in the bibliography. Of particular concern in Chapters
2-4 are his 1975 papers, while Chapter 6 will focus on-
his 1959, 1962 and 1963 papers.

For an introductory discussion-of utility theory in the
context of the theory of games, see Luce and Raiffa,
Games and Decisions (1957}, especially Chapter 2.

. Ibid., Chapter 4.

For a general discussion of these distinctions see
Robert Dahl's, "The Concept of Power"” (1957), and John
Schopler's, "Social Power'" (1965).

For a discussion of the field-theoretic approach see
Cartwright and Zander's, "Power and Influence in Groups"
(1968), and French and Raven's, '"The Bases of Social
Power" (1968).

Goldman's main contribution is discussed in Chapter 5,
Harsanyi's in Chapter 6, and Emerson's -in Chapter 7.

In Hooker, Leach and McLennen, Foundations and
Applications of Decision Theory (Reidel, forthcoming).
.
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1.4. Interaction and Social Power .

S

- : The third and final focal point of this study, then,

¥

) is the presentation of what I take to be the most serious

contender as a general theoretic-framework providing a

model of rational interaction. It is not offered as
replacement for game_ theory in what game theory sets out —.

to do, since it is not a normative theory of the dual;

interpretation sort. Instead, being an explanatory theory
its normative foundation, if it has one, must be of the
procedural sort. "What I argue ig that, first of =all,

y Emerson's exchange theory has a normative foﬁndation.
Secondly, I argue that the sense of '"rationality% it offers

. construes social, interaction as rational at the very outset.

The way in which man interacts is, simply, a "rational' way,

and it-is this\sense of a natural social process being

"rational" that gives the label '"procedural' to this general

approach..
. "~ 0f. course, the interpretation of Emerson's theory
as offering a normative model encounters imﬁbrtant philoso-
~phical obstacles. First, his theory is built around a
\tbeoietical primitive referring to social-structure. The
. notion of an "éxchange relation” is not eliminable from

his theory. $im11arly, the prdperfy of "dependence" is a

' . felational property attributable to the exchange relation.

. ) ¢
How we shduld construe such a theory as offering a normative

- account of behavior is at}first glance problematic.

1
i
+
|
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Secondly, it is clear that the '"procedural'" approach
to rationality imports empirical content into the normative
theory. It cannot help but do so since, in effect, the
theory it offers is explanatbry in the first place.

’Thus,athe adoption of éhe procedural approach to
'rationality rgises the.twin spectres of a priorism an

Ed

individualism. Both must be fended off, if not defeated,

if the procedural approach is to be justified. I attempt

this in the following way.

First, I argue the plausibility of social-structu}al
primitives in explanatory theories by showing how the
usual psychological-reductionist arguments are mistaken.
Next, 1 aréuejthat normative theories must import expléna—
tory constructs since the terms of appraisal they define

always refer to theoretically construed phenomena. In

- this case, "rationality" refers to "interdependent behavior".

But the latter notion is clearly dependent on how the

best explanatory theories construe behavior and inter-
dependehce.? Finally, I.conclude that the plausibility of
‘the need for social-structural'primitiveé in explanatory

thebries reggrding social behavior, tperefore Jjustifies o

their incorporation in the normative theory as well. The

result is a prima facie case for the development of a

¥
. , normative theory built on an explanatory-theoretical-

framework incorporating a social-structural primitive.'




1.5, Plan of the Dissertation

The seqﬁehce‘in which these issﬁes are discussed is
as follows. In Chapters II through IV, I critically
examiqg Harsanyi's theory of non-cooperative games based
-én thé so-called ”tra&ing procedure'. This sectibn draws
from my previous;y published hThe Trac%ng'Procedureﬁggnd a
Theory of Rational Interaction”.10 The objective is to .
explore the dual-interpretation apﬁroach to rationality;
as weil as to criticize the“specifics'of Harsanyi's models.
Next, in Chagtér v, I examiﬁe_Goldman's theqry.of
,social power as one part of his attemﬁt to genefgze a -
general theory”bf action. The lagk of a normative foundation'
for his general theory is éhown to be a crucial failing when
it comes to providing a foundation for the notion of soqial
power. Harsanyi's theory of/éoéperative games and social
power is then discussed in Chapter VI, and I offer what I
take to be éufficieht reasons for its rejection. Although
the normative foundation is clearly preseni, the dual-
intefpretation approach cannot support the development of
explanatory notions like social power, which afe.at one
and the same time linked with normative considerations.
. Two bridges between this discussién and Emerson’s
exchange thedry are then constructed. First, in Chap‘!r‘VII,
s 1 impose sshe additional structure on the conflict among ‘

the three theories. of social power, and opt for Emerson's

approach. Secondly, in Chapter VIII, I generate general
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criticisms of game theory and counter some prima facie

objectioné to the adoption‘Bf exchange theory as a normative
model.

In Chapter IX, I present dore detail on how I see
exchange theory operating as a normative foundation for a:
dynamic theory of rational interaction. Extension of the
model thus generated into otﬁer'areas in the social sciences

is left for future work, "

18
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. Ibid., Chapter 4.
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CHAPTER 11

INTRODUCTION.TO HARSANYI'S TRACING PROCEDURE

2.1; Introduction -

The central issue confronting any theory of rational
interaction is the probiem of interdependeht choice. Put
simply, the key element of that problem is how-'rational
people behave in their dealings with one another when what
happens to them is a joint function of their individual
behaviors. Game theory, as one theory of rational inter-
action, confronts this issue head on.1

The first step in traditional game theory's treatment
of this problem is the decision to deal with one particular
"form" of interaction as paradigmatic of all interaction -
contexts of rational individuals. This éo—palled "normal
form of representation'" has proven to be Very powerful
insofar as it is capgble of generating intriguing technical
puzzles and seems to have interesting mathematical properties.
Of course, mostygame theorists claim more on behalf of the
normal form than formal elegance, for it is adyaﬂced as a

mode1l for rational interaction.?

The assumptions it embodies
regarding the notion of a rational agent, however, are very
restrictive.

The normal form is partially defined by the assumptions

which specify the structure of any context of interaction

20
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between rational agénts. These can be :.reduced to the

following'four:

1) Thgre is a fixed set of "players' whose actions
affect the outcomes and each of whose qutcome
is in turn affected by some actions of the .
others.

2) Each player-has a fixed set of strategy opfibns
among which one and only one may be chosen
that choice to be made at some fixed time.é

3) There is a fixed pattern of consequences of
possible strategic interactions among the
strategies available to the players.

4) There is a fixed utility assignment to each
consequence by each player.

On the other hand, there are equally important epistemic

assumptions which help interpret the normative meaning of the
t
* normal form:4
1) All players are known to be rational by ail
players, and all players know this.

2) All elements of the interaction structure
itemized above are known by all players, and
all players know this.

The first of these epistemic assumptions is usually
called, for obvious reasons, the '"assumption of mutual 'L'
i ) rationality". When conjoined with the second assumption
and the structural definition it gives rise to an even
. stronger assumption of much the same form called the '"trans-
parency of reasoning assumption'. In this yatter form the” "

— 3

axioms generating the normal fdrm confront game theorifwith

. its central puzzle.

: Consider a tﬁo-pérson game. 1f everything that is

- -

relevant to one player's décision—making is also known by

1 tos
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‘his "opponent"” and both are rational in the very same way,

then the result of each player's reasohing including the
ling 1

choice he is about to make is public knowlédge. But the

result of an. opponent's reasoning s, one might expect from
. ‘ Q

thg therdependency, either information which a rational

player requires before he starts his own reasoning, or else

it is information which, once ''received'", will in general

drive him into a new round of reasoning incorporating this
.new information in some way. Now the former is clearly, not
the case since if waiting for the results of an opponent's

>

reasoning were rational, then in general all players in a

N -

game of the normal form would Be forever waiting. Therefore,

we mu&t assume that it is rational to take the results of

an opponent's reasoning into accoﬁnt in an Lférative calcu-
lation of some sort. However, the conclusion of any round
of reasoﬂing,by any p}ayer will merely‘start his opponept
off on another cycle,‘and we are into the familiar "I think/
he thinks" reciprocél~reasoning:regress.

0% course some sorts of "Hormal games'" are such that
this reciprocal—reasoning regress does not get vicidqs. In
general this will be the case whenever the game is such that :
the pléyers'_choices at some iteration ih the regress just

so happen to '"'mesh'' with one another in such a way that their

being made public does not alter agyoné's decision. .Two-

"person zero-sum games, for example, fre "solved" in this

way by the trick of ‘each player ”ratioﬂally" choosing a mixed

) . i




e

TR AR 2RI SAT e P TW P LGS S 3 g o

23

-~

»

strategy of just that sort that his opponent is unable to
counter with any alternative strategy which will do anything
to imprdve hié payoff.5 On the other hand, some variable-
sum games just happen to have '"obvious" strayegy choices
which are in some sense to the '"mutual advantage' of all
players, and so have the_impoftant proberty that wefe<each
player to announce his ihtention none of his opponents would

.

wish to alter his choice of strategy. Such obvious equil-

ibrium points are clearly paradigms for the sorts of solutions
which game theory is committed to devising.

In gehéral, however, the t;ansparency of reasoning
assumption and the restrictive normal form of representation

have together confronted game theory with an apparegntly

insoluble problem: Either we show that this reciprocal
reasoning regress will somehow end for all games or else we
must come up with a whole bagful of "tricks" of the sort.
introduced for two-person zero-sum games. Since neither of
. these approaches'has so far been Euccessful, traditional,
game theory has up to now appeéfed as a patchy collection of
partial ahAswers, and the normal form has been a technically
intriguiné but philosophicélly frustrating foundation for a

normative theory of interaction. Of course, the option is

always ava;lable of dropping one or_Roth of the consfraints

on th normal form and developing another paradigm for
rational interaction. As if happens, this course is being

followed by an increasing number of theorists in recent
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yeafs.6 The'mgjor exception to this trend, however, is -

- v

perhaps the most eminent game theorist of the past two
decades, John Harsanyi.7

In recent papers8 Harsanyi has proposed a very sophis-
ticated reasoning algorithm which he claims defines a ''solu-

tion" for all n-person non-cooperative games. Taken

_together with his work in cooperative game theory (see

Chapter 6), what he is in effect offering us is a complete

5

Bayesian theory of games.

1

Anyone who takes the quest for a theory of rational
' 'Y

interaction seriously cannot fail to be impressed by Harsanyi‘s

program and the importance of his work were it to succeed.

On the other hand, it is my firm belief that this most recent
k4

proposal of Harsanyi's places game theory squarely at the

‘crossroads. Should it, too, prove to be a failure we would,

I think, be well advised to abandon traditional game theory
and begin to look much more seriously at the alternatives
which are beginning to ‘surface.

It is one of the theses of thié dissertation that,
regretably, Harsanyi's program has failed and with it should
be interred traditional game theory, the normal form of
representation,9 and the éssumption of the transparency of
reasoning. This general thesis will be discussed in

Chapter VIII. . '
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2.2. The Tracing Procedure and Bayesian Game Theory

; It has been argued above that for traditional game

theory the problem of interdependent choice takes the form
of the reciprocal-reasoning regress. As might be expected,

. the usual Bayesfan analysis of this regress (hereafter
called the ''maive'" Bayesian approachlo)vis to assume that at
the outset the players each assign subjective prior probabi-
lities to the strategy options_of their opponents. fhe
regéess proceeds with repeated calculations of "best replies',

ﬂ—/
that is, those strategy responses which, given the opponents’

- A Sl e e SRR sl
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dhoiées, will maximize that player's expected payoff.

g W

Unfortunately for naive Bayesians, two problems pré—

% vent fhis approach from succeeding. First, unless the
) .
§ prior probabilities’ on which each player begins his analysis
g L
§ "% of the game are objective, the results of even the first
r
{

best-reply-calculation cannot be public knowledge. This
does not mean that the various players' reasonings cannot
converge to the same point, but it does make the job of

showing not just that they do, but that they will always

converge next to impossible, and given the Qgproach it is
”convergenc?” which allows each player to stép the regress.
Secondly, even if objective priors could be defined, fo; °T
most games and many prior probability assignments this form

of iterative reasoning does not converge to an equilibrium

set of strategies anyway, and so cannot define a general

solution concept.

. -..«m.@;g_!_u,_‘.,."‘”‘.‘_,, L R R e PR St
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A game T can be characterized by a vector

K. K 1 K
1

1 1 ) )
U = (ul,i..u ,uz,...,uz,...,un,...,uN)

whose components are the payoffs to each of the n players
for each of the K pure strategy n-tuples. (This vector is
equivalent to the matrix normal form.)

+
Lgtting all games of a given size be represented by
the symbol,(g(n;kl,...,H;), we define the term almost all
in the féllowing way. We say thé‘stafement 9 is true for
almost all games if for alllé;, the set of re/f for which 5
is false is a set of meagﬁ}e zero relative to the dimension-

ality oﬁxﬁ.

Finally, a strategy sz is a best reply for player <

to a given (n-1)-tuple §L if:

ui(s:,si) > ui(ri,si) for all rieSi.

30
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with a viable resolution of the regress,12

Before proceeding to-a more detajiled diécuésion of

v Hars;nyi's work a brief word on "interpretations'" is in
order. The normal form of representation is in effect L,
formal mathematical structure requiring some sort of seman-
tical ”intérpretation”, or model. The usual model is the

normative interpretation from gape theory: the plavers are

taken to be ideally rational agents, and the context of

Y
H
3
i

interaction is purely hypothetical, i.e. is not assumed to
model any actual contéxt of interaction. Harsanyi, however,
is not content with this very stegile conception of thé
meaning of the theorems of game theory. Although he recog-
nizes that the normal form was generated with that sort of-

model in mind he is equally concerned with generating a

psychological or positive interpretation for the normal form

and the theorems he proves about it. In other words, the
stepé in his tracing procedure, as with the other solution
concepts he generates, must be acceptable as a model of a
least some actual human reasoning processes, or else he will
view the result as inadequate. It is this concern that
leads to the labelling of his approach as the '"dual-

interpretation" model. I will be' concerned with both aspécts

of his theory, but the central thrust of the critique will

be that his game theory cannot function as the} foundation

for a general theory of rational interaction.
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2.3. Preliminary Definitions

Before proceeding to a discussion of the t?acing
L}
procedure there are a number of symbols which must be defined.
With the exception‘of a few simplifications, the symbolism

. is Harsanyi's. However, I will duplicate only those of his

definitions which our purposés demand.

.

n = number of players
A = the labehhfof the {th player (i.e. { = 1,2 ni
K{ = the number of pure strategies available to th
{ith player
‘ a; the kth pure strategy of player 4
Y N
n
3 K = 421 Ki = the number of possible pure strategy n-tuples
bh ‘= the kth pure strategy n-tuple (the order is arbitrary)
‘ 1<k<K
‘ k k ' .
i s; = the probability of player 4 playlng a; (15h5Ki) in
a given mixed strategy
s. = (s% sg sKi) = the (mixed strategy) probability
i S8y
vec%or for player 4 (i.e. all SE are >0 and iliand
: - KL |
: I sk = 1) ,
E - c
Ki .
_ . k ok g .
. SL = {SL.Vk (1fh5KLDSLiO) (z Si—l)}

. : k=1

= the 4th player's strategy space (a Simplex of
Ki-l dimensions)
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N
. 3 .
§ =85;X §2 X...X §:X...X S, = the collective strategy
space {a convex and compact polyhedron of
n .
(I Ki) - n dimensions)
i=1
'§i = (51'52""'SL—1'Si+1""’Sn) = the collective strategy
opposing player 4 '
SL = Sl X S2 X...X Si.-l X Sj'+1 X‘X Sn = tpe collective
strategy space opposing player 4
ni = player 4i's subjective ("estimated'") probability
distribution across the (n-1) other players' (K/Ki)
possible pure strategy (n-l)-tuples
I = the "estimated' probability distribution aeross all n

players K possible pure strategy n-tuples (I is a func-
tion of the parameter '{', see bdlow)

p = the prior probability distribution across the K
possible pure strategy n-tuples

p; = the prior probability distribution across the (K/K;)

possible pure strategy (n-1)- -tuples of pure strategy
combinations of the players opposing player 4

-

Ty

Q(s;) = f s§'> 0} = the carrier of s
S
Q(S) LJ Q (s;) .= the carrier of the n-tuple s

i=1

u%_ the payoff to player { when the players select the -
pure strategy n-tuple b
Ujjs) = payoff to player § when each player 4 (1<i<n) plays Si

t = a pParameter (0<t<1) with the pre-systematic character
of "time into the solution (i.e. 'reasoning') procedure"
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A game T can be characterized by a vector
. K 1

1
Ug, vy lUgs iUy, .,

_ 1 K
U = (ul,.‘..u1 N)
whose componeﬁts are the payoffs to each of the n piayers
for each of the K pure strategy n-tuples. (This vector is

equivalent to the matrix normal form.)
4

Lgtting all games of a given size be represented by
the symbolxﬁ(n;kl,”.,ﬂz), we define the term almost all
in the fﬁllowing way. We say the‘stafement 9 is true for
almost all games if for alllé%, the set of re/J for which‘a
is false is a set of meagﬁ}e zero relative to the dimension-
ality of',é.

Finally, a strategy sz is a best reply for player <

to a given (n-1)-tuple §L if:

ui(sz,si) > ui(ri,si) for all rieSi.
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* FOOTNOTES

&

Throughout this essay I want to distinguish between
""game theory'" proper, and the class of theories whose
subject matter is the interaction of rational agents.
Included in the latter sort of theory would by dynami-
cal considerations and interdependencies untouched by
traditional game theory. It is one of the theses of
this dissertation that the problem of interdependent
choice must be posed within the context of the more
general approach to rational behavior. The approach
to 'rationality it embodies, of course, is the
"procedural' rather than the "dual-interpretation’.

‘A possible exception to this generalization is Anatol

Rapoport who has long maintained a rather unique
position with regard to game theory. He views the
theory itself as a branch of mathematics, and takes it
to be stimulating and uncontroversial. On the other
hand, the prescriptive use of game theory is, he
thinks, unwarranted, and in need of drastic revision.
(See, for exampl®€®, his (1966), (1970), and his contri-
butions in his (1974).)

The very notion of ''strategy'" is, of course, very
specifically defined. If construed in its strict’
sense it entails that a full "life plan"".is being
selected at every choice junction. Of course, in any
particular case an agent's options may differ only in
very restricted ways, and so we may safely characterize
each strategy simply by the ways in which it differs
from its alternatives.

Assumptions regarding ''states of knowledge'" are not,
strictly speaking, either "formal" or '""normative',

but rather, border on the "psychological'". However,
the usual way of expressing the normative interpreta-
tidn of the normal ‘“form is in terms of the '"rational
agent"” and what he knows, believes and values. This
is the standard albeit regretably sloppy way of speak-
ing about the axioms of utility and probability theory.
I will continue this practice, and use this '"semi-
psychological" model as representing the normative
interpretation of game theory. The reader should note,
however, that the so-called "rational agent'" is not

‘'subject to any broader sorts of psychological
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considerations than those covered by the axioms of
utility theory, probability theory, and game theory, .
and that the provision of a positive interpretation
for the model must involve more than these rudimentary
descriptions.

In general, selecting a randomized strategy is one

way theories based on the normal form have of blocking
information from reaching an opponent. However,

this blockage is purchased at the price of admitting
there is no purely 'rational'” choice among the pure
strategy options.

Foremost among these mavericks has been Thomas Schelling,
who was one of the first theorists to call for a
"reorientation'" of game theory. (See his The Strategy
of Conflict (1960).) Nigel Howard also falls into

this camp, with his '""meta'-game theory offering a
provocative alternative to the normal form. (See his
The Paradoxes of Rationality (1971).) David Gauthier
alsa.fits this description. (See his ''Reason and
Maximization' (1975).) )

Harsanyi's contribution to the theory of games is
unquestionable. Many, though by no means all, of his
important papers in this field are listed in the
Bibliography. In particular, see his (1961), his
(1966b), and Chapter VI of this dissertation.

See Harsanyi's papers on the Tracing Procedure (1975a),
(1975b), and (1975c). Copies of (1975a) and (1975b)
were distributed at the Fifth International Congress

of Logic, Methodology and Philosophy of Science held

at The University of Western Ontario, London, Ontario,
August, 1975. The content of these two papers has also
been published in (1975c). Page references will be to
the earlier papers. .

The "formalist approach'" will often refer to this
dependence of game theory on the normal form of
representation. More generally, I take that term

to cover any approach to normative matters having the
following two properties: First, it accepts a fixed,
formal axiomatic structure as its theoretic foundation.
Secondly, it contends that normative notions are
derived from this purely structural (non-empirical)
framework by way of a semantical interpretation. Thus,
within utility theory the’usual interpretation of the
axioms is such that the normatively '"rational'" choice
is that which maximizes expected utility. '"Formaliza-
tion" per se is,of course, not the problem so much as
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the way in which the formal structure is generated

and altered. Insight into normative issues comes less
from fiddling around with axioms than from studying

the sciences of man, and it is this that the formalists
have forgotten. More particularly, the '"procedural"
approach to rationality is clearly at odds with the
formalist approach, as the insights it embodies must
come from explanatory theories. =~

10. Of course, no one who calls himself a '"Bayesian' ever
advances this naive analysis., What I intend by this
label is simply that the analysis is in keeping with
the fundamental Bayesian approach in decision theory.

11. What Harsanyi has told us, however, is sufficient to
permit a pretty good guess as to what he has in mind.
See Chapter 1V, section 4.2.3.3.

12, The notion of a '"filter" is borrowed frqom information
F theory where its meaning is roughly '"any device whose
. input and output can be considered to be 'information',
! and where the output at a given time is some function
: of past inputs'. ’

v o et
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CHAPTER III

"HARSANYI'S TRACING PROCEDURE

0 3.1. Introduction
This chapter examines two alternative ways of presentiné
Harsanyi's tracing procedure for both his linear and loga-
rithmic models. One is Harsanyi's, the other is mine. I
then proceed to a detailed discussion of ' how these pfocedures
deal with a very simple form of two-person game. In Chapter

IV, I undertake a critique of the approach.

3.2. The Linear Tracing Procedure (LTP)

fans
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3.2.1. Non-Technical Overview

Harsanyi's linear tracing procedure is an algorithm
which implicitly defines a solution concept for ""almost all"”

n-person non-cooperative games. The essence of the proce-

dure is the '"tracing-out'" of a path in an algebraic space
based on the game of concern, T, from a point uniquely

. determined by the specification of the prior probability
distribution, p, to a point in the space corresponding to an
equilibrium point of I'. When the equilibrium point selected

out by the tracing is unique, which is the case fior aihost

all games and almost all prior probability distributions,

34
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it is the "solution'" for the game.

There are two equivalent ways of representing the
actual tracing procedure; they differ primarilf in the
definition of the algebraic space within which the '"tracing"
takes place. Harsanyi's ve;sion (Version 1) defines a space

based on ‘an infinite family of games {rt},‘OEIEI, each

closely related to the game of concern (T). The two most

important characteristics of this family of games are,
first, that any equilibrium point of FO is a collective best
reply to the prior probability distribution, and secondly,
that rl is idenfical to I', and so all equilibrium ggints of
Fl are equilibrium points of I'. In this version the tracing
occurs in a space defined around the equilibrium points of
the game§ {Ft}. Any parficular "trace'" follows the path
connecting the point corresponding to the equilibrium point
of ro (given the prior) through intermediate points corres-
ponding to the equilibrium points for the intermediate
members of the family of games, through to a point corres-
ponding {o the equilibrium point for the game Fl, that is,
I' The equilibrium point corresponding to the end point of
the traced path is then dubbed the '"solution" of the game.
The second version of the linear tracing procedure
(Version II) is only hinted at by Harsanyi. I have developed
it in detail in order to emphasize its connection with the

naive Bayesian reasoning model. It traces out pathways in

the actual collective strategy space for the game rather

4
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sets.

Such a branching =« may be conveniently described by
the symbol: ’
3121 o1
! - - v +1 E
(3.3) « = (313,54 g g7 Tl
£2%+1 0%,
where aé and «% are .different equilibrium points of the
1 2 , i '
game. '
3.2.4. A Final Word on Version II '

There is another revealing way of viewing this
interpretation of the.LTP. The players may be looked upon as
a mountain climbing tea;’with a goal of "climbing" a rather
convoluted terrain to the highest point possible given their

<

starting po;pt and governed by the following two constraints.

v

First, they must take only infinitesimal "steps'. Second,

those steps must be in the direbtio@ of maximal slope upwards.

To decide which direction thit is, each player must couﬁute
the direction in the terrain of his "best reply" (the maximal
- x

slope as he sees it), and the teanm as a whole non-cooperatively

combines these "suggestions" into a collective decision.

For most steps a player will "suggest'" the same direc

— as ;t the previous ;tep, and so the team as a whole
in a straight ;}ne; However, at some points in the climb
(i.e. switchin pointﬁ), a player will alter his é;timate of
the best direction and therefore the team modifies its
assessment of the optimal direction of ascent.

Given the details of the LTP (which ip effect defines

-
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3.2.2. LTP Version I

Harsanyi's presentation of the_linear tracing
procedure as applied to a game I' with payoff vector

U=(u1,u2,...,un) begins by considering a one-parameter

b4

family of games {Ft}, 0<Z<1, where each game I'" has the

following characteristics:
1) For every game Ft-each player { has the same
strategy space SL as in T.
1

2) The payoff function for each player { in game T
. is given by:

(3.1) VL(SL,SL;p,»t) = /tu'('_(sj',sl(:) + (1-%) u,(',(s.('_’p,i_)*

As discussed above, Fl =T, while FO is a game in which each
player's payoff is a function only of his choice of strategy
- L 4

and the prior probability distribution, not the other

players' strategies. The set of '"best replies" in,ro is,

0

therefore, an equilibrium point in I'” and happens to coin-

cide with the set of best replies in T to the priors, p.

I

In T, however, these particular strategies would ﬁot usyally

be in equilibrium.

Now, letting Et be the set of equilibrium points in

game rt (for_a given prior p), Harsanyi shows that the set
of points P = {x:x=(4,s) A 2e{0,1] A seEt} is almost always
a family of one-dimensional, piece-wise algebraic curves,
?%éblinear tracing procedure consists in'following these
"paths" in P, .starting at (O,S*) where s* is the equilibrium

point of FO. (It is almost always unique for a given p.)




: ) Such paths in P always exist and (for a given p) almost

i . :
always lead to a unique point (l,s**). The point s** is

always an equilibrium point of T ‘and, where the point (1,s**)

* %

is unique, s may be called the 'solution" of the game T.

-

3.2.3. LTP Version II

The interpretation of the LTP to be outlined in this
section views it as a sophisticated modification of the naive
Bayesian -approach to the reciprocal-reasoning regress. The

iterative nature of that regress, that is, the "I think...,

but then he thinks,..., so I should think...", etc. inner
i dialogue accompanying the reasoning, is adopted with' one
crucial change. In response to his '"'realizing'" that his

opponents have '"discovered'" his mixed-strategy prior, or

e e Y

some subsequent best reply, and have computed their best
replies, a rational player does not assume for the purposes
of calculation that fhey will be dispoéed to ELEX those newly
computed best replies. This is the naive assumpfion which

leads to non-convergence of the regress. To be sure, the

rational response is to assume that with their new ''discovery"
they, the opposition, will have individually altered in some

way theifr assumptions of what you, one of their rational

opponents, are disposed to play, and will have computed their
. best replies to this new estimate. This is what gi;es rise

to the iterative character of the tracing proced&?e. The

key to the LTP is that the single-iteration-change in any

player's assumption regarding any of his oppohents' strategic
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dispositions is infinitesimal. The rational response to

realizing an opponent has compﬁted;his best reply at some \ ’-\
level of the regress is to make one's estimate of that

opponent's strategic disposition a bit closer to that best

~__"

reply, but only a bit. Exactly how this iterative modifica-

tion of a rational estfmate of an opponent's strategic

disposition works will now be discussed.

The vertices of the polyhedron S, the collective
strategy space, represén; pure strategy n-tuples, bl:bz,...,
b,. For almost all points se3 player {'s best reply to EL
(his opponents' part of s) is a pure strategy-since maximi-
zation of expected utility under conditions of certa;nty

will almost always prescribe the playing of a unique pure

‘ '
strategy. Consequently, the collective best reply to almost

}
¢
!
!
i
:
5
¥

all seS, is some vertex of the space S. The fundamental

faiapre of the-naive Bayesian approach to the reciprocal-
& .

reasoning regress is that the collective best reply to the
prior probability distribution considered as a set of mixed
strategies is not always an equilibrium Joint. Looking
closer we can see why this is so. |

The naive approach fails whenever the one-dimensional
line segment joining the prior p to its collective best
reply vertex bV contains points to which bv is not the
collective best réply. Tall this line'segment =,
first point along 3 where the collective best rebly "switches"
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from bv to some other vertex bi may be called a switching
point. Call this switching point Wy and call the truncated
version of <9 31. The locus of all switching points for
all séS defines a set of switching '"curves" in S. These

-~

curves partition S into sets of points, Sh' called '"collec- -

tive stability sets'". These are such that the collective
best reply to all members of a given set Sk is the pure
strategy n-tuple represented by the vertex bk' The switching
curves themselves are in effect the intersections of two or
%bre stability sets. (They are also subsets of S of measure
zero.) This heans that associated with almost all sWitching‘
points are Eﬁg collective best replies. In the example,.if
we assume that p is not a switching point, these two collective
best replies ﬁay be considered as the "old" vertex bv’
associated with the points on 31 (the "incoming' segment of
ml) and the ''new' vertex bi associated with an-"outgoing" -
line segment T
Version II of the LTP may now be described. Given the
objective prior probability distribution of each agent
across his pure strategy options, an (almost aiways unique)
path % is definéd Jjoining p to its collective best-reply
vertex bv' lThe LTP reasqQning iteration described above is
such that each player iteratively reésons his way along =1
until either the ehd point bv is reached, in which case it.is

an equilibrium point and is the "solution" of the game, or

until a"switching curve is encountered. This would occur at

’




PR

" e e o g TTRTLEA >

some switching point which we may label LOE At Wy another

-

(almost always qnique) line segment D) will be defined
1 The LTP now pre-

joining Wy to its best reply vertex bv"
5 scribes that the players follow =5 until either its end
point bi is reached, or until another switching cufve ié,
encountered. If the latter obtains the breceding steps
\\\\\\\gzg/Le’ﬁé repeated. Since this interpretation of the LTP is
matheﬁatically equivalent to Version I it will select a
uniqhe equilibrium point for almost all games and‘almost all
initial prior probability distribﬁtiops p. In short, for
a given game T and é given prior p following the pathway

o = {

;1"“2""’¢E} almost always defines an equilibrium
solution.

Four points need to be mentioned. First, ft can bé
shown that in reasoning his way along « employing the itera-
tive procedure described above, each player 4 computes his
best reply in response to an '"estimate" of thé other players'

strategic dispositions. given by the formula:\

(3.2) n, =25, +(1-1) p,

whgré Ez is the set of his opponenfs’ best replies to their
estimates Hj’ j#4. -The parameter & is, of course, the same
pgrameter Harsanyi employed'in defining the family of games
{Tt} in Version I. Its funétion in this version of the LTP

may be viewed as‘parametricizing the path = -- roughly

M » 3 o« « . <
speaking it is a non-linear measure of ''distance along «




2

B ik Sty o e et il

Lol e O Y, Yy

B e N
SN TN G e L e vy 1 AU e vl R T R B aad ot ot i AN NS RPN

42
. .
from the starting point". The pathway « is, in fact, the
locus of points 7(t) for 0<t<1.
% Secondlj, the naive Bayesian approach discussed aﬁbve
is successful whenever « = =1 i.e. whenever « is such that

it crosses no switching curves for the g r. Each stable

equilibrium point for T, then, can be seen to
»

with it a set of priors for which the naive apprdsch succeeds.

ave associated

Thirdly, given some prior probability distribu
L,/And hence some unique pathway «" (say), any switching pount
for =" corresponds to a particular probability Jéstimate”,
n(t ), against which some player { 1is indi}ferent between
’fﬁgggi)more Qestlreply strategies. Typically, however, all
but.one of these besf rep{ies ceases to be a best reply for
player 4 to ni(t) fgr t>tq. For this reason and although
the set of collective best replies to n(tq) is not a single-
ton, we may safely kreat « in the neighborhood of H(tq) as
simply a combination of an incoming segment for t<tq, and an
outgoing segment for t>tq.(

- FLnallyf corresponding to those games and those priors
for wh;ch the linear tracing procedure doés not pick out a
unique.equilibrium point there are paths « which at some
point H(tq) branch into two or more outgoing segments for
t>tq, each branch corresponding to a "stable" col{ectiveu
ﬁest reply. We may call such points ”sfhgular" pofnts. ‘This
happens when n(tq) lies on two or more swdtching curves and

.

so is a boundary pdint of three or more colleétivé’stability

'

N ]
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If ¢ = 0 these games are the same as the games of the origi-
nal family {Ft}. But for any ¢ > O these ''starred" games
are quite different from their counterparts, and have the
very special property that for £ < 1 each rﬁ has only one
equilibrium point. Moreover, each player's strategy at that
equilibrium point is a fully mixed strategy.

Without going into the finer points of Harsanyi's
1

+ be the set

proofs, what he has shown is that if we let E

of equilibrium points of rf, the set of points:
(3.5) P* = {x:x=(%£,8) ~ €[0,1] » seED)

is always a family of one-dimension, fully algebraic curves.
From the definition of {Ff} given above it is clear that
as € + 0 the curves in p* converge towards.curves or parts
of curves in P, the corresponding set in the LTP. More
particularly, any path in P (for a given prior) which does

not branch turns out to be the 1limit curve for some series

of curves from P’.K for different values of e approaching zero
(and given that same pfior). The LoTP defines the equili-

brium point of that 1limit curve,6 as the "solution'" to the

‘'game given that prior.

It is for those paths in P which do branch that the
LoTP was designed. Because of the properties of the-éames
{Ff} and the derivative properties of 'the family of curves

P*, the limit curve corresponding to a path in P with two or

more branches always picks out only one branch. The LoTP
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.how the team reaches its collective decision regarding the
direction of optimal ascent) the team is almost always
éuaranteed to follow a unique path from its starting point

(that is, the prior probability distribution) to a point

in the terrain which has the character of a "local maximum'.
~The local maximum is sﬁcb that for all playeré it is the
highest point in its neighborhood and so no further "direc-
tion of ascent" can be defined. When this happens the team
has‘%n}ved” the hountain,'and has reached a point correspon-
ding to an equilibrium point of %he game.1

»

3.3. The Logarithmic Tracing;Procedufe (LéTP}
: <.

3.3.1. Non-Technical Overview

B We have seen that the linear tracing procedure is
egsentiallx‘a method for defining a famiiy 9f paths in an
abstract space of some sort based in some way on the
strategy space and payoff vector for the game. Correspon-
ding to almost all.prior probability distributions is some
unique member of this family of paths leading to a unique
eduilibriﬁm‘point of the game called fhe "solution" of the
gamé€ giveh that prior. Only when the specification of the
prior doés not pick out a unique patﬁ, or when the selected
path "branches" at some point so more than one equilibrium

point is reachable does the LTP not define a solution.

The Loéarithmic Tracihg Procedure (LoTP) ié essentially

a method for defininb other closely related families of paths
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W
in the same abstract spaces as the two versions of the LTP.
The main feature of these new families is that no path has
any branches. Consequently, a-unique path and a unique
equilibrium solution is always chosen by thé specification
of the prior probability distribution p.

Brahches in the paths defined by either Version I or
Version II of the LTP occur whenever some player has two
or more '"equally desirable' best replies, where '"equally
desirable” includes some consideration of the "stability"
of thé best reply. 1In Version I this stability requirement
is satisfied whenever some small subset of the family of
games {ft} defined in the neighborhood of some particular
gamel‘zq for t>tq all have two or more equilibrium points in
cbmmon. In Version 11 this is the case whenever some player
ca;\wespbnd to his "estimate" of what his opponents might
play with two or more best replies each having the following
additional property: It must continue to be a best feply
after his opponents have taken whichever one he selects into
dccount in their "estimates".

Points in the'resbective abstract space at which
either wort of branching occurs may be called "singular
points" for that version of the LTP. The LoTP is defined
so that all paths avoid such singhlar points. This is
accomplished by the straightforward strategy of ensuring that .
no player can ever ﬁave two best replies, let alone two best

replies satisfying the "stability" requirement. This in
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turn is accomplished by ensuring that only a fully mixed
strategy can be a best reply. How this is done, and why

it has the desired effect cannot be discussed without going

into considerable téchnical.detail, and so will be avoided
in this introduction.

In general terms, then, the overail effect of the LoTP
is the "smoothing'" of the paths defined by either version
of the LTP. The most important "smoothing" takes place ip
the neighborhood of those points where two or more collective
best replies can be defined. This maneuver just so happens
to avoid\”singular points" and "branching", and so defines
a unique equilibrium "solution" for all n-person non-
{ cooperative games given some prior probability distribution.

As before, the non-technical reader may wish on a

first reading to skip over the technical presentation which
follows, and proceed to an examination of the illustrative

example discussed below.

3.3.2. LoTP Version 1

In his presentation of the LoTP Harsanyi introduces

a second family of games {Ff} with player 4{'s payoff vector

in game ff defined by the equation:

(3.4) vZ(si,

_ Kil b
ui(si,pi)+ e I log s;

Si;pieyt)=t ui(s‘(‘.)si)*‘(l_t)

“ k=1
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If ¢ = 0 these games are the same as the games of the origi-
nal family {Ft}. But for any € > 0 these "starred" games
are quite different from their counterparts, and have the
very special property that for £t < 1 each Fﬁ has only one
equilibrium point. Moreover, each player's strategy at that
equilibrium point is a fully mixed strategy.

Without going into the finer points of Harsanyi's

z

proofs, what he has shown is that if we let E be the set

of equilibrium points of Ff, the set of points:

(3.5) P* = {x:x=(%,s) ~ €[0,1] » scEL}

is always a family of one-dimension, fully algebraic curves.
From the definition of {Ff} given above it is clear that
as € » 0 the curves in P* converge towards.curves or parts
of curves in P, the corresponding set in the LTP. More
particularly, any path in P (for a given prior) which does

not branch turns out to be the limit curve for some series

*
of curves from P for different values of e approaching zero
(and given that same pfior). The LoTP defines the equili-

brium point of that limit curve, as the "solution” to the

‘game given that prior.

It is for those paths in P which do branch that the
LoTP was designed. Because of the properties of the~§;mes
{rf} and the derivative properties of ‘the family of curves
P*, the limit curve corresponding to a path in P witﬁ'two or

more branches always picks out only one branch. The LoTP

47
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"legitimates'" that branch, and selects igs end point as the
"solution"” for the game given that prior.

In this version, then, the LoTP in effect defines P*
to be smoothed versions of the family of curves P. These
smoothed curves have the kéy property that they do not
branch. By carrying this property back into the set P by
mathematical manipulation, unique equilibrium points can

be selected for every prior and every game, branching or no.

3.3.3. LoTP Version II

This version of the LOTP treats it as a method for
smoothing the family of pathways {=} in the neighborhood of
the switching curves. To be absolutely precise, of course,
the smoothing is carried out everywhere in S, but the only
place where sucﬁ smoothing is necessary is in the neighbor-
hood of the switching curves ﬁhere some player's best reply
changes from one pure strategy to another as NI(%) passes
from one side of the switching curve twvthe other. We may
call the family of '"smoothed" pathways {=*}.

Corresponding to the family of smoothed pathways is a
modified version of the old estimator function n(L). The
exact form &f this modified estimator function n*(t,e) is
very complicated and need mot concern us here. The two key
effects of the modification, however, are plain enough.
First, there are no longer any such things as switching

5

curves. In place of each distinct curve where two best

replies‘are defined for some player there are now ''switching
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neighborhoods™ through which that player gradually replaces
one best reply by the other. He does this by moving through

intermediate best-reply strategies which are mixtures of the:r

two as nz passes from one side of the old curve to the other.
Secondly, the modification ensures that for no value of <1
will any player consider a pufe strategy to be a best reply.
For estimates Hz far away from any of player 4's dld switch-
ing curves, his computed best rebly is arbitrarily close to
the o0ld pure-strategy best reply -- exactly how close being
a function of the estimator parameter ¢. However, for
estimates Hz close to an old switching curve, player i's
best reply will be a mixed strategy intermediate between the
two pure-strategy best replies corresponding to that old

switching curve.

The overall effect of these changes is that in the

neighborhood of the old switching curves the pathways {«}

are smoothed so as to have a continuous derivative. More
importantly, since the smoothed pathways have no sudden
changes in direction no branching of the sort which plagued
the LTP can occur.

Similarly to what the LoTP Version I did for branching
curves in P, this interpretation of the LoTP takes any

branching pathﬁhy from {«} and "legitimates" that branch

which corresponds to part of the limit pathway for ¢ » O of
the correspong}ng member of {=*}. Unique legitimated path-

ways are always thereby defined for all priors and all games,
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and the endpoints of those pathways are the same equilibrium

PR

points selected by Version I as the "solution" to the game

given that particular prior.

3.4. An Example

3.4.1. Non-~Technical Ovefview,

One of the most simple and yet most important forms

AY

of two-person non-cooperative games studied in the game

theory literature is that whose normal form is represent-

able by the game matrix of Figure 3.1. In any game of this
form there are two players each having two strategy options.
The context of interaction is defined to be such that given

a choice by either player the rational choice by the other

is unique and is in equilibrium with the given strategy of
‘ his opponent. In the absence of sgch information neither

player has an obviously preferred strategy.

This class of game§ present non-cooperative theory with
a particularly recalcitrant problem. What is the rational
‘ course of action when the players must choose simultaneously
and yet are not in ‘'a position to co-ordinate their choices
s0 as to avoid the mutually disastrous off-diagnoal payoffs?

Early attempts to define solutions for games of this

sort tried to justify a particular choice by the individual

players by arguing for the superiority of one of the two

-

eq?;librium outcomes. It is clear, for example, that if

«>y and 8>8 both players prefer the outcome (x,B) to the




Figure 3.1. A Set of Games
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X

outcome (v,8). It would seem rational, then,4to assume
that (=,B) is in some sense the "target" for both players.
Under this assumption about the other player the choice of
the equilibrium strategies ai and aé could‘easily be justi-
fied, and the "solution'" to the game thereby defined.
Whatever the merits of this approach, there are classes
of games with values for «,8,y and § which block the analy-
sis. One of the most famous of these is the so—caliéd
"Battle of the Sexes' game in which neither of the diagonal

equilibrium points is jointly preferred. The standard

interpretation is something like the following. The players

are husband and wife, and the context is the mutual selec-

tion of the eveniﬁg's entertainment out of two competitors
-- a boxing match and the ballet. By the rules of the game
or by some contrived set of circumstances, the individual
selections must be made simultaneously with no communication
between the players, and the result must be a unanimous
decision or else the couple will be forced to spend the
evening at home, an eventuality neifher prefers to either of
the two alternatives. However, as it happens the wife
prefers the first alternatlve) the boxing maéch, to the
second, the ballet, and the husband prefers the second to
the first. What is each to do?

In order to illustrate some of the technical issues
raised during the discussion of the tracing procedure I

want to explore this example in a bit more depth. The reader
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L 4
might find it helpful to keep the Battle of the Sexes inter-
pretation in mind while working through the analysis. I
will return to it when the technical aspects of the example
have been elucidated.
-
3.4.2. The Tracing Procedure Applied to t.g Example
The collective strategy space for any member of the
set of games of Figure 3.1 is the unit square, since the
strategy space for each player is simply the unit line
representing the probability mix between the first and
; second strategy options.z Figure 3.2 shows such a strategy
b space.
H
; Now any game of the form of Figure 3.1 has three
4 equiliﬁrium points, e;.e59,€5, defined by the following:
}
‘ _ 1 1
¢
; _ 2- 2
. (36) ez - (al’az)
_ * * .
e3 - (sl,sz) -
' * 1 2% _ B B8
~where. (3.7) s] = (s] ,s]) = (1 - 5% 355)
* 1* 2* . a o
S2 ( 2’72 ) a - a+ty’ a+y)
These are noted in Figure 3.2. " ’ " .

In Figure 3.2 the dotted lines parallel to the axes

dre the switéhing curves. Player 1's is parallel to his

axis, player 2's to his axis, since both switching. curves are




Figure 3.2. The Collective Strategy Space




56

3

Q4.

N
*
C T -Ilfu/.m_:nn = “
s \\ o | M
: h Q
N . R A
mj, . ~N _ Q D/
< G _
9 . L
2 P
0 |
M« . {/e.
a8 muuown \Mv\u\\m.
Am.\\km\mﬁ.\nw\

Sfm/eyf S/chcé

-

R e
~ P




e

13
13
1

To make matters even worse there is a third viable
reasoning option according to the LTP. The collective
strategy egq is not itself a '"'conventionally-stable" equili-

/»
brium point since a very slight change in either player's

strategy mix away from e3 causes the othe£ to choose some
pure strategy as his best reply. Nevertheless, the way the
LTP has been defified, in response to a prior strategy mix
represented by e3 each playgr 4 might rationally choose his
own contribution to that strategy, (83)1’ as his best reply
to his opponent j's contribution, (63)1. Since this response
to the estimator output ﬂ=83 is not denied by the LTP, the
output NI(£) might legitimately remain equal to eq until. t=1.
Consequently, eq itself must be considered as a third viable
"solution" option for priors lying on AOB. |

The LoTP, of course, is designed to choose from among
these three options whenever point 0 is encountered in the
players' reasoning. As discussed above the technical details
of that procedure aré such that each member of the family of
pathways {=} is "smoothed" in the neighborhood of the
switching curves. Figure 3.4 represents a few of the members
of the smoothed family {«*} with a much exaggerated smoothing
parameter e. The most important thing to note in this
figure is the behavior of the pathway corresponding to
priors lying on the previously troublesome AOB. For example,

consider a collective strategy prior far away (relative to

e) from the point 0 but lying on A0. The logarithmic

61




Figure 3.3.

A Few Members of {«}
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in Figure 3.3 to illustrate this. (Note the switching points
at which the pathways instantaneously change direction.)

The second thing to note is that the specification of
a prior in Q2 can have one of two possible outcomes. If the
prior lies to the upper right of the line segment AOQ (the
extension of b10) the result is the selection of e,.as
"solution". Given a prior to the lower left of that line
the "'solution' is el. Should a prior lie on AO, branching
in the resultant "reasoning'" occurs at eq, and both equili-
brium points are reachable.3

Starting at a prior on A0 the players begin reasoning
in the usual fashion by selecting the vertex b1 as their
collective best reply. However, at that value for £, say
IO’ when the collective es?imator function H(to) deterg}nes
the collective strategy disposition to be the mixed equili-
brium strategy e, each player discovers that any response
fulfills the requirement of a best reply. More importantly,
two of these responses also satisfy the 'stability" require-
ment for a viable reasoning pathway: The players might
jointly choose e, as the collective best reply and there-

after reason along Oe or they might jointly choose e, and

21
thereafter reason along Oel. Since both of these "stable"
collective best replies are availfble to the players at
point O, the LTP fails to define a solution whenever the

prior is such that the selected pathway passes through that

point. This is the case whenever the prior lies on AOB.

60
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To make matters even worse .there is a third viable
reasoning option according to the'LTP. The collective

strategy eq is not itself a ”convencibnally—stable” equili-
A
brium point since a very slight change in either player's

strategy mix away from eq causes the otbe; to choose some
pure strategy as his best reply. Nevertheless, the way the
LTP has béen defified, in response to a prior strategy mix
represented by eq each playfr 4 might rationally choose his
own contribution to thaf strategy, (93)4’ as his best reglz‘
to his opponent j's contribution (93)j' Since this resbon?e

to the estimator output Il=e, is not denied by the LTP, the

3

output (%) might legitimately remain equal to e, until. &=1.

3

Consequently, e, itself must be considered as a third viable

3
"solution" option for priors lyimng on AOB.

The LoTP, of course, is designed to choose from among
these three options whenever poiht 0 is encountered in the
players' reasoning. As discussed above the technical details
of that procedure axé such that each member of the family of
pathways {=} is "smoothed" in the neighborhgod of the
switching curves. Figure 3.4 represents a few of the members_
of the smoothed family {=*} with a much exaggerated smoothing
parameter €. 'The most important thing to.note in this
figure is the behavior of the pathway corresponding to
priors lying on the previously troublesome AOB. For example,

consider a collective strategy prior far away (relative to

€) from the point 0 but lying on AO. The logarithmic
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estimator will in effect have the players begin by reasoning
towards b1 in the same fashion as before. In general,
however, as the estimatof output approaches the mixed—strategy
equilibrium €5 one of the '"switching neighborhoods" will be
encountered before the other. 1In Figure 3.4 player 1's
switching neighborhood is encountered first. Therefore,

as the estimatqr output approaches e, and thus what used to
be the intersection of the players' switching curves, player
1 begins to replace his '"old" best reply with the new one.
Player 2, of course, has not "begun'" his switch and in this
case never will. As a result, the direction of the collec- -
and towards e,.

1 2
Although Figure 3.4 shows this '""bending'' and the

tive best reply ''bends'" away from b

early encounter of player 1's neighborhood for an exagger-
ated value of €, both of these things obtain for this game
for any value of £ > 0.

Since in the limit as ¢ + 0 the smoothed pathway Ae2

2
selected as the "legitimate" solution for any prior lying on

converges to the piece-wise algebraic path AO—Oez, e, 1s \\

AO0. Of course, the same holds for priors lying on BO.

In general, e, is selected for priors lying on AOB

2
whenever the game:is such that y§ > =8, while elfis selected
when =g > y6. Should =B = y§ the LoTP selects the unstable
equilibrium point €, as the solution of the game given such

. 4
a prior.
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3.4.3. Interpretation and Analysis

Returning now to the Battle of the Sexes game
described above, these results can be illustrated. The
point of the tracing procedure is to pick out equilibrium
strategy choices for both the husband and wife: Both must
choose to go either to the ballet or to the boxing match.
It does this on the basis of two types of information: an
"objective' prior disposition of each player towardglthe
two alternatives, and the relative importance of the two

alternatives to each player. Consider é "battle'" where the

utility assignments are as follows (see Figure 3.5):

.? = =1
B =6
: (3.8) vy =3
§ = 4

F ] The strategy space and family of smoothed pathways {™*} for’

this game are as shown in Figure 3.6. The results of
applying the LoTP are as follows:
1) 1If the prior lies on or to the upper right of

AOB, both parties should choose to go to the
ballet. ’

2) If the prior lies to the lower left of AOB,
both parties should choose to go to the
boxing match. '

Of course, until the prior probability distribution is
specified the 'solution'" to this game has not really been
defined. Nevertheless, what it meéans to be a '"solution'" is /

clear, and we can be confident that no matter what prior is




"Battle of the Sexes'' Game

A

- Figure 3.5.
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n-person game in normal form and a unigue point Y
in the collective strategy space for that game

(i.e. the "prior'") the algorithm will always be -
able to arrive at a unique equilibrium point of

the game (i.e. the "solution").

2) Normative Interpretability: Given the usual
. no tive interpretation of the normal form for

n%ﬁ rson non-cooperative games, the input data

to the algorithm'and the data gederated by the

alggrithm are consistently interpretable as what
rational agents playing the game want, know
d decide. More particularly, each agent is a-
utility maximizer, and given the iterative nature
of the algorithm, each step involves the calcu-
lation of best replies.

* A

3) Psychological Interpretability: The "reasoning
processes' reconstructed by the algorithm are
those of actual human beings, although not all )
people need reason in exactly this way and some
parts of the algorithm may be idealizatiens of
actual psychological processes.

-

It is ciean then, that four categorieé of criticisms
could be levelled at the tracing procedure, three to the
effect that it fails’to meet one of thé criteria of adequacy,
and one more to the effect t@at these are the wrong criieria
of adequacy for a proposed theory of’ratioﬂhl interaction.
‘Ha}san§i's skill as a mathematician may be taken for
granted. Therefore, I will not question here whether he
’Ps satisfied the formal criterion. However, 1 do want t6

argue that he has not sa;isfied the other two criteria

Normative Interpretabilitg and Psychological Interprétability

This will be done in the next two sections. In Chapter VIII

I will: exa&ine whether or not tuése fhree criteria are

what a theory of rational'interaction must meet 4 .

0f course, it is Harsanyi's concern with the" positive

interpthation of his. modél which makes his approach even. .

YA
’
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speéified, a unique prescriptipn can be made.

Consider a prior representing the players’' uncertainty
by an equipartition assumption. If a rational representation
of each player's ignorance of the other's predis'tions
is such an assignment of a (.5,.5) prior, the LoTP pre-
scribes for this game thé selection of the ballet. On the
other hand, if a fpsychological predisposition" is what
determ;nes the ""objective'" prior, and if each party is known
to be psychologically predisposed towards altruism, the

objective prior would be the vertex b Taking’this as a

1
prior the'LoTP again prescribes the rational non-cooperative

4

choice by each party to be the ballet.
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FOOTNOTES

This "hill-climbing"” model of the tracing procedure

is the basis for a generalization allowing for other
ways of combining the independent "suggestions'.

(See below Chapter, 1V, section 4.2.3.5.) An interest-
ing study of the control-theoretic approach to games
is found in Blaquiere et al., Quantitative and
Qualitative Games (1969). ~

In general, the sgrategy space for player 4 will have
(Ki-l) dimensions, since any mixed strategy can be
specified by specifying probabilities (<1) for all
but -one of the pure strategy options. The remaining
probability if fixed by the stipulation that the sum
of the probabilities equals 1.

The same comments apply to Q4 and priors lying on the
line BO, the extension of b20.

/
This result is pot that intuitive and Harsanyi’owes

71

us an argdmigt to show that this is not simply spurious.
te

As the in retation in terms of "switching neighbor-
hoods' shows, when <¢ = y¢ and the prior lies on AO0B,
both players’' switching neighborhoods are "encountered”
at the same value for the parameter t, regardless of
what value is assigned to ¢. The strange result of
this 'simultaneous enc¢ouynter” is the ""slowing down"

of the move towards e.. This is because as n*(t)
approaches eqg, the begt reply ton%t) also approaches
e,, and so the "estimate' is dified only slightly.
'gen t becomes equal to 1, %) is equal to eg. There-
fore, the limit curve of this \sort of «* picks out eg
as its end point and the "solution" given that prior.



CHAPTER 1V

* CRITIQUE OF THE TRACING PROCEDURE

4.1. Introduction

-

-
———

It was suggested in Chapter II that Harsanyi's

approach to normative issues generally and to game theory

.in particular has always been a unique combination of

-

formalism and a desire for psychological meadingfulness.
v This is what makes his approach to rational}ty a "dqpl-
interpretation' approach.

In game theory he has adopted the normatively-

B

motivated but purely formal constraint of the normal form
of representation, ghiég at the same time insisting that
any formal algorithm proposed as a solution t6 the normative

" problem of interdependent choice also admit of a psycho-

logical or "positive'" interpretation. That is, he requires

tha{\jhe proposed algorithm model the reasoning processes

of actual intelligent human beings, and that the model
. function in an explanatory contéxt.
- In short, Harsgnyi's approach specifies the following
‘three criteria of adequacy for normative solution concepts
in game theory:} ]

1) Formal Existence and Uniqueness: Given input
data consistimg of the game vector for any

n [ ]
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n-person game in normal form and a unique point 2
in the collective strategy space for that game

(i.e. the "prior'") the algorithm will always be -
able to arrive at a unique equilibrium point of

the game (i.e. the '"solution").

2) Normative Interpretability: Given the usual
. nor ative interpretation of the normal form for
n-parson non-cooperative games, the input data
to the algorithmrand the data generated by the
algprithm are consistently interpretable as what
th€ rational agents playing the game want, know
anhd decide. More particularly, each agent is a
utility maximizer, and given the iterative nature
of the algorithm, each step involves the calcu-
lation of best replies.
~*

3) Psychological Interpretability: The ''reasoning
processes" reconstructed by the algorithm are
those of actual human beings, although not all
people need reason in exactly this way and some
parts of the algorithm may be idealizations of
actual psychological processes.

It is clear, then, that four categories of criticisms
could be levelled at the tracing procedure, three to the
effect that it fails*to meet one of the criteria of adequacy,
and one more to the effect that these are the wrong criteria
of adequacy for a proposed theory of’ratioﬂél interaction.

Harsan&i's skill as a mathematician may be taken for
granted. Therefore, I will not question here whether he
EPS satisfied the formal criterion. However, I do want to
argue that he has not satisfied the other two criteria,
Normaiive Interpretability and Psychological Interpretability.
This will be done in the next two'sections.~ In Chapter VIII
I will examine whether or not théséifhree criteria are
what a theory of rational interaction‘must meét.4
Of course, it is Harsanyi's concern with the pééitive

v

interp‘gtation of his model which makes his approach even .
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be considered as a "rationally playable" mixed strategy.9
On the one hand, if the prior would never be a rational
strategy to play, but only to "assume', the rational player
has the same set of contrédictory beliefs here that he has
at any later point in the regress -- he.is asked to believe
that in some sense his 2Pponents are '"likely'" to play the
prior whereas he also knows they will not. I take it this
is still unacceptabig.

Thé other option, therefore, seems more likely.
Unlike estimates N(£) for values of £>0 the collective
prior is in fact a ”rationaily playable" collective mixed
strategy. In fact, it is the best one available to the
players were the reasoning regress to.be halted before it
got started. But if this is the case, that isg, if the
notion of an objective prior strategy entails that it is
"rationally playable'", then we must surely ask in what
sense of "'rational" . this obtains.

On the one hand, we might reasonably expect that
that strategy, thevfrior, like any other a rational
Bayesian would think of playing, is itself a best reply
to some sort of assumed probability distribution, say
p', across his dpponents' strategy options. However, this
caﬂnot be the case for it entails gne of the following:
Either: 1) That each opponent has chosen to play |

according to p' in some non-Bayesian fashion,

which is denied by mutual rationality,

or: 2) That the prior mix p', is itself a collective
best-reply response to an assumed’probability
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.

LWhatever problems thié approach has, at least it has
the following very important characteristic: atqgo point in
the regress (once it starts) does any player ever assume
his opponent is disposed to play anything other than a
best reply _to what he beliéves his opponents are likely to
play. bf course, what data the opponent takes into account
in compuiing his best reply varies from stage tp stage in
the iteration, but that does not bear on'the main point.
This point is simply that the estimates each player arrives
at regzrding his obponents' strategic dispositions are
always consistent wi;h his knowledge that‘éach player is.
rational and hence wili only play some best-reply strategy
no matter what the particulars are of the assumptions he
makes at any given time about his opponents' dispositions.

Unfortunately, the tracing procedure doeé not”have
this propefty and the result is disastrous. On thg one
hand, at any point (i.e. value for the parameter 't') in .
the regress, each player 4 computes his own best reply in
response to an "estimate" of his opponents' strategic dis-
position given by ni(t). For the purposes of computation,
, then, it is rational for player { to assume that his
opponents '"'might" play according té thht estimate. At

the very least it must be conceivable that given their

present beliefs his opponents might play according to ‘that

estimate. Otherwise, there would be no point at all in

computing a best reply to it;

B

v. On the other hand, it is also inconceivable that a




rational-Bayesian will play anything other than a best

reply once he has any estimate at all of his opponents'

likely collective strategy. This is reflected in Harsanyi’gz//

own admission that if for someﬂreason the reasoning regress
is interrupted at some value for £ (say at tI), the rational
thing for/each player 4 to do_woulﬂ be to play his best
reply to/the most recently calculated estimate Hé(tl).

Now, since by the assumption of mutual rationality.
each player knows his opponents are rational, he also knows
that if forced to éhoose, each will only play one of his
best-reply strategies. But in general, the estimate the
tracing procedure provides each player with is not the
collection of his opponents' best replies given the beliefs
he knows them to be holding. Rathef, it is someé strategy ,
part way between that collective best %Eply and the priors.
The rational player knows his opponents' beliefs, of course,
and therefore knows that the estimate is not fheir collective
best replzgg{ s "

In short, on fhe one hand Harsanyi contends that it
is "rational" in some Sense for .a player to believe for

the purposes of calculation that his opponents will play

according to the estimator I(£). On the other hand, by

.

J:he assumption of mutual rationality all players know that

they will only play their béét replies to II(£) no matter
what the circumstances. Since for £<1, NI(£) # a collective
best reply to n(f£), Harsanyi would have his rational player

believe at the ga;é time %nd in connéction with the same

"
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problem both a proposition "p" and its contradictory,

"not-p". This is unacceptable.7 _ 5

4.2.3. On the Notion of an "Objective" Prior

4.2.3.1. Introduction -

. As many people have pointed out, Harsanyi among
them, Bayesians fall into two camps -- those who interpret
prior probabilities as purely "subjective'", and those who
claim that an "objective" specification of prior probabi-
lities is possible.8 Whatever the larger ramifications of
this dispute, it is cleér that Harsanyi's tracing procedure
requires that priors be "objective'" in the sense that all
rational players can compute them from the‘game vector
alone. However, what else is required of the "prior" is not
at all clear.

To help clarify this nofion, I want to explore two -
possible answers to twquuestions: "Is the prior a
'rationally playable' collective mixed strategy?” and,
"If so, in what sense of 'rational' is it 'rationaliy
piayable' Bayesian or non-Bayesifin?" I argue.that none of
the three possible responses to this'pairing of questions
could be satisfactory for Harsanyi, and so conclude that his‘

*

tracing procedure cannot get off the ground.

4,2.3.2. The dilemmas

¥

The first question which must be asked is whether

the‘prior'probability distribution for a given player &an



be considered as a "rationally playable" mixed sfrategy.9
On the one hand, if the prior would never be a rational
strategy to play, but only to "assume', the rational player
has the same set of contr;dictory beliefs here that he has
at any later point in the regress -- he'is asked to believe
that in some sense his epponents are '"likely" to play the
prior whereas he also knows they will not. I take it this
is still unacceptabig.

Thé other option, therefore, seems more likely.

Unlike estimates N(£) for values of £>0 the collective

prior is in fact a ”rationaily playable'" collective mixed

strategy. In fact, it is the besf‘one available to the
players were the reasoning regress to.be halted before it
got started. But if this is the case, that isg, if the
notion of an objective prior strategy entails that it is
"rationally playable'", then we must surely ask in what
sense of "rational'" . this obtains.

On the one hand, we might reasonably expect that
that strategy, the-brior, like any other a rational
Bayesian would think of playing, is itself a best reply
to some sort of assumed probability distribution, say
p', across his dpponents' strategy options. However, this
caﬂnot be the case for it entails gne of the following:
Either: 1) That each opponent has chosen to play “

according to p' in some non-Bayesian fashion,

which is denied by mutual rationality,

or: 2) That the prior mix p', is itself a collective
' best-reply response to an assumed probability

78
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distribution across each player's opponents'
strategies. However, this in turn entails
propositions analagous to either 1) or 2),
and so either denies the assumption of mutual
rationality or propagates an infinite back- .
wards regress of the naive Bayesian sort.

It would seem plausible, therefore, that if the prior
is a "rationally playable'" strategy, it is so in some\not-

straightforwardly-Bayesian sense of '"rational strategy'.

‘At first glance this appears as a classitc case of special

pleading, especially for a Bayesian of Harsanyi's conviction.
Could it be that Harsanyi is showing us that the foundation ¢
of a Béyesian theory of non—céoperative games is, (horror

of horrors) a minimax decis&on rule, or (worse yet), a
Laplacean equipartition assumptiop? Surprising as it may

seen, this would appear to be the case. The next section

is devoted to an examination of Harsanyi's likely response

[ S—

to this line of analysis. ’

4.2.3.3. Harsanyi's notion of ''uncertainty"

In interpreting the values computed by tHe

'3
strategic estimator I(£) Harsanyi introduces a new notion

of "uncertainty'". To distinguish it from the more familiar

. notion let us call it ”uhcertaintyz”. This notion is the

key to\Hérsanyi's most likely response to the criticisms
against the tracing procedure which have been raiéed SO
far in this chapter.10

We are, of course, accustoméd ;o interpreting.any .

probability distribution across states of nature or an

opponent's pure strategy options as reflecting our own

Id
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"uncertainty"about which state of nature or which state of
RIS mind ;ctually‘obkains. For example, in two-person zero-sum
' games the theory is designed so as to deny rational knowledge
. of the intended pure strategy. This is done through the

. artificial device of producing only a randomized mixed

st?ategy as "final" result. The rest is left up to "for-

tunéf,wanq the epistemic constraints on the normal form

say nothing abdut- the players having equal knowledge of the
4 résufts of the coin toss, or whatever. - This form of
“ ”uncertaint&”, strategy ighorance consisteqtrwith the

1 assumptions of the mormal form, may be called ”uncertaintyl”.

It is what the Bayesian approach to decision theory is all
X \
; about. ’

Uncertaintyz, hoWever, is quite different. In
Harsanyi's words, uhcertaintyz arises in trying:

: .. .to assess the probability pﬁ that any strategy

1 a% should be player 4's best .reply to the strategies
he might expect the other players to use. This
means that, other things being equal,. the prioE
probability p; assigned to any pure-strategy as

will be greater the gEeater the rarge of .possible
situations in which ‘a% will be a best reply in the
game. 11 ‘

What Harsanyi seems to be saying®is that we know that

-

all rational players will play only best replies, since they

are rational Bayesians, but at the beginning we do not y
o

know which among their best replies they will in fact play,

since at %he‘beginningxofuthe regress we do not know what

strategy assumption regard;ng their oppdnents' choices they' <

are respondiﬁg to. We do not know this because we do'not

. ‘ ™
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yet know how they '"assess the situation''. Nevertheless,
we do know the way in which they go about reaching an

assessment; they simply estimate their opponents' likely

collective strategy! But since at the beginning of the
regress no_one has any idea at all about the detailsqof his
opponent's assessment, everyone should rationally assume
total ignorancg‘about the particulars of each player's
belisf. That is, in computing the prior each player can
rationally assume that each opponent is selecting a best
reply to §gg§ asssmed collective strategy, but which oneﬁn

_ﬂzannot Be known. This ignorance aboﬁt an opponent's ''assess- )
ment Sf the situation"” is reflected in uncertaintyz.
Ignorance about his actual strategy is reflected-in

\ //
. uncertalntyl, whatever the grounds for that jgnorance

(eg..he might be randomizing).

’ From the above quotation and this anélysis it would
appear that Harsanyi is committed to the resolution of
uncertaihty2 by an-equipartition assumption across each

player's range of possible assessments. This is almost

. -G ,
inescapable, sincer¢only then does each player's prior

- ‘~ reflect in the most direct fashion "the range of possible

s . ' situations in which [each pure strategy is] ... a best
reply gn the game'. The rational player assumes that
every one of each opponent s poss1b1e assessments is eguallx
likely and therefore that the prior probablllty of that

/
opponent playing any particular pure strategy best reply is

proportional to the size of that strategy's stqbilit§ set.

~o &

]

| .
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This shift froMAthe level of an opponent's strategies:
to the level of his !'estimates" or assessments of his
opponents’ collectivé strategy, introduces one more level
of complexity into the Bayesian framework. The,sﬁbtleties
of the move are worthy of Harsanyi's sophistication.
Nevertheless, 1 think'thé‘;ove fails to solve the problems
besetting the nopion of an "objective prior'". The way I
see it there are three‘interconnected reasons for this
failure.

| First, once an algorithm is provided to each player
for computing the priors, all pla;;rs do know how their
opponents are ''assessing the situation'". There is no value
for 0<t<1 for which any player is in any sense ''ignorant"
of how his opponents are reasoning -- they all assess things
in exactly the same wa&. This is where game theory hég
always floundered. Thé‘assumption of the transparency of
reasoning gives each player a prohibitive knowledge of his

opponent's reasoning.

Secondly, to avoid this problem Harsanyi has shifted

from one level bof epistemic ignorance -- the level of the
priors -- to the next highest level in an infinite hier-
archy -- the level where the algorithm which computes the

[}
prior gets its input, i.e. to the level of assessments.

The priors are then computed automatically from some assumed
distribution.across each player's possible.assessments.

/ o )
The retreat is potentially infinite, of course, but

T WTATE A
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Harsanyi has arbitrarily stopped at the level of assessments.
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We mu;t press the issuye, though, and ask what reason. there

is‘to think there is not some “objective” aléorithm which

computes the ”;ational” assessment given some other sort

of probabilistic input. Thére is.no reaJLn 1 can see to

make this assumbtion, ﬁnd so Harsanyi's choice of a.stopping

pqin% for the regress would seem to be entirely arbitrary.12
The third objection which must be raised concerns

how Harsanyi has chosen to provide his prior—coﬁputing—

algorithm with its input, the pre-reasoning assestments,

wgiven that there is no algorithm at the next highest 1level.

-

His straightforward proposal is to Eésume that each possible
assessment is equiprobable! That is, he employs an equi-
partition assumption at the level of preafeasoning assess-
ments. Combined with the two previous arguments against
adopting this approach to defining an objective prior, the
need to resort to this thoroughly ad hoc proposal is

&~

sufficient to throw into doubt the who}e notion of an

"objective prior'".

4.2.3.4. Summary of argument so far

Thé arguments so far have'attacged Harsanyi's
notions of a ”ratldnal” estimate and a "ra@ional” prior.on
the grounds that if a "rational agent" is inEerpreted as
being a ”bestvreply—playing—Béyesian”, then the notions of
"prior spfategy” and ”estimatéd stratégy" involve him in
ﬁolding coptr%dicﬁory beliefs.r On the4other hand, any

extension to that interpretation,is ad hoc. Harsanyi's

\ » : : ¢
attempt to split the horns of this dilemma by. introducing
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the notion of uncertainty2 applicable to each player's
A B

ignorance of his opponents' "assessment of the situation"
fails (a) because i(l\

is founded on a blatantly ad hoc

equipartition asSumptlén, and (b) because it does not
- ,
reflect the belief state of the rational-Bayesian in posses-

sion of the tracing procedure.
. . .
The following section offers a more general criticism =~

of the tracing procedure on the grounds that the'estimator. i
. . %

it provides to the rational player is itself ad hoc.

' 4,2.3.5. The tracing procedure generalized o

If for the sake of difcu531on we loosen up the
1nterpretab111ty requirements on 1ntermed1ate calculations N

in. an iterative approach to games with assumed '"priors',
[ .

‘the linear gracing'procedure can be seen more easily as

simply one member of a family of functions ¢ = {¢},

each ¢ mapp;ng the collegtive strategy spaqg (S) into the
real line (R) in’'sych 2.way that all and only equilibrium
points of the gamewa£é 1local maxima in 9(8).‘ The pfior_

probabili y‘distribution for the game may then be regarded

as a '""test par le'" placed in -the ”potentlal field" defln\g
\

by ¢. The set of all such" ”test particled' trace out the

4

lines of flux for the fleld and it can be seen from the
)

above definition of éithat these 1inds all converge on

equilibrium points. Alternatively, each ¢ may be regarded

1

as the.medsure of altitude empl d Sy the mouptain climbing

team discussed in section—3.2.4f13 \\ o .
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Now, .to be sure,. some interpretation must be given to

any of these functions being proposed as the definition of
; " the "field" through which rational players reason their wa§

towards an equiliﬁrium point. Clearly, for example, the

potential, should in some way be a function of both the

. utility functions of the players and the‘game vector. VWhat

ﬁore shoﬁld be reqpired of such functions so that the lines
of flux represent idealized practical reésoniné processes is,
I take‘it, the problem of‘non—cooperative games whfn
apprbached in a Bayesian fashion.

To illustrate the wide raﬂge of such ¢4 open to consi-
-deration, consider again the simple 2 k 2 "Battle of the
Sexes" game given in Figpre 3.5. As discussed earlier, .the
strategy space forfthis éame is represented by the uﬂié
‘square. Figure 3.6 showed this sfrategy space with ”linés
- of flux"vrepresenting the tracing procedure's definition of
a potential field ¢t. Figure 4.1 is another such diagram
of the str#tegy space, butJ;ith a different potential funct
tion represénted.' Its equipotential contours and lines of
flux co;}espond to a function ¢1 représeﬁting ﬁlayer 1l's
expected utility. That is, corresponding to each point seS
is the utility player 1 would rechVe should both players
play their. part @f the collective mixed strategy s. A

plaugible normative, yet noq;normal form, interpretation of

this "field" is that each line ofAflux is the locus of

J increasingly superior collective éfratééies (from player 1's
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Figure 4.1. Potential Field Representing Player 1's

‘Utility Function, ul(é)
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perspective) given that:
1) a starting point has been defimed,

2) player 1 is in control of the collective strategy -~

3) player 1 is ignorant of the values for ¢ in all
but the immediate neighborhood of the strategy
point(s) under consideration at any particular
time. That is, he knows the expected utility
of s, and the gradient of the field at s, but is
ignorant of all else 1nc1ud1ng the overall struc—
ture of the game vector. 14 -

Figure 4.2 shows a similar potential field representing
plg&er 2's expected utilify.V‘It ng\§é interpreted in a -
+ similar fashion.
Figure 4.3 shows the field represent;ng the product of
the expeéted utilities for every collective strateg&. In '

» N
this case, each line of flux may reasonably be interpreted as

representing the locus of optimum strategy improvements in
a cooperative game where the players are concerned with

maximizing the product of their expected utilities. Of ’

course, they are undér the same conditions of ignorance
spelled out above. |
For non-cooperative games,*oé course, each player is
’ independently contributing his '"suggested" direction of |
optimal improvement at point ‘s to the value and gradient of
the collective field ¢(s). In such situations the relative
weighting to be givqn to each contribution in determining
’ the gradient at s is of crucial concern. Figﬁre.4.4 parts
(a) and (b) represent -these two separate components of

Harsanyi's tracing procedure for the game of Figuré 3.5.

The intérﬁietation to be given to the direction of the
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Figure' 4.2. Potential Field Representing

L
Player 2's Utility Function, uz(s)

-







Figure 4.3. Potential Field Represénting the

Product ul(s) X uz(s)‘
S
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Figure-4.4. - The Tracing Procedure as a
Potential Field
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individually optimal lines of impfovement represented in

that figure is straightforward. They represent the optimal

directipn of h3s own strategy chénge for each glayerngiven

the present collective strategy. However, how thése indivi-

aual oﬁkimum direc%ions are éombined is the real issue.

That isz it is in ;ssigning relative magnitudes .to these

vectors and hence in defining the coilective field that the

nature of thé\tracing procedure assumptions bécomes apparent.
What the tracing procedure.requires is that to each

player 4{i's ”direcfion” of optimal change at the point s is

assigned a ''coefficient" equal to minus the square of the

.95

“ynitless" orthogonal distance between s and the suﬁ-manifold

represénting his best reply to 54. In the game .being dis-
cu§§ed this means that the traciﬁg procedure assigns to
each player’s direction of optimal improvement at ses, a
coefficient equallto minus the square of the probability
giveé by s of his playing his best-repl& strategy fo §L'
The vector sum o%,these-”optimal directions& wifh these
coefficients defines the‘tangenf to the line of ffhx at
every point in S, and thérefore defines the potential field
of the tracing procedure.

Other than its element of sﬁmmetry, no straightforward
justification for this particular‘way of weighting thé
individual Aptima appears possible. I conclude from this
that, considered as an answer to the ifaditional.norﬁafiye

problem of interdependent choice, thq_estimatbr/n(t) provided
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by the tracing procedure is ad hac and leaves unanswered all

L3

the intere&ting questions. -

4.3. Failure of the Psychological Interpretation

The conclusion of the previous section is that the

tracing procedure is inadequate as a normative model of

‘practical reasoning in game situations. I now want to -

argue that for a quite”different reason the fraciﬂg proce-
dure and any other,édﬁilibrium—seeking iterative algorithm
based on the naive Bayesian approach to the-reciprocal

reasoning regress is an ungatisfactory psychological modelzif
st

AltﬁoUgh the argument is straightforward it deserves
detailing if only because;it points to é fundamental tension_
in the use of the normal form of represeptation as a basis
for any psychologicalwhodel. It has been sbown‘éhat embodied
within the normal\fq;m are ¢ertain epistemic assumptipns
which entail a "transparency of reasoning" theorem. One of
the iﬁportant,corollaries of this theorem is that only
equilibrium points are admissible as solhtiéns to non-
codﬁerative games. However, it must be remembered that this
ddéstggz entail that the rational-maximizer is an equilibrium-
seeker. | _ |

. sébn as a.conséquence of tﬁe‘transparency assumption
the -equilibrium constraint applies only to the joint outcome
under specific epistemic constfaints, and theréforé is only
a consideration when two or more maXimizers are constrained,

L .

LY




I take it this expectation is supported by one particular

nagged by doubts, and may very well move on to

‘level in the regress, Nevertheléss,‘if at  any
i - 'S

would be hard pressed to Jjustify his entering upon the

v

’ [ \‘
‘e AN . -

"as they are by the normal “form. Psychologically, the rati?nal S

player is only a maximizer and for that reason will only
adopt a reasoning procedure if-it helps improve. his chances
. o

of a higher payoff;‘ Since this is so the only reason a

real-life maximiziilg blayer.could possibly have for pa
on to tﬂe next stage in a.ggige Bayesian regress, 1 alone
all the way to an equilibrium point, is his expectation that
By dqing so he will impré;e his payoff. - ’ TN
yow, when an actual player reasons.using the regress, -
belief ~- the belief that he can‘reasoh'aeeper into the
régfess than his opponent. In fact at each sfep of the" N
iteration he Adopts the belief that his oppenent has stoggéq _
reasonihg, and is, as it were, a "deféncelgss n&n-reasoher”

LY

awaiting the devastation of oyr realllifé‘pfhye;fs best’

reply. Of course, the real-life ‘reasoner will then be ”

oint that

"superiority" helief is.‘ot‘held, and our real—life playe

- » ’ 3 [}
believed instead that his opponent -was egdallz capable,

"equally hard-working, equally perceptive and so o, tﬁqp;we :

regress on the grounds of payoff impiovement. Of cowrse, . [

. -

if he ignores the regress thén so does his equally rational

*

real-life opponent, and the Bayesiah iteration never gets

off the ground.
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As expected; this latter "non-superiority" belief is
exactly what the normal form requires each player to_hol&.
Each player knows at the outset that he is not going to
"out-think" his opponent since he kndQs that all players‘a:e

equally rational. Why then, we must aék, should either of

them adopt that mode of reasoning?

The'argument here applied to the hdive regress can be
dpplied yith equal success against the tracing procedure and

indeed against any iterative reasoning algorith& with the

L 4

same Overall form as the naive Bayesian model. Wheqevef

»

the reasoning aigorithm is proposed as a psychological model

applicable to games in normal form, we discover that the

’

"epistemic constraints on that form are so tight that it is

L]

impossible to justify the player's taking part in the regresS:

The ''real-life'" rational player needs to be allowed to

»

LY

believe that he is smarter, harder-working, or whatever than?®

his opbonent, or else he will not reason according to the

regress. And that is a psychblogical constraint Harsanyi's

approach fo normatjive issues must learn to live with.

4.4. Conclusion _ ~

The past three chapters have discussed Harsanyi;s
approach to noh;codperativé games in some detail. Aside
from the.obvious inherent value in attempting to clarify the
tracing procedure,'l‘have been at pains to draw out the dual

nature of Harsanyi's involvement with game thebry.
Y B e S
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Being an economist, Harsanyi's primary concern is
with game theory's potential to provide a foundation for his
sciepce. To have game theory perform this function, of course,
economics must be viewed as the study of the social,conse—
quences of consumer, capitalist and government choices made
in interdependent contexts by rational agents. That ;§,
economics must be viewed as general choice-theory. But}I;.
this is so, then economics and the rest of the social séiences
can bé coliapsed, and,what Harsanyi is attempting to generate
'is a foundation for tthe science of sécial man.

As has been mentioned, if Harsanyi's concern is with
the positive use of game theory, he must show how and why
his solution concepts are reachable by real-life reasoners.
Thus, it is not open to him to respond to the'criticisms of
this chapfer with, "Well, it reaily does not matter whether
this result duplicates conclusions reached by real-life
reasoners or not, since my inferest is in developing a
normative theofy". Whatever the value of that stance at the
best of times, Harsanyi ahnnot adopt.it without forsaking
his positive aspirations.

But if the criticisms of this chapter hold, Harsanyi's
dual—inferpretation approach has not and may never lead to
the desired foundatioqefor social theory. This, of course,
is part of what I have tried to bring out. But more needs

to be done before that conclusion can be said to be established,

and before the alternative approach to the generation of a




~
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norm;tive foundation of social theory, the "procedurai"
approach, can be seen to be any better off:

The fo}lowiné cﬁapters lend additional'support to
these conclusions by examining three different dppfoache; to
the 9xp1anatory notion of social power. The first is Alvin -
Goldman's ggg;strategic approach. In,analyzing his theory,.
I hope to demonstrate. that a nermative foundation is needed
for that explanatory concept, siﬁce social power depends on
the players' ability to generate and employ strategic alter-
natives. The extension of this conalusion to the claim that
therefore, the foundation of social Science must be a norma-

tive model of man, of course, skips over important issues.

Where appropriate, these will be discussed as lhey arise,.
The second approach to social power is Harsanyi's

model based on cooperative game theory. What i hope to show

in discussing that theory is that for reasons akin to those
g .

outlined in this chaﬂ%ér, Harsanyi's cooperative theory fails

to support the dual interpretations and does not provide a
geperal explaﬁatory notion of social power. This failure
leads once more to the conclusion that game theory and thé
dual-interpfetation approach to rationality'cénnot provide

)]

the sought for foundation for a general theory of social

8
-

action.
Finally, I examine Emerson's exchange-theoretic approach

to social power. 1In so doing I hope to show,'first, that

there is.a normative'underpinning to his version bf exchange
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theory, and secondly, that that underpinning makes Emerson's

i

approach into a viable theory of '"procedural'" rationality.
The final conclusion is that therefore it is a prime contender

as the foundation for the general theory of social action.




FOOTNOTES

~

1.. Nowhere does Harsanyi explicate these criteria.
However, he is obviously committed to finding a
theory with these properties, as theyare inherent in
his dual-interpretation approach to rationality.

2. As before it is for convenience that the normative
desiderata are phrased in this ''semi-psychological”
fashion. The alternative would be to speak imperson-
ally in terms of available data and its optimal use. p

- 3. As has been pointed out, the precise formulation of
this criterion is very difficult. The point is that -
~ Harsanyi's chosen way of employing normative notions
for positive purposes commits him to some psychological
criterion along these lines.

4. The following section, section 4.2, examines the most
important criticisms of the tracing procedure. Ia.
particular, pote sub-section 4.2.3 in which the notion’
of an objective prior is examined, and Harsanyi's
response to the criticisms of this section is presented.

5. By calling a prier ''nmon-Bayesian'" I mean that, it is
based on some recognizable alternative to a Bayesian
decision rule, for example, an equipartition assumption
across pure strategies, or a minimax choice rule.

6. In particular he knows that since his opponents are
"rational" they are using the tracing procedure and
hence each of them believes of his opponents that they
will play according to Tj(t), j#{. Thus each player

¢ knows which among each opponent j's best replies he
will actually play -- i.e. the best reply to nj(Z%).

7. Although at first glance the holding of contradictory
beliefs might appear unacceptable under all circumstances,
it shpuld be noted that the holding of céntradictories
is only a psychological-problem if they are: (a) liable
to "arise" and be "employed" in connection with the
same problem and (b) susceptible to being canjoined by
the agent. 1If either of these conditions dogs not
obtain, then psychological problems may well be avoided.

8. See Harsanyi's (1975a), Note 3.
L
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By a strategy's being "ratlonally playable" I mean °
quite simply that there are conditions under which a
"rational" player would play that strategy. .Whether
those conditions obtain is another matter. (Note, for
example, that in zero-sum games the minimax strategy

is considered to be "rationally playable" even though ,
in general it is a randomized strategy and in the flnal
analysis a pure strategy will be chosen.) In what
follows I-will assume that the prior represents a mixed
strategy for each player, while best replies, the only
"rationally playable'" strategies once a rational esti«
mate of the opponent's disposition is available, are
pure strategies. Both of these assumptions hold "almost
always".

As will become clear, this notion is intended to help
Harsanyi avoid the trap of having the rational player
believe both prbposition 'p' and proposition 'not-p'

and so pertains to both this problem with the priors .
and to the criticism raised earlier against the use of
the estimator N(%¢). The bulk of his case rests on the
tension between what the player "knows" by virtue of
knowing the game he is playing, and what he is "ration-
ally" forced into ''assuming" because of the players'
joint '"rational ignorance' about the starting point for

_the reasoning regress.

Harsanyi, (1975a), p.2.

In fact, the notion that the prior is some combination

of best replies to an assumed distribution (never mind -
what) makes it look very much like the first step in

the naive Bayesian regress. If we were to ask where

that assumed distribution came from, and were told that
it, too, was a set of best replies to another distribu-
tion, which in turn was another set of best replies,

and so on, ‘we would be entering upon an infinite
backwards regress of the naive Bayesian sort. That
Harsanyi needs to avoid this problem is obvious. Just

as in resolving the forwards reciptocal-reasoning regress,
however, there are only two options open to him:

Either he must make the algorithm defining the '"start-

“ing point" non-Bayesian (i.e. introduce a "trick" to

cut the regress short) or—~he.must re-design the back-
wards regress to show that it converges to a unique
point of some sort, i.e. the real prior. Harsanyi has
chosen the former route, and as 1 have argued, the
result is not acceptable. (™

\

Chapter III, section 3.2.4?
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This makes of player 1 the classic, though naive,
"hill-climber" from non-linear optimization theory.
He can compute the "value'" of where he is, and the °
"best" way to move, .but is never sure whether the
""local" optimum he Zzeroes in on is a '"global'" optimum
as -well. To make our naive hill-climber more
""sophisticated',K we might suggest (a) that he try

a variety of '"starting points'" and compare the local
maxima each leads him to, or (b) that-he build a
mathematical model of the "terrain" and perform a
global optimization in analysis. Of course the latter
may be impossible in practice, especially when the
game involves a number of people and what options
they have-available alters as the analysis progresses.
Under such conditions, then, the ignorance model is
not far off the mark. Note 1: One of the crucjal
problems for the real-life game player is to discover
pure strategies which can actually be '"played" to
give him the information he needs in order to choose
the next more nearly optimal strategy. 1In this
sense, all strategies have to be pure for the hill-
climbing model to work, for it.is only in playing the
strategy (as in a "sub-game') that the information
required for the next step is obtained. Therefore,
the notion of a strategy space needs-to be revised
for the model to apply in practice. Note 2: This
model provides a rich foundation for the dynamical
repregentation of the bargaining process, ‘where the
overall game is "played'" through the sequentlal
playing of such "artificial" strategies in "sub-games".
Unlike Hatsanyl s model of the bargaining proces ‘
(see Qhapter V1) this approach allows for these Wwell
recognized games of "information'" exchange.

The "gradient'" of a scaler field ¢(s) at any giv
point in the space is the vector representing the
direction of maximal slope at that point. It is
written V¢(s) where the operator v in n-dimensiébnal
coordinates is .

3 - 3 -
(—u, + — u, + ... + — u)
axl 1 ax2 2 axn n
where ﬁi is’ the {i-th unit vector in n-space.

As remarked earlier, Harsanyi's Psychological '
Ipterpretability criterion is, at best, rather vague.
In this.section I am merely questioning whether the
tracing procedure satisfies the most basic pre-
systematic desiderata of a model for psychological
processes, and therefore whether the use of Harsanyl s
theory for positive purposes has any validity.

» A}




CHAPTERAV
GOLDMAN'S ANALYSIS OF SOCIAL POWER

5.1. Introduction

-

Alvin Goldman #as recently blown the dust of more than
thirty years of philosophical neglegt off a conceptual issue
which Hﬁs enﬂhrélled philosophers from Aristotle. down to
Russell: What is it that constitutes social powef? With
careful analysis he has cleared away some of the rubble
plaguing ear;iér treatmeéts of that question, and has contri-~
buted a new theoretical perspective from which the issue may
be approached.1 ) -

Whefpas philoséphy has neglected social power in the
recen{ p#st, other disciﬁlines ha?e not. The list of contri-
butions io the discussion surrounding social power, its

4
theoretical foundations, and its empirical manifestations cover

the' whole of the social and behgviorqI'séiences. thn
Hérsanyi,‘of course, ﬁas\bontributed his-gémg—theoretic
analysis;2 the social ps&chologists Thisaut, Kelly, Peter

k | f Blau, Geofge Homans, and Richard Emerson ha?e devélopea their
‘\ ) 'M own versions and anal;:ses;3 T#lcott Parsons haé been very.
concerned with social power and authority in his unigue social

action theory;4 Shapley, Shubik, and William-Riker have

proposed concepts and measures appropriate to political -

( 105
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situaitions;5 French, Raven, and Cartwright have developed ;
differing field-theoretic apbroaches;'6 H. A. Simon and 5
James March have elaborated a decision-theoretic model;7 ' -
_Robert Dahl8 has contributed a very influential conceptual " o

analysis. The list of contributions’to the discussion goes

attempts to put the growing corpus into some sart of perspec-
. RN

9

five. All of this '‘effort has been expended in an attempt

to come to grips with the confusions underlying one of the

, . 10 -
of social science. 0

most common and common sensical theoretical notiiij in all
In this chapter I propose to examine,Goldman‘s recent
discussion of social power and use it as an introduction to
:‘, ey .
a discussion of the strategic nature of power. More parti-
cularly, I want to proceed from this discussion of Goldman

to an examination in Chapter VI of Harsan§i's game-theoretic

éﬁaT?Siswwfor I believe the most serious drawback to Goldman's

analysis is its neglect of the dependence of social power on

@

strategic planning.

My‘underlying purpose,‘hOWever, is not just to criti-
cize the proposals of Goldman andeafsanii, but to use the
problems raised by these criticisms to support a thesis
regarding what the fundamental conceptual difficuity with

that notion really amounts to. 1In short, I will argue ‘that a

¢

4
strategic, i.e. normative, foundation ie'reqdired, but game

theory and the dual-interpretation approach are inadequete.

-

~




. -~ ) .
P oo an e - oo T . s - . ../,,MM-
. .

5.2. An Action-Theoretic Analysis

5.2.1. Introduction -

‘.Gbldman'srtreatmént ot social power may be succinctly
charaecterized as é determintstic outcome-oriented approach

based on counterfactual preference assignments. The closest
antecedent to this program is fhe Shapley-Shubik analysis of
a_priori voting power in committeeé.11 In both cases ,\“
behavior and motivations are pared to extreme simplicity,

and clear-cut,outcome-determining decision procedures remove

much of the ambiguity surrounding less formal social s!kuations.

However, Goldman attempfs a\broader analysis &;, er
than the Shapley-Shubik model suﬁported,12 and he cleg;1§
views his work as having'iaid some sort of foundation- for a
general theory of social power and social acfion,which the
earFlier study never attempted. -~ It is for this reason and
because it is-the most careful philosophical analysis o%
poWer_to appear in recent years, that we should not lightly
dismiss his program as merely another variation in the Shapley-
Shubik mold. Moreover, unlike'almost a4ll other discussidns .

’

in the literature, Golﬂman tries to develop an analysis of

“y

power from an action-theoretic foundation, rather than some
special behavioral science perspective.13 Finally, the
failure .of his mogel to support a general notion of power

, , proves gd be yery'instruetive insofar ‘as it points clearly

at the need for a fundamenfalqreviSion in our thinking about’

such matters.
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In this section, I present Goldman's basic analysis
of power as clearly as possible, then his proposed extension
of the Shapley~Shubik measure. At’ that point I will present

‘my criticisms of his program.

5.2.2. The Analysis

-

The main objective of Goldman's first paper was to
generate an analysis of,” and a measure fo; the amognt of, an
agent's power over an issuée under condi£ibns idvolving coéts
and conflict with other agents. Th}é section will ?resent !
‘the basic analysis as developed in that’paper, andishow how

it left Goldman with something.6f 'a dead end on the problem
,)‘ ) A -t N

of developing a general measure of social power.

’

The first step in that gnalysis was a tréatmenﬁ;of the
. ’

€ necessary and sufficient conditions for the attfoptign'of

power over an issue. What Goldman proposés is that to possess

power with respect to (henceforth "wrt') ‘an issue, an agent

must be capable of taking appropriate action so as to ensure

the occurrence of at least two outcomes from at leasfyone
14

.‘\\

"partition” of that issue into outcomes. {The requirement

of two outcomes is necessary since the status qﬁo is taken
to be ensurable by an agent's taking no action at'all.)- -
The capacity to ensure outcomes must be posse§Sed by

the agent in the sense that if he should want a particular

outcome to occur, then he would enact a séries .0f basic act-

types which ensures that”outcome”s obtaining.l5 It is neither

L 4

.

necessary nor sufficient that the agent wants the outcome ‘
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which actually obtains. Even if that were the case, to have - >
power he must also possess the requisite resources to have
ensured some other outcome should he have (counterfactually)
desired its occurrence.

Somewhat moreiformzﬂly, Goldman's analysis works out

to be as follows (deleting time indices):16

Agent S possesses some power wrt the issue E iff _
there exists at least one admissible outcome-partition !
(P) of the issue (E), with e; and e members of P, and

there exj)sts sequences of basic ac{—types for agent S

(OL and j) such that:

1) If S wanted ei,.then he would perform o;
2) If S performed o . € would ocgur
¢ R

3) If S wanted ej (i#4§) he would perform Oj

4) If S performed Uj then ej would occur,

The first thing to note about this analysis is that

Goldman does not want. thése four conditions to be rgad as

causal subjunctive conditionals. Rather, they are merely

ordinary subjunctive conditionals which he wants to interpret
in the following way: - . - " "

The truth value of the conditional is the truth value
of the consequent in the actual world if the antecedent
is true in the actual world, but is, otherwise, the-

. truth value of the consequent in that possible world
differing "minimally" from the actual world in whigch:

1) the antecedent is true;

2) the agent's initial resources, initial
beliefs, and initial set of basic act-types
remain unchanged; and

3) the laws of the actual world obtain.




With this interpretation in mind three additional things
should be noted about Goldman's analysis® First, it does
not require that to possess power an agent have any influenée
ovyer khe course of events in the actual worlq. It might be
the casey for example, that the outcome a powerful agent
wants is not.any of those his resources allow him to énsure, :
but rathe? some alternative wrt which he might ﬁe'impotent

or even counterpotent. If this were the case, Goldman would

want to claim that the agent possesses power since he has

potent resources and despite the fact he does not wish to

. ’
use them.

Secondly, note that conditions 1 and 3 impose epistemic -~
\ constraints on the possession of power.18 Goldman's argument

is that to poésess power an agent must know how and when to
"wield his resources. More barticularly, it must be the case

V4
,Ebat in the possible world undef consideration, that is the

one in which the agent desires ei and it just so happens that
if "he performed the sequence of basic acts o then e would

obtain:
1) The agent must 'epistemically favor" performing
' the1§1rst etement of o, as a means to realize
e‘{:-
2) At each point in time thereafter and before e,
has occurred, the agent must at that time
"epistemically favor" performing the requisite \

— element of gi-

Finally, note that the entire analysis is deterministic.

Not only is the agent's 'epistemic .leaning'" required to be
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towards a specific sequence of\basic act-types (or towards

R

some set of equally good sequences), but the occunrencé of

the desired ouécome must be ensured by his performapnce, not

merely made more probable.

This, then, is Goldman's basic analysis of social power.
. Note that two concépts'one would think are relevant to~soci£1
behavior -- costs and conflicts -- play no role so far in the-

discussion. Of cou}se, Goldman does eventuélly consider how *

these factors affect his analysis, but it is very revealing

that he chode ko begin his studies with them in sthe back-

-t

ground.20 The essential features of how he attempts to briné
- ; them back into the analysis will now be presented together
_,jh‘ in the form of an example.
ﬁ %\; s Consider two agents Row and Column (R and C) each having

a set of alternative strategies open to him (that is, each has

a set of basic act-type sequences SR = {pg and SC ={°ji
resﬁectively). Aséume that a choice of strategy by#seach agent .
fuliy determines whether or not a particular state of affairs
(e), obtains. The "issue', then, is as 1 d to be the parti-
tion {e, not-el}, whose members are t%p/”outcomes”. |
However,'the enactment of -a strategy by egch'of the
agents has ''other" consédUences than the occurrence or non-
occurrence of e. Tﬁese might iﬁclude the expenditure of

resources, incurring penalties, the taking of punitive

o measures against the other agent, and so on. To compute the
"eost'" associgted by each agent with the ''other" consequences,

-Goldman proposes the following interpretation of the term
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"opportunity cost”.21

First, the Mother” consequénces of each pairing of
strategies (pi,oj) is assigned an expected utility by each
agent (UR(pi’oj) and UC(DL’Oj) respectively). Secondly,
that strategy (say po) whose ""other'" consequences have ''on
balance'" the highest expected utility_for the agen£ in ques-
tion (in this case R) is said to have zero '"cost'", and this
is its'cost no matter what act is chosen by C, the other
agent. Finally, each agent (again in this case R) assigns
evéry other pairing of strategies (°L3°j) a cost value equal
to the difference between the expected utility of the "other"
consequences for that pairing of strategies and the expected
utility of the combination (po,oj). That is:

5.1. costR (pi,aj) = UR (pi,cj) - UR (po,oj)

Goldman's-example is given in Figure 5.1.

Given this formulation of the interdependence of‘two
agents, we are in a position touask questions~concerning thé
extent of an agent's power over the fssue given costs and the
possible conflict of interest between the two agents. Goldman
proposes the following approach. .

‘ Whether or not an agent wilI obtain his desired outcome
(say e) is,igﬂgﬁneral, a function qf the choice of basic act-
type sequences Sy both agents. But since both agents are
aésuééd to be in some sense "ra%ional”, their choices are

A

presumably functions ‘'of the "strengths of desiré” for the

»
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re Figure 5.1. Goldman's Game-Like Matrix
*
4
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outcome e relative to the expected costs of the various
”str@%egie;“ available for obtaining it. Let us assume that
R's "strength of desire" for e ovef not-e is x utiles, and
S's corresponding ”sprength of desire" is y utiles.

Goldman now suggests thatvgivén a pair of values (x,y)
we should be able to determine from the cost matrix which
cﬁoicé will be made by each agent and therefore which outcome
will obtain (i.e. e or not—es.' If we map that outcome on a
two-dimensional graph as a function of the coordinates (x,y),

. we will have all the data .needed to detérmine the following
power measures:

1) the "extent" (or "amount'" or 'strength" or ''degree")
. of an agent's power over the issue;

2) each agent's ''relative" power over the issue; and
. ‘3) the collective power shared by the two agents.
! ‘(See.Figure 5.2.)

‘Briefly, Goldman proposes that the extent of an agent's
power ove‘hthe issue'{e, not-e} (other things being equal,
including the strengths of the oppohent's desires) is an
inverse function of two relative strengths of desire: that
strength of desire (on his part) for e over not-e, hypothe-
ticélly necessary according to the graph for outcome e to
obtain; and the strength of his desire for not-e over e
necessary for not-e to obtain. How these are to be combined
into a single measufe of éower 6ver.the issue{ however,

remains an open question.

Relative power is more complicated since under Goldman's
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Figure 5.2. An Outcome Graph
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basic counterfactual model the streng£h of desire of both.
agents must now be counterfactualized. Lobking at Figure 5.2
we see that relative power under conditions of conflict of
. preference mﬁst-somehow take into account the whole Qf éhe

, ’ NW and SE quadranaf’bf the graph. Goldman recognized that
it is not clear, though, whether al?® that informﬁtion ;an be
reduced to a conyeniént non— ad hoc measure. On the o£hen
hand it would seem that sucﬁ a reduction is necessary for
his approach to yield any sort of measure of relative power.'
Unfortunately, Goldman left this issue unresolved.

Finally, collective power is clearly reflected in the
shape of the graph in the NE and SW quadrants, that is by the
outcome under thos? combinations of streng?h of desire corré—
sponding to the two agents having common, not conflicting,

|
inte{ests. Once more, however, it is not clear what measure’
can be épplied to'the data summarized in the graph.

At the conclusion of the first paper, then, Goldman
appeared to have begun to generate a provocative general
program combining a treatment of power with a general account
of social action, but had produced no concrete results such
as a specific meaéure function. In his sécond paper,

Goldman re-grouped and addpted a somewhat different tack.22

5.2.3. The Measure

. In his second paper on social power, Goldman focused

specifically on the measurement of relative power over. an "

outcome among some group of agents when whether that oatcome
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obtains can be @adg a function of the outcome-wants of the
agents in the group wrt an issueicontaining that outcome.
‘The genéral structure of his model is the“same as Shapley- ¥
Shubik's classic model of a priori voting powert "In adopting
this mpdel.Goldman was temporarily diScardiné the earlier
more general approach‘and'once again was ignoring costs and
degrees oprréference. Nevertheless, He~was‘c1ear1§ hoping
that this new aﬁélysis would inform tﬁe dead end he had
reachea wi;h the earlier framework, to which he could then
Areturn.

Goidm;n‘s generalization of the voting model is an
attempt to satisfy the two usual criteria Qf adequacy for
a measure of an agent's (S) relative power (Pg) ove; an
outqomé (e):

¢

1) Ceterus paribus, P, varies directly as the
number of minimall decis%ge sets (mds) "effective"
for e to which S belongs.

2) Ceterus paribus, P varies indirectly as the
size ofieaqh mds tg which S belongs.

-

(Goldman actuaily adds a third criterion to the effect that
S's power is lessened to the extent that the other agents
might belong fo more or smaller mds, but we may take that for
granted in this discussion.’) \

With this as the basic intuition behind his generaliza-

2

tion, Goldman turns once more to the Shapley-Shubik model

A ]

and borrows their notion of a "pivot". In their model the

pivot is the agent whose vote is decisive for the issue in

-

“
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question when (a) the votes are canvassed in a particular’

order, and (b) all agents are assumed to be voting the same

way on the issue.
Goldman attempts to generalize this notion and con-
sideré the pivot to be the agent whose preference wrt the

issue (therefore whose choice of behavior) turns out to ensure

an outcome's obtaining under the aésumption of a particular

distribution of preferences wrt the issue across all agents,
and given that the breferences of the agents have beeh can-
vassed in a particular order. That is, he replaces assumption
(b) above with an assumption of a preference distribution
"across the agents. .
With this as the central definition, Goldman proposes
a measure of relative power over the outcome (e) which simply
counts thé number of times an agent's preference wrt the
. issue would be "pivotal' when all possible 'voting" orders
and all possible preference distributions are considered.
But since it is clearly a mistake to attributénpower over

¥ - o The g

some outcome e to a ”piyot" when his ﬁfeférénée was .for not-e,
@hﬁt ié when his behavior was supposed t; help ensure not-e,
Goldman makes thg following adjustﬁént to his model. A
pivotal agent should be granted cfedit for power over the

outcome that his 'vote" ensures in some proportion to his

ranking of that outcome in his preference system. If he gets

’»

his most preferrea outcome, he is a '"classit# pivot and gets

full crgdit: The lower the outcome is on his preference
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scale, the more ''counterpotent' he ié, and the less credit

he should receive for having been '"pivotal'.
In the conclusion of the second paper,‘Goldman admits

that his generalization of 'the "voting' model still remains

unrealistic, especially in its failure to account for costs,

and in its failure to incorporate any sophisticated treatment

ESESY

of the dependence df behavior on preference orders, especially
SO as tﬂe model does take preference rankings into account in
determining power.24

We are then left with two Goldmanesque models for
social power: oﬂe an "unrealistic" modification of the

¥

Shapley-Shubik voting model,; the other apparently irretriew-

ably restricted in'scépe to a very special case., Neverthe-

less, Goldman views his study as being full of promise, and

urges that it not lightly be abandoned.
L 4

5.3. The Critique

5.3.1. Introduction

There is no question that Goldman ever intended fo
do anything more than a bit of exploratory analysis of the
problems‘surrounding the notiqn of social power, His is
neither a complete nor a final theory, nor did it pretend to
be. ﬁevertheless, Goldman has made some important suggestions
of a fundamental nature and the& ought not be passed over
without discussion, whatever the superf%cial lack of results.
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In this critique I want to focus my comments on three
aspects of Goldman's treatment:
1) his basic analysis of social power;

2) his game—théory—like treatment of costs and |
interdependence; and

3) his generalization of the Shapley-Shubik model.

I will discuss each in turn.

5.3.2. The Basic Analysis of Individual Power over an Issue

5.3.2.1. Introduction

P;obably the most prominent feature of Goldman's
proposed analysis of individual power over anm issue is its
straightforﬁard dependence on the notion of ''the ensurability
of wanted outcomes'. In essence, it is the extent to which
an agent couid make the.world correspond to what he might
WiéP that is taken as the indicator of that agent's power.

If we accept this simple structure as capturing the
basic intutition behind Goldman's analysis, there are quite
clearly three conceptual cornerstones in the foundation of
of hisutheory:

1) the notion of an '"outcome" (and its relation
to an '"issue');

2) the notion of "wanting'"; and

3) the notion of "deterministic ensurability'".
In the following sections I first discuss relati?ely briefly
what these three te}ms might mean f;r Goldman. I then pro-

ceed to an examination of the important problems he faces in
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making sense of these key not;ons in the context of the

analysis of individual power over an issue.

5.3.2.2. The analyses of the key concepts

First, concerning the notion of-an "issue'" and its
relationship to the notion of an "outcome" Goldman is quite
clearly torn between conflicting intuitions as to which of

the two is more primitive. On the one hand he recognizes

that we sometimes regard issues as arising from ?he conflict
between specific alternatives, that is, between competing
"outcomes of an issue'". In such cases it is the set of‘
"outcomes" which is primitive, and the "issue'" is raised over
which member'of that_set will obtain:

On the other hand, he also recognizes that there is
éppeal in a more general notion of an issue which turns this
conceptual dependency around:' We sometimes view an outcome
as being simply any ''resolution' of some "uncertainty"
regarding some aspect of the state of the world. Classic
examples of an issue in this sense are "the weather" and
"the election", where an "outcome" is any more or less speci-
fic resolution of the uncertainty attending the issue. For
example, "snow" or "fine' might be outcomes of the issue 'the
weather'", while "a liberal won" or "John Lindsay did not win",
might be outcomes of the issue 'the election’. (;r

Of these two intuitions Goldman éeems swﬁyed by the
former (the '"'conflict" model) in his second paper, while the

latter '"uncertainty'" approach was the foundation of the
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’

analysis given in the first paper.25 Which of the two terms

is ultimately more fundamental, of course, need not concern

»

us here. But since Goldman appears to be concerhed to cap—

-

ture something of hoth intuitions it will be convenient to
develop an analysis which can go either way. I propose the
following:

An issue E is a doubleton {W,P} where:

1) W is a set of "possible worlds" each of which
is nomologically consistent and is in some sense
a "live option" as to how the world is or will \
be. That is, some.action by one or a group of
agents will decide which "world" obtains. Note
that a '"possible world" need not be.a complete
state description, as oun, interests will be what
determines what '"live options'" are relevant.

——

2) P is a set. of partitions of W. £ If P is a singleton
Goldman's second treatment is ‘captured, while if
?’ P contains all partitions of W the basic idea
behind his first paper is captured. However,
given his desire to avoid "gimmicky’' outcomes,
- - Goldman would probaBéy settle on an intermediate
. specification of P.

It is important to recognize that this formulation of
the issue-outcome relationship implies that two sorts of
arbitrary-looking decisions have to be made before the analy-
sis of 'power over'gn issue' can get off the ground: Not
only does the issue set get defined Withoﬁt reference to what
is of concern to the agent (his preferences are to be counter-
facthalized and so they provide no help as to what "issue"

AN

matters) but a specification of the set of relevant partitions

is also required. Goldman hopes that 1n general there is some
27

"natural” definition of P, but it does not seem likely.

-~
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Secondly, on the notion of "wanting" Goldman {s relying . -

heavily on. the analysis presented in his A Theory of Human

Action328_ Naturally, it is'impOSSible to do justice to that

~very detailed and sophisticated account of the philosophical
problems concerning human acfien without totaly losing our
present focus' even thougb the analysis of action does over-
« 12D that of power. Nevertheless,,a few comments on that %

earlier-piece are necessary to set the stage for the critique

. :

of the concept of wanting as it pertains to social power,.

“ In his earlier discussion of wantiné, Goldman can be‘
viewed as facing a di}emma. 6n the one hand he accepts,
even eméhasi‘*zes, the conceptual and causall linkages betwe*
wants, beliefs and actiqns.zg» On the‘other hand, he feels
that there is no adequatelframework or model. for treatiﬂg
those concepts as a 1inked‘trihd. Most particularly, he
rejects the rationalrmodel for reasons that are never clear.go

Goldman's response to this dilemma was to turn away
- from the challengevpf developing a treatmeht of human 'action
based directly on a model of the conceptual interconnections
between wants, beliefs and actions, and to turn to a more

traditional analys1s treating each term separately with

ceterus paribus clauses accounting for the .difficult inter-

dependencies. Specifically, this was his approach to the
31

(3

ana1y51s of the notion "wanting'.

Now since we often do want to say of an agent that he

L

"wants someth%ng ceterus paribus' or that his '"overall




attitude towards...(something) is positive', there is some
S ——-

need for such a piece-meal analysis of action-theoretic terms.
t

‘However » I would want to argue that in general that approach

is ndf adequate.n‘!haihi§;;§ggired to clarify the issues in
gctioh theory is a frontal assault on the three key terms

as a conceptually linked.triad, and what this éntails is

taking some sort of rational model seriously. Of course, 1
will argue for the appropriate model being of the '"procedural”
sort.

Be fhat as it may, in the context of social power there

is no escaping the connections between the three key terms

.since those connections are of the essence. In particular,

@

it is folly to adopt at the outset a notion of "wanting"
which” is independent of social context. It is the dependence

of behavior on social context as mediated by wapts and beliefs

that is to be clarified in the first place. No concept of
wanting which ignores the dependence of w;nts on belgefs, in
particular gn'peliefs fégarding the situation at hana, can
possibly do the Jjob.:

There is a second characteristic of Goldman's treatment
of ”wanting"\pointing difectly at one of the serious problems
he faces in making that treatment«function in the larger cen-

. ) »

text of social interactioh. Goldman needs to be able to

treat wants as independent variables so that they can be

counterfactualized without making othér changes in the agent

or the world. But in practice wants are not independent in

\
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o .
this sense, even according to Goldman's own model of practi-
N .
cal inference.S2 The eventual import of this is that any
given "want' can be maintained (or counterfactualized) in
many ways.

This ambiguity spells disaster for Goldman's basic *
analysis of power since he needs to assume that wants alone
determine action.33 But if how g want is counterfactualized
affects the subsequent action, it cannot be that wants alone

determine action, anq'ﬁo the basic analysis of power falls

apart. ' \

\
)
There is one final point I want to note about Goldman's \

handling of the conceptual trigd. The only role Goldman
{V assigns to belief in the analysis of power is that an agent
must know which basic acts to perform to obtain his desired

outcome. The possession or eventual attainment of beliefs

serves simplyAa§ an "enabling' condition for the agent's

performance ‘'of requisite acts. The otherwise:noted symmetry
between wantg';nd beliefs vis-a-vis action has been destroy,ed.B4
Goldman wants to say that given a wanted outcome the agent
satisfies the epistemic constraints on power simply if he
believes the required act is more probable than alternatives
to_lead to that outcome.

-

This is perhaps the most revealing limitation in

Goldman's treatment of‘the three key notions of his theory,

for it hints at an all-pervasive blind spot. Since the focus

of his notion of power is "outcomes', not people, Goldman
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never confronts the vagaries of peoples' beliefs and expecta-
tions,and'so never considers how the interdependence of those
beliefs and eXpeqtations influences the behavior of-all con-

. cerned. In Goloman'shmodel either an agent knows the ”truth"
about the consequences of his acts or he is confused in %hat
regard. . No other property of his bellefs is relevant Thls
treatment of bellefs totally misses the social dimension of
s001a1 power, and so undercuts the_foundatlon of Goldman's

whole program.35

Tﬁis same sort of bias is even more apparent 22/63TE;;h's
dependence on the third cornerstone of his theory, e notion ‘
of "deterministic ensurability”. While he does not soy that
much about this notion, what he does say supports the conclu-
sioa that he feels it is necessary to incorporate an extreme
form of soft-determinism into the analysis of power. It is
not his determinism nor its softness that is at issue, of-:
course, but Goldmhn'g’regarding his position on that~issue as
a necessary part of any acceptable analysis of social power.
Specifically what Goldman builds;into the analysis of power
are: the exclusion of chance events; the assumption that
wgnts uniquely determine behavior; and the conclusion that
only those outcoﬁos an agent can ensure by his own actions

| count “tdward his havingcindividaul power.
J The ;rgument behind Goldman's urging of ensurabilits

is straightforward. If no other agents can affect the state

of the world and if there are no chance events, then only
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thoée outcomes which would in fact obtain in the world-under
considefation could reasonably be relevant to determining
the agent's power. The rest -- his hopes, expectations, and
SO on -- are illusory.\ An agent has only his ignorance and
lack of power to blame if things do not turn out as he wants
or expects.

On the other hand, if other agents are %nvolved in
deciding the matter, and it happens that oﬂly under certain
assumbtions regarding their behavior that the agent obtains
his desired outcome, then he is clearly either totally power-
less and at their mercy, or ﬁe_merely shares ''collective”
power with them., dn neither case does he have "individual"
power. Therefore, ensurability is the. only characteristic’
of wanted outcomes relévant to an agent's possession of
individual power. |

Once again we see the hint of tﬂe blindspot regarding
the social importance of shared belief. Goldman assumes that
an agent's hopes and expectations only affect his own behavior;
that is, that they do not affect the behavior of others.
Never does Goldman realize that social behavior can turn on

the interdependence of (perhaps false) expectations. As a

result, he never really gets around to talking about social
power. o ‘ .

I now want to turn to a more detailed examination of
some of the problems Goldman faces in making these three key

6oncepts supply a footipng for his analysis of.social power.

i
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In dqQing so I hope to demonstrate that even if he could avoid
these criticisms of his individual analyses, they are still
quite unable to function together in the context of social .

power.

5.3.2.3. Determinism and disjunctions as outcomes

My interpretation of Goldman's position on issues
and outcomes left it open whether the set of all partitions
of the issue set is relevant to an agent's possession of
power, or whether only some subset\of it is. 1 now‘want to
argue two claims on this point. First, that according to his
treatment of '"wanting" there arée really only two optiong open
to Goldman: Either he must consider only that unique parti-
tion whose members are singleton sets of the live options'
(possible worlds) or he must consider all partitions of
the 'issue set. No intermediate position can be maintained,
and no other definition of the unique partition is acceptable.

Secondly, I want to argue that according to his notion
of "ensurability", only the former definition of P makes any
sense. What this entails is that the only sense that can be
made of his analysi; is as an analysis of "pdwer possessed
under an assumption of act-outcome omniscience'".

The key to both arguments is the sense we can make of
disjunctions of possible worlds within Goldman's theory:, So
far "outéomes” of an issue can range over both the individual
possible worlds in the issue set W afid over disjuctions of \

these possible worlds. The first thing we must now ask is

x
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whether it makes any sense for a measure of power to be a
function of the agent's behavior when he '"wants a disjunction"”
but, on the other hand, to be independent of his behavior when

oy
he wants the disjuncts separately. The answer, I will argue,

depends on the assumed state of ignorance of the agent.

-

If we assume thit the ageht knows the consequences of
his acts, then it would appear obvious that his power is
simply a function of the outcomes of his behavior under the
assumption that he "wants" a particular member of W, the
relevant set_of "live options'. Since he knows the consequences
of his actg, his behavior whenever he wants a ”disjunctioﬂ”
of these possible worlds is the same as his behavior under
the assumption that he wants some one of the disjuncts.
Diécovering his success under the latter sort of assumption,
then, is all we need to know to ascertain his power.

On the other hand, if an agent is confused about the
consequences of his acts, there is no a priori restriction
we can impose on how he might be so confused. For example,
he might know enough to be succeSSfﬁl’}H ensuring world "a",
but might be so confused that when he wénts the disjunction
"a v b" he "aims for and missesh the world "b". Since such
a blatant confusion is at least §OSSib1e, if we are to
ascertain an agent's '""exercisable" péwef over the issue we
are forced to consider his wanting of each of the possible
disjunctions of worlds in addition to his wanting of each of

the worlds separately. Otherwise the relative degrees of

.




power of two agents with differing confusions become a

function of our selection of wﬁich disjuncts are to be con-

] sidered, and that would not do.

The conclusion is simply that considering only indi-
vidual worlds vglidly measures power iff we make the assump-
tion of act-ocutcome omniscience, whereas allowing the full-
range to an agent's_confusion deménds tﬂét we also examine
his behavior under the assumption that he wants each possible
diéjunction of worlds. We might call the former a measure
of the agents 'possessed'" power, and the latter his
"epistemically-enabled'" power.

However, ''outcomes' must be the sorts of things that
are "ensurable' as well as being possible objects of wants.
On this score, disjunctions.of possible worlds do not fare
so well.

While "(p v q)" is éurely a logical consequence of

"(p)", I think it is clear that for Goldman the statement:

1) Action "a" deterministically ensures outcome
(p v q)

cannot be a logical consequence of the statement:

2) Action "a'" deterministically énsures outcome (p).
Given Goldman's determinism and his approach to possible worlds
as "live options" given each act, statement 1) can best be
viewed as an elliptical way of saying:

‘ 3) Either action '"a'" deterministically ensures

outcome (p) or action "a" deterministically
ensures outcome (q), and I do not know which it is.

The importance of the qualification, of course, is to

4

RS (N - e DTL RN A A Ty R OO s N ———— e



T LN B e Bt com e s N c 3 MENYHAT vk w )
LML e U SR L AMURT 2 MG R ot ST A e g et ey e ¥+ ot gt S VT AT i v v g

133

-

emphasize that the "or" used in the translation fepresents
Phe observer's ignorance on the matter, and not any dausal
or semantical ambiguity.

But this analysis clearly mea:s that statement 3) is
not a consequence of statemént 2). Thatiis, although we
might carelessly speak of "deterministically ensured disjunc-

4§~4‘ tions of possible worlds'", upon anal&sis we find epistemo-
logical content built into the meaning of th; phrase which
bans such locutions from functioning in our analysis of
,power.36

Now, if disjunctions are inadmissible as deterministic-
ally ensurable outcomes, the only relevant partition of the
issue set is the partition having singleton worlds as members.
But as we have seen, this par¥itioﬂ can only measure ”bower
possessed'” under the .assumption of act-outcome omniscience.

By Goldman's own requirements, then, his analysis can only R

apply under such restrictive circumstances.

5.3.2.4. On counterfactualizing wants

The central feature of Goldman's analysis of power
is its reflection of the capacity of an agent to act and .
affect the state ofvthe world in suéh a way as to achieve his .
goals. Measuring the overall‘"power" 6f an agent, then,
seems to be a simple matter of determining which goals
(among the many goals an agent might choose to pursue) are L ®
attainable given his resourcés and the nature o} the world.

.

So far I have argued, in effect, that there is no clearly .




- Cr e e A e MR S LRy - - B i b

unprqblematic way to combine this "list" of attainaﬁle goals
into a single measure of éower. Now I want to suggest that
this formuilation of the problem of social power,faces an
even more immediate obstacle.

I want to argue that given Goldman's model of inten-
tional action, it is not possible to arrive at even a single
hnequivocal answer regarding the attainability of a particular
goal when one éf the antecedent conditions is the counter-
factualization of a "want". That is, we cannot counter-
factualize Twants” in the way.Goldman suggests, feed the
result of this operation into his model of action, and get

an unequivocal answer regarding the agent's success. There-

fore, his analysis &f social power does not even get off the

grounq.

The main thrust of my argument is that the specification

of an agent's f'want" is not sufficient to determine his

choiée of acti is therefare not sufficient to deter-
" mine whether or not the agehrt can (given the way the world
is) achieve the objéct of his want.

For the sake of disc&ésioq, consider a simple choice
situation in which no aspects of the state of the world other
than the outcome of the issue are of any concern to the agent.
Also consider an issue with three possible outcomes (01,02,03)
and an agent facing an uncertain choice in that the consequences

of 'his choice are a function of which state obtains among some

set of possible states of the world (81,82,83). Clearly the
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stipulation that the agent "wants" one of the outcomes:more-.
than. the others is not in general sufficient to determine his
choice. The decision matrix of Figure 5.3 illustrates this.

In this example, if the agent wants O and the probabilities

1’
assigned to the states are (.1, .1, .8), wHether he chooses
a; Qr a, is a function of his ranking of O2 and O3 and their
relation to 01.

Another quite distinct problem arises in counterfgctual
situations. It would seem that Goldman's causal model of
practical inference (whereby not one but many of an agentgfk\
wants and beliefs enter into the logical inference ending in °
his perforﬁance of an"action and where the logical inference
is paralleled by a causal chain) requires that in general any
given "want'" merely occupies some spot in a logical (eausal)
nexus of inferences. It is a conclusion of some inferences,

a premise in others. " But if this is faithful to Goldman's

analysis of practical inference, it is then not at all clear

-

what the inferences of the hypothetical agept with a ''counter-
factualized want" would be like. Nor is it clear how
nomological consistency can be ma;ntained in a world with such
a counterfactual element in a causal chain.

On the one hand, we might simply ignore this problem
of maintaining the logical and causa} consistency of the
agent's inferences, and ohly concern ourselves with those

inferences having the want at issue as a premise.

But even so there is no guarantee that the ignored

s
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-
logical inconsistency will not (at some later stage in the
({ hypothetical agent's reflection on the problem) come back to
) haunt him. This is most clearly true in more complex infer-
ences when it is the compatibility of a set of wants that
~eventually results in action. Moreover, phfé respggse does
not- answer the problem of nomologipal consistency.

. On the other hand, we might take,another route altogether '

and ask the agent what he would do if he had some different

"want'" vis-a-vis the issue, andhleave the maintenance of
logical consistency up to him. However, in answering such-
hypotheticalhquestions few agents bother to exercise ‘the care
they would if in fact they were forced to fevise some"wantl

-Thus, the agent's response car only be a guide to the sorts

of revisioms that he might undertéke, and therefore to his
behavior under'the counterfactual circumstances. .

Finally, of course, we should re&ogniée»that part of
the difficulty of this problem arises bQQause the revisigu
of a "want'' can be carried oyt in a,numbe;dof ways. However, ,{
if we do turn to something like, for ‘example, a preference
ordéring, ituiavnot at all clear what Goldman's app;oach to

power would have us counterfactualize when we are to counter-

factualizeké given want. There are any number bf ways td
-change an ordering. to counterfactualize some specific ”wanf”,A

and so in general such counterfactualization will nog be

37

determinate. On the other hand, once we start considering

geﬂeral preference relation changes (as opposgd to mere .

J'i,;‘




effect of determinism on the characterization of an "issue";

want changes) the whole point of the operation appears to

have been lost, since we have moved away from Goldman's

basic analysis framework. MOrgover, how such prefe;ence
relations would fit into Goldman's causal analysis of infer-
ence is not at all clear, \\\x\‘

The conclusion is, I think, quite clear. Goldman

needs a more structured preference concept than "wanting"

even before he introduces ''costs'" and "other consequehéés”.
* .
But if he were to turn to a rational model and utility theory,

the whole foundation of his counterfactual approach to power

would crumble, and his causal approach to practical inference

~
~

and action theory would need drastic revision.
1

5.3.2.5. . Conclusion

In criticizing Goldman's fundamental analysis of
iﬂdividugl power I have raised two sorts of problems. ' The
first are problems he faces in clarifyiné the key notions
"issue'", "want' and ”ensgrability”. The second are problems
with these notions arising in the context of his theory of
social power. I focused on four of this latter sort: the
the effect of deter;inism on what sorts of "wants' are
allowable; the effect of counterfactualization'over wants oq‘
the consistency of the agent's system of practical inferences;
and the ambiguify inherent iq the very notion of a "counter-
factualized want''. . . '

e

The overall conclusions I wanted to draw from these

i o

-~
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discussions are:

1) We must distinguish more clearly between power
possessed and exercisable power, and Goldman's
determinism implies that his analysis can only
apply to poWwer ‘possessed under conditions of act-
outcome omniscience.

2) The counterfactualizatiqon of a want without the
adjustment of an agent's other preferences or
beliefs is contrary to Goldman's characterization
of practical inference and the- systematic nature
of an agent's cognitive make-up.

3) Even if Goldman adjusts his'anaiysis of power
to include all the agent's preferences in the
determining of action, counterfactualization
in terms of "wants" is indeterminate. On: the
other hand,’there is no_clear alternative founda-
tion fd* counterfactualization leading to a clear
concept of power over an issue.

5.3.3. The Game-Style Analysis of Costs-and Conflict

»

5.3.3.1. Introduction

Goldman ﬁakes fwo sets of assumptions in introducing
his matrix ahalysis of costs and interdepeqdency. . The first
set- comprises: an acceptance of.a particular model of rational
action in interdependent situations. 1 want fo’argue that

*

this model is faulty. The second set comprises an illicit

- objectification of the. distinction betweéﬁ costs¥and}objéctives.
The result of these assumptions is a_totally wrong-héa

attempt to introduee a "social" dimension into hi derlyiég*

model.of powe

5.3.3.2. The rationality assumptions

Goldman's anélyéis of costs and conflict requires

r
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\

1) There is a rational choice for any agent in
any game-like situation.

the following as assumptions:

2) The rational "strategy'' is always a ''pure"
strategy.

3) It is possible to compute an "expected cost"
for each act alternative open to the agent.

Without the first and the second, Goldman's determinism
falters; without the third his notion of "opportunify costs"
does not get off the ground. I want to argue that none of
these is well founded. ?

- As tdﬁ%he existenée of a rationaluchoice in any game
situation, there is surely sufficient disagreement in the
literature to at least question whether any clarity hgs been
gained by reducing the problem of socigl power to that of
generating a complete theory of games. Suffice it to séy
that the connection between interdependent rationality and
social power is so well noted that making the blyth assumption
that one of the othér issue has been‘resolved adds nothing
to either discussion.38

As to his assumption to the effect that the rational

strategy is "ppre", we are -faced once more with Goldman's
conviction that power ought to reflect what happens in the
world and not what the agent e*nects to happen. Of course,
unless each'agent performs some specific act, what‘happens
in the world cannot be computed. The choice of a randomized

strategy, then, is not sufficient for Goldman.

This clearly rums counter to most recent work in




RIEN

gy o ams L

142.

decision theory, and makes the assumption that a rational v

strategy exists in every game even more problematic.39

Mor; importantly, I think it points to an as ygt unresolved
undercurrent in Goldman's program: \This:is the connection
between his assumption of determinism and the question as
to whether he is even talkiné about social power.

The key point to the following argument is that the
important environment for social behavior is that provided
by the behavior of'other agents, nof that provided by an
independent nature. bNow whiie it may be éppropriate to
restrict our htténtion to "ensurable” outcomes when an agenf
confronts the forces of nature, when his "opponent'" is

another equaliy rational agent another apbroach is clearly »

called for. One of the reasons for this is that the expecta-

tions of an "opposing'' agent, whether in error or not,

constitutegnartsof the veri real social environment for any
actor. Another reasoﬁ is that, as we ﬁave already suggesied,
rational behavior is often randomized behavior, and what
makes the behavior rational is not what will happen, but
what is expected to happen.

What these points sugges% is that one of the- key
elements in the anaiysis of social power must be the role
played by belief, in partiqular beliefs shared by the agents.
Since Goldman relegates belief to two‘rather menigl roles
(on the one haqd that of an '"enabling condition', on the

other that of a "resource”) it is unlikely that he will even
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confront this central dimension to the problem of social
power. \

The third assumption Goldman makes about the nature
of interdependent rationality is that the agent will be able
to computg an '"'expected cast'" for each act from simply
lookiﬂg at the cost matrix. I want to argue that this
assumption begs an important question concerning what the
"opposing' agent is going to do.

Since the opposing agent is assumed to be rational, it
is clear that what is his best choice is in general a func-
tion of what his opponent (the agent under discussion)
chooses to do.\ But the likely behavior of the opponent is
information Goldman requires before he can compute an
" "expected cost”, and the computation of an expected cost is
part of thé procedure by which the rational choice is coﬁbuted.

Clearly we are dealing with an only slightly'alteréa
form of the “reciprocal reasoning problem" discussed in
Chapter II. Goldman has apparently not recognized that thatlx
problem cannot be resolved by assuming the ability to compute
an "exﬁectéd cost" without begging the question.

In sum, Goldman has introduced an interesting variant
of a game matrix in an.attempt to inject costs and inter;
dependence into his analysis of power. Unfortunately his
use of ‘that matrix requires his making three very question-
able assumptions regarding the nature of rational inter-

dependent behavior. The alternative, of course, is to accept

® | |
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the relatedness of social rationality and social power and

attack the problems jointly. Any mere reduction of one to

the other simply begs or ignores all the important questions

raised by both.

5.3.3.3. On objectives versus costs

In this section I want to explore some of the
problems Goldman faces in attempting to develop a rational
choice rule around the distinctior between the 'cost"
associated with the "other" consequences of an action and the
value attached to desired "outcomes'. More particularly, f

want to argue the following four points:

1) 1In his presentation of his choice rule, Goldman
appears to want to compute "expected costs" which
he cannot do without each agent knowing what the
other is going to do.

2) The distinction® between ''costs" and'"objectives”
amounts to the assumption of a zero-point in the
agent's utility function. .

3) The measurement of the agent's preference for one
- outcome over another in terms of "utiles" imposes
an interpersonally meaningful "unit" for the
utility functions of rational agents,

4) Points 2 and 3 combine to argue that Goldman's
analysis of power once more begs all the 4mportant
questions. :

To compute the "opportunity costs' each agent ig to
associate with each alternative action, Goldman proposes the
following:

We begin by ignoring all utilities assigned by Row . =

to the outcomes lof the issue at stakel. e next con-

sider the (expected) consequences apart fyom [the
alternative outcomes] themselves, of the farious

a
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alternative sequences of acts open to Row. We then
select, among all the alternatives open to Row,

the sequence(s) of acts that would yield Row the
highest utility. This sequence of acts kas zero
(opportunity) cost... 0

The final step is the computation of the opportunity
cost to be associated with each pairing of choices (by Row
and Column). This is simply the difference between the

-

utility of the "other consequences" of that pairing of

acts and the "...(zero) utility of his best alternative”.41
Now an ambiguity arises directly from this last quota-

tion. Does Goldman mean that the '"cost" to be associated

with a given pairing is a function of the expected utility . 5

associated with the best act given that the opponent's choice

is unaltered? (In neither case, of course, is the "utility

of the best alternative'" zero as Goldman seems to say above.

It is only the cost which has been set at zero.)

I want to leave this ambiguity aside, however, for it
has already been shown that the dpproach fails for % ﬁore
important reason. What Goldman ignores is_the obvious fact
that in general '"other" consequences (and h?pce their costs)
will be a function of both agents' choices. Therefore, to .
compute "expected" costs will require an estimate of the

opponent's likely behavior. But such an estimate cannot be

forthcoming until the choice problem is solved. This places

Goldman in the tricky position of needing the estimate‘to
get his choice rule to work, but needing the choice rule to

get the estimate.
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The second of the four points I want to make here is

simply to note that the distinction between what counts as

an "other" consequence and what counts as part of 'the

outcome'" depends on whether the consequence in question is

4
"welcome'. 2

But presumably the notion of a consequence
being "welcome' can be translated into utility terms as a
"natural" definition of a zero point. I think Goldman would
admit to this, and so nothing is to be gained by belaboring
it, however much it runs counter to the rational model's
employment of revealed prefere theory.

However, the third element_in Goldman's handling of
L the interdependent choice problem combines with fhis assump-

’ .
tion of a "matural"

ero point to make a mockery of revealed
preference theory and leaves Goldman with the problem of
developing an altermative if his theory is to have any

explanatory value. In determining what the rational "outcome"

of an interdependent choice situation is, Goldman assumes
that each agent's "degree of preference' for one outcome (e)

' over the other (not-e) can be assigned an interpersonally

; meaningful value in "utilés".43 In doing sé6, Goldman is

assuming an interpersonally meaningful unit of utility.

While Goldman may recognize that his approach requires us

44

to assume '"interpersonal comparisons of utility"”, coupled

with his assumption\g; a zero-point for the players' utility
~L -
functions such a transgression of classical theory leaves -

his theory with two very obvious "Achilles heels".45 Neither’




assumption can be supported by evidence, and so his whole
analyéis is untestable. If the notion of social power is

~to function as an explanatory concept, this is unacceptable,

o
.

5.3.4. The Shapley-Shubik Extension

5.3.4.1. Introduction

Goldman's proposed extension of the Shapley-

Shubik measure of voting power incorporates four important
"changes" to théir model: v
1) He replaces ''votes" and '"the passing of bills"
with "agents' preferences" and the "outcomes"
resulting from the performance of acts by the R
agents. (Behavior, like voting, is assumed to
be a direct consequence of preference.)
He drops the assumption that all agents are
either unanimously for or unanimously against
a bill, and considers all possible distributions
~of outcome preferences.

3) He extends the model to cover multi-outcom
issues. '

4) He advances the proposal that a "pivot" be judged
to have power in some proportion to his ranking
of the outcome his action ensures.

The central thrust of my criticism is that of these
four changes 2) shows most clearly that Goldman has misunder-
stood the réasoning lying behind the Shapley-Shubik measure.
His- commitments to the notion of "wanting' and to counter-
factualization have in this instance led him seriously astray.

With respect to his other three proposals, his misunder-

stapding of the role of coalit;ons in the Shapley-Shubik

model makes ‘his generalization unable to capture the nature




of the‘stratqgiquossibilities in the n-person interdepen-

dent context of concern. Once more Goldman can be seen to
fall into error for underestimating the link between power

and rationality.

Simply stated, the Shapley-Shubik measure was proposed

as a "method for" evaluating a priori voting strength'. The
resources of each agent are simply the number of votes he
controls, as costg, incentives, log rolling etc. are not
involved a priori. The situation is pristine -- votes deter-

mine outcomes according géra given rule and the number of
/

votes each agent controls is given data.46

Clearly, Goldman would have had three reasons er
choosing this sort of model as the basis for his measure
of power:

1) The approach measures power prior to the intru-
sion of most empirical factors like .party
allegiance and costs, just as Goldman feels
power ought to reflect an agent's ability to
succeed independently of such empirical factors
as "what he happens to want'". In short, both
derive power from consideration of counter-
factual circumstances.

The voters have a single simple goal, just as )
Goldman's basic model of power has agents 'wanting"
outcomes. -

The voting model -has a clear-cut two-way decision
procedure -- either the bill passes or is blocked
-- just as Goldman's deterministic and ommiscient
approach to the consequences of an act entails -
either the agent's\bucceeding or failing in his
attempt to satisfy his want. Intermediate results
are irrelevant in both cases.
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These three points correlate each of the cornerstones

of Goldman's basic model with an obvious counterpart in the

Shapley-Shubik model. To Goldman the extension of their
measure to a general behavior model in keeping with his basic

approach must have appeared to be straightforward. I now

will argue that that hope was founded on a crucial confusion.

5.3.4.2. Pivothood and coalitions

The Shapley-Shubik measure makes an agent's power

equal to the prior‘probability.of his vote deciding an
issue. In their original paper that probability was computed
by considering all possible voting sequencés and counting P
phe fraction of times the agent was pivotal under the assump-
tion that all previous agents in the sequence voted the
same way. Of course, this was only one way of computing
that prior probability, and perhaps it was a confusing way
to look at the problem of a priori power -- at least it
confused Goldman.

What Goldman failed to realize in proposing his
"extension" was that from a strategic point of view an
agent's power in the various coalition possibilities are

dependent on one another. In taking preferences as primitive,

" and thereby assﬁming that each preference distribution is

independent of thé others, Goldman ignores the strategic

dimension of social power. The point he misses is that an
agent's power in any particular coalition arises both from

his‘capability as a single individual to withdraw from the
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coalition, and from his being a member of many of that
. coalition's sub-coalitions. In each sub-coalition he also
wields power, and therefore must be judged to have some
.~ control over the actions taken by that small group as a
vroul
With respect to the larger coalitions, tﬁen, he also
has some control over whether each ggg—coalition will defect,
and so any measure of his iglgl power in that larger group
must reflect this fact.47
Through taking the preference distribution as primitive

and the coalition structure as defined, rather than having

the coalition structure variable, Goldman could not accommo-

date this dependence of the agent's power as a member of, J

for example, the grénd coalition of all members (i.e. where

they;all:vote the same way) on his power as a member of each

of tﬁe smaliér\cqalitions. He assumed these were indepeﬂdent
situations, where;;lstrategically speaking the power in the ‘
Vgrand coalition is based on power in the smaller ones.
To clarify further this\depgggeh ¢ of power on strate-
P gically pogsible coalitions will tak;‘ 4 tq\problems I
would rather delay until we consider Harsanyi';\fhegfy of
power in Chapter VI. The important point ;o'makq herg éan\\\tn
- be stated simply: Goldman hasigfgunderstood the role of

pivbthood in the Shapley-Shubik measure. Being pivotal is

not important per se, since in the situations being modelled

votes or actions are either taken simultaneously or in some

.
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Afixed order. The reason Shapley and Shubik employed voting
sequences and pivothood was because bei;g pivotal under the
special assumptions they made just so happens to reflect

the contribﬁtion an agent's voting strength makes both as

an individual and as a member of the many strategically
possible coalitions. Of course, the various possible distri-
butions of preferences wrt the issue as introduqtgagb
Goldman, are part of what constitutes these possible coali-
tions, since '"strategically' speaking, an agent may

threaten to vote against his most preferred outcome if he

has reason to believe that the threat will be taken sériously;
To compute a priori power by considéring pivothood is only

a convenient mathematical trick. A better sense of why

this trick works is obtained from an interpretation of their

model treating coalition structures directly. In so doing,
ot quite legitimateiy disrega;ds the artificial device of
pivothood, and,concenﬁr;tes on an agént's strategic alterna;
tives as a source of his power. ‘ «

In short, an agentjs threat in every.casé is to join
the opposing coalition, but he can ‘threaten this'both as an
indivi&ualmaﬁd'ig concert with the ﬁembers of sublcoaiitions.
In cgnsrdering both pivothood and alternative preference
distribﬁtiong (i.e. coaIitiop structures) Goldman is guﬁlty

. of doubie¥counting, and‘has shown that he completely mis-

reads the importance of coalitions and strategic threats ﬁo

the ShaEley—Shubik‘measure.’

-

\
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The end result of this confusion is that once a

preference distribution is fixed, there is no justification

for assigning power on the basis of an agent's being pivotal. A(,i

By assumption, he has no alternative. actions open to him,

therefore he has no threat capability,'therefozi_gé,has po'
strategic power. In the Shapley-Shubik measure the'prior

! probabilitylof béinglpivotal dbes not pertain directly to
an agent's power.-— it is only of cohcerp when it reflects
the prior probability of his vote deciding the issue, while

for his votes to "decide an issue'" an agent's defection must

change the outcome. However, once Goldman assumes a

preference distribution for an agent, that agent's defection

is not an issue, and so neither is his pivothood.

5.3.4.3. Conclusion ’ '
Wfthqut a doubt each of the four mod{gzg;;rons

Goldman éuggests is crucial to any generalization of the’

Shapley-Shubik model. Unfortunately, from the.outset his
extension is unable to do the job of incorporating the changes

becéuse it fails to develop a generalized role for strategic
. ®

\ considerdations, and it was these that lay behind the

original model.

’

As it ﬁappens, there has existed for some time a
éq@efalization of the Shapley-Shubik 'model of power based
- directly on a generﬁiizatibn of its strategic foundatidn,

i,e. on a modified.Shapley value for n-person games. This

. is Harsanyi‘s,theory of power and n-person cooperative games.




rational choice in interdependent oontexts wouid\seem to

a normative foundatlon for such explanatory notlons . »

tance of the notion of social power in the social sciences,

g
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I will now turn to a discussion of that theory and hence

pick up the thread of Harsanyi's theoretic analysis of

3

rational behavior. ;“ _ ] R

., Of course, it would be absurd to suggest that’
Goldman's failure to prov1de an adequate‘analy51s of the ‘
explanatory éoneept of social ﬁower on a non—normative'
foundation by itself means that n;n coulo possibly be forth—/*
coming. However, that conclusion ié s orted by the type s

of criticism levelled at his model.- -Some way of handling

be necessary to an analysis of that concept, as woaiﬂ\some
way of handling notions like ”stfategic alternatives'. \Tt\

is these cons1deratlons whlch argue for -the development of \\\

. .Of course, there 1s Stlll room to dlspute the 1mpor—_ <::

and. so .to counter the genzéallzatlon of the above :conclusion.

S . i

. .
Riker, for example, confebses:is s~ : ¢ .
-

The final question...concerns \the appropriate
+ scientific attitude toward the’/ conception of power
itself. Ought we to redefine it in 'a ¢lear way or
ought we to banish it .altogether, My inpitial
emotion, I confess, is that we ought to banish it 48
‘That this ié ot my attitude should be clear The
centraI prqbiems infthe SOCial-SCQences concern how one
agent's belieisL values and actions are related to those of

other agents. Whether or not social power ®is the key notjom

. . *
in understanging these interdependencies, some such notion
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will have to be invoked, and my~contention is that that
notion will have to confront the same obstacles raised here
against Goldman's theory. If this is the case, then the
conclusion that explanatory notions in the social sciences
demand a normative foundatZon will go through, and the

criticisms raised against Goldman will be generalizable.

A\

-

il
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FOOTNOTES
1. The two key papers are Goldman's '"Towards a Theory of
Social Power" (1972), and his "On the Measurement of

Power'" (1974). Russel's contribution is his Power,
A New Social Analysis (1938).

2. Harsanyi's main discussions are in his '"Measurement
of Social Power, Opportunity Costs, and the Theory of
Two-Person Bargaining Games'" (1962), and his '"Measure-
ment of Social Power in n-Person Reciprocal Power
Situations" (1962). See Chapter VI for a detailed
discussion of his theory.

3. See Thibault and Kelly (1959), Blau (1964), Homans
(1974), Emerson (1962) and Emerson (1972b). Emerson's
theory of power is discussed in Chapter VII1 and-
Chapter IX.

4. See, for example, Buckley's discussion'in his (1967),
p. 183 and the references.

5. See Shapley (1953), Shapley and Shubik (1954), Riker
(1962) and Riker (1964).

See French and Raven (1968) and Cartwright (1968).
See Simon (1957), and March (1955).
See Dahl (1957).

© 0 9 O

See especially Schopler (1965).

presidential address to the Society for the Psychologi

- Study of Social Issues, Darwin Cartwright [contended]
that any social psychological theory was incomplete
without this construct."

10. As Schopler notes in his (1965), p. 177: "In his 1953£’/N‘
al

11. See Shapley and Shubik (1954).

12, The Shapley-8hubik model was designed to provide an
a priori measure of committee voting strength. There
was no attempt made to generalize the treatment to
handle other sorts of interactive contexts.

S
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13. As a survey of the literature cited in footnotes 1 to 9
of this chapter shows, many of the recent analyses of
social power have assumed some specific social or
behavioral model of the causes of human behavior.
Goldman has attempted to steer clear of making any
assumptions of that nature, with the unfortunatqaresult
that his concept of social power seems unable to func-
tion in explanatory contexts.

14. A partition of some set S is any collection of subsets
of S such that every member of S belongs to one and
only one of those subsets. For Goldman the "issue" is
the set S and the subsets represent "outcomes'". (See
below section 5.3.2.2 for a further discussion of this
relationship between issues and outcomes.)

15. In his (1970) Goldman goes into considerable detail
on the nature of "basic act-types'. For the purposes
of this discussion of social power, the main import
of the term is that a basic act-type "is one that a
person can do 'at will', an act-type that is 'directly'
under his control”, Ibid., p. 225.

16. See Goldman (1972), p. 226.

17. As Goldman points out, this interpretation owes much
to Robert Stalnaker. See Stalnaker's ""A Theory of
Conditionals' (1968).

18, The whole issue of the relationship between belief and
social power is a problem for Goldman. The present
analysis indicates that he would really rather assume
that the agent knows which act sequence among those he
has available will give him his wanted outcome. Thus
he" reduces the holding of "appropriate" beliefs to an

™~ enabling condition. See below section 5.3 for a dis-
cussion of this problem.

— T SO IN I 037 - SOV N St 1. o o ot oo e e o s

19, For an agent to "epistemically favor'" a certain act-
sequence means, for Goldman, that he believes that that
sequence is more probable than any other to lead to the
wanted outcome (1972), p. 230.

20. What this seems to reveal is that Goldman considers the
essential property of the concept of social power to
be non-social. His whole analysis is constructed on
the model of an agent's manipulating nature, rather than
, pa his interacting with other agemts. While this line
a¢kanalysis might give rise to an interesting general
d@hbept of "power" (as, for example, in "an agent has
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21.

22.

23.

24,

25.

26.

27.

the power to do act x', and '"the waterfall has the Qower’
to light many houses'), there is no reason to expect

that this approach will reveal much about the peculiar
social nature of social power.

Ibid., 251. In section 5.3.3.3 I argue that it is

unclear exactly what Goldman means here, but I think

this interpretation captures the gist of his proposal.

At the end of the second paper Goldman admitted that
there are "serious complications'" involved in extending
this approach to multi-outcome multi-agent interactions.
This may have been what motivated his consideration of
the Shapley-Shubik model. See his (1974), p. 252.

A set of agentg is "effective'" for an outcome if it
can ensure that outcome against concerted opposition.
It is "minimally decisive" if there is no subset of 8
also effective for that outcome.

Ibid., p. 252.

In his (1972) he concentrates on examples like "whether
or not it rains at a particular time and place'" (p. 223)
and tolerates many partitions of an issue into outcomes.

*In (1974) he says, "An outcome is a possible event or

state of affairs. An issue is associated with a set of
two or more outcomes that are mutually exclusive and
jointly exhaustive; different sets of outcomes deter-
mine different issues"‘(p. 232). )

L )

A "gimmicky'" set of outcomes involves outcomes differing .
in "irrelevant' respects. For example, concerning the
issue "the weather", the following is a "gimmicky'" par-
tition into outcomes: (It rains with my hat on, It
rains with my hat off, It doesn't rain). Goldman wants
to avoid attributing power over the weather to an agent
who can ensure either of the first two outcomes simply
because it happens to be raining and he has the power

to take off his hat. . .
Footnote 26 above gives an example illustrating why P
cannot contain every partition; but as Goldman recog-
nizes, it is8 not easy to see how to demarcate "gimmicky"
outcomes. (See (1972), p. 266.) On the other hand,
allowing only a single set of outcomes to define an
issue overlooks obvious comparisons we want to be able
to draw. Consider, for example, an agent who can ensure
"rain" and one who can ensure only '"precipitation".
Since these are not mutually exclusive outcomes, under
the second proposal they concern different issues and
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34.

35.

36.

37.

38.

39.

40.
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+

See his discussion of the rational model in (1970),
pp. 136-137. '

Consider, for example, two '"street" agents who both
believe that one of them has a devastating left hook.
This ''shared belief" gives that agent great power over
the other even though in fact he might not know the
first thing about fighting. The shared belief is enough
to convey power to him even where there is no "truth”

to what they believe.

I do not want to suggest by this argument that Goldman's
analysis of ensurability demands that each member of W
will be a complete state description, for we have already
allowed that it is our interests (and ignorance) that
determines the issue set. What is at issue here is
whether our interests (and ignorance) should be involved

after that choice has been made. I have argued that

if we answer in the negative, then deterministic
ensurability demands that we can only include in P
singleton members of W.

Consider the agent's preference ordering 01>O >03.
Goldman must maintain that the agent "wants”-%he outcome
07. But to counterfactualize the want, we could either
move to the ordering 05,>01>03 or to 09>03>04, and an
agent's behavior may depend on which we choose.

I am, of course, suggesting two things here. First,

as the discussion of Harsanyi's theory of non-cooperative
games tried to show, there may be no way to characterige
a unique rational solution to many interactions con-
ceived in the usual game-theoretic sense. Secondly,

the notion of power is very much a strategic concept,

so that although debates in game theory concerning
strategic interaction will surely inform the analysis

of power, they should not be assumed to have resolved

all the difficult problems concerning that concept.

Goldman's arguments against a probabilistic treatment

of behavior (see his (1972), p. 268), amount to a denial
that people might ever decide to '"flip a coin", or

"roll a die" in deciding what to do. (Either that or
else he wants to regard the outcome of those events as

‘being determinate, too.) But this argument clearly

runs ‘counter to his assumption of '‘an agent's rationality,
as any intrdduction to game theory shows. (See, for
example, Rapopart's (1966), Chapter 6.)

See his (1972), p. 250-251.
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42.

43.

44,

45.

46.

47.

48.

Ibid., p. 25.

Goldman recognii}s this. He states: '"If C would be
an unwelcome corfsequence of e (eg. going to jail),

then it is included in the category of cost." 1bid.,
p. 267. ’

This must be the case for the following to make sense:
"Let us assume...that the degree of preference for
both agents is the same [my emphasis]". 1Ibid, p. 252.-

He does recognize that "It is assumed that interpersonal
assignments of utility can be made."” 1Ibid., p. 250.

See Luce and Raiffa (1957), p. 33-34 for a discussion
of interpersonal comparisons of utility.

See, for example, Shubik's Game Theory and Related
Approaches to Social Behavior (1964), p. 141.

This is the main point to Harsanyi's<4consideration of
all possible syndicates. (See Chapter VI.)

Riker's '"Some Ambiguities in the Notion of Power"
(1964), p. 348.




CHAPTER VI

N-PERSON GAMES AND HARSANYI'S THEORY OF SOCIAL POWER

“

6.1. Introduction

In an important pair of papers published in 1562,
John Harsanyi moved the discussion of social power'intp the
context of his theory of cooperative games.1 Involved in
this shift was a critique of earlier theories (in particular
the proposals of Dahl, March and Simon)2 to the effect that
although their emphasis on the behaviqrg}.éffects of an
agenf's influence attempt was correct; what they neglectéd

to take into account were the opportunity costs to the two

agents of the exchange. That is, if we assume agent A is

LU attempting to influence agent B, what had been excluded from

consideration® were the cost to agent A of his attempt to o

influence agent B and the cost to B if he should refuse to
yield to A. As Harsanyi put it:

A's power over B should be defined not merely as

an ability by A to get B to do X with a certain
probability p, but rather as an ability by A to

achieve this at a certain cost u ‘to himself, by

convincing B that he would have to bear the total

cost v if he did not do X.3 N

The major argument Harsanyi offered in favor of

incorporating the first of these cost factors was the obser-

vation that we would not be inclined to attribute high power

;;Ng“'  to gn agent whose attempt to influence the behavior of

161 .
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another could succeed only at,very high cost, for exampie
at the cost of his own life.4 Of course, if the.consequencés
of a successful influence were important\enOUgﬁ to such an
agent, hé might make the attempt even tbough the costs were .
high, but we would nevertheless feel inclined to take the
exﬁected costs of the exercise of influence into account in
computing the power he possesses;

The other cost factor, the opportunity cost to agent B
of non-compliance, must also be considered, Qarsanyi notes,
if the power concept is to function as an intervening variable
in the eiplanati?n 6f B's behavior.? If we are to regard B's .
decision to adopt some policy X to be a function of the
advantages and disadvantages he associates with that policy
and its alternatives: then the explanation of his decision
(using the power concept) must take into account the differ-
ence A's intervention has made. This is measured by the
&trength of B's incentive to adopt policy X, which in turn-
is a function of the cost he associates with the effects of
non-compliance. ‘
-~ anyi next suggested that, in general, in two-agent
interactio involving comditional rewards and sanctiong} the‘
/v unilateral ower exercised by one of the agents over the
other is aély half thg storyf; If nothing else,.thg influencee
‘will ely press for a reduction in sanctions_ or.an increase
‘/’;; rgwards‘by threatening to withhold compliance, even thotigh
if may cost him to do so. ‘In so‘doidglhe wiil exercise
whatever powerqbis ability to be stubborn gives him;over -

™

. . ' - N
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the influencer.

The general‘situation, then, is surely one in which
both agents to a two-party power relationship attempt to
influence’}hé'other, and so is one of bilateral, ér recip-

rocal, power. As noted, this avdids the pitfalls of

Goldman's approach. More specifically, since in such a

. situation the behavior of both agents is a function of

impliéit or explicit bargaining between them, the proper
context for examining the notion of social power is the
7

'Harsahyi faces three separate problems in develoﬁﬁng
a genéral measure for social power through game theory.
First, he must havg available a defensible solution cdncept
for'two—person bargaining games. Secondly, he must devélop
an n-person solution concept on that foundation, since most

power interactions involve more than two -agents. Thirdly,

' these solutions must be shown to generate a measure of

' social power satisfying at least some of our intuitions

regarding that motion. Harsanyi's treatment of these three

4

problems will now be presented. A/gz;tique of his program

+

follows in sectiohs 6.7 and 6:.8.

.
- -
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6.2. Harsanyi's‘Bargaining Approach to Two-Person
Cooperative Games

The éssentials of ﬁarsanyi‘s approach to two-pérson
coopefative ga;EE\are straightforwardf As usual, we are to'
regard each'agent as hawving a number of pure strategy options
open to him, the consequences of which are a function of the
choices by both agents. The agents are endeavoring to agree
through bargaining with one another upon some jointly random-
ized strategy giving each an‘optimal expected payoff under
the constraints.of the game. 1In thé event that no agree-
ment can be reached, each player threatens to choose to play f
éome "conflict strategy', chosen so-as to ‘demonstrate to his
opponent the damage he is able to inflict at low cost to

8 .

himself.

The choice of this conflict strategy, or threat

strategy, and how it determines the solution of the bargain-

ing game are the two central dimensions to Harsanyi's two-

person model. On both counts Harsanyi follows John Nash.9

The Nash solution to a two-person bargaining game as

L4

a function of given conflict payoffs is that jointly random-

ized strategy which maximizes the product of the two players'’

-

increases in expected payoff relative to those conflict:

paYgffs. The Nash criteria which only this solution sétis-

10

fies are well known. Harsanyi has genérated an alternative

set of such '"rationality" postulates.11

Since theé choice of conflict strategies has such a

direct bearing on the-bargaining outcome of the game, each
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agent's choice of conflict strategy could regsonably be‘made
with the sole criterion of admissibility beifng the effect
of that choice on his final payoff. This is the Nash-

Harsanyi approach. Of course, since each-agent's choice .

is made independently of the other, and yet the effect of

~

each choice on the finai payoff is a function of both choices,

the condition being sought is one of "mutually optimal"

conflict strategies.12

5

Nash, again, has shown,that there always exists such

a pair of mutually optimai conflict strategies, and. that

all pairs of mutually optimal conflict étrategies in any

game will lead {tb- the same final payoffs.13 ‘

A
~

These two\Nash results, then, form the foundation of
Harsanyi's theoryof twqrpbrson bargaining games.” The
md%hemafics in which this approach. to the two-person game

is formulated need not concern us here, however, as the

n-person situation is what matters more, and the crucial

problem there ‘does not arise from the two—pérson'mathematics.
\J

Rather, the most pressing issue in Harsanyi's n-person

o>

theory is how the larger game 'cap be constituted out of

two-person subgames, or how a set of two-person Nash solu-
tiods can form equilibrium conditions defining a solution
for an n-person interaction.

‘I will discuss Harsanyi's extension of the Nash approach

. after a brief introduction te the traditional .formulation of

»

n-person games.
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6.3. Games in Characteristic Function Form

Much of the analysis of n-person games has been under-
taken with a particular set of assumptions being adopted’
to characterﬁée the game context. These assumptioﬁs entail
"a reduction of the gamegfrom néfmai form, the usual repre-

. sentation in two~person theory, to a representation called
.14

*the "characteristic function form'. _These assumptions can
- . » * . ‘
be summarized as below:'l‘5 ..
: 1) Coalitions of subsets of the set of n players
. (N) can form freely and pre-phqrcommunlcatlon

is unrestricted.

2) By suitable choices of the zero-point and unit
of the utility functions of the n-players the
payoffs of the n-person game can be converted
to units of '"transferable utility", thus
allowing side-payments in these units among

the players of any coalition.-

3) The payoff of concern to any cbalithp (8) is
?t which S ‘can guarantee itself; that is, it
the "security level! of S when the n- person
game is.represented as a two-person game with S
being opposed by the counter—coalltion N-S -~
.(denoted S). : \ .

Together with certain normalization adjustments and

the elimination of so-called "inessentiai” games, 16 these -

assumptlons permit the representatlon of any n- person game
by a set- theoretic measure defined over the set of SQIW S
_i.e. over the set. of all coalitions. This measure, the

charaéteristic Iuncf&oﬂ”v(S), has the following.properties:

'(6.1) - V¥ (‘v({i.})\=0)' R . " -
4ieN . ] -

3

A
- &
© @
/\/ . .
. \
-
s .
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(6.2) v(9) =0 4

(6.3) v (snrt =;¢ D V(SVUT) > v(8S) + v(T))
‘ S, TEN ' - ‘

(6.4) v(N) =1

Many solution concepts have been proposed for games in

characteristic function form. Some constitute a set of

payoff vectors in the form x==(xl,x2...,xn) to which ratlsnal

players should restrict themselves. One of the most basic

of these, the '"core', is baggd on the assumption of both

individual and collective rationality.17

All players are individually rational if* for any

vector x in the solution: ‘\
\

(6.5) V- (x; > v({4}))
. LeN

or, for the normalized game:
(6.6) V¥V (x; > 0)
LeN

The players are colléctivély rationgl if no subset of players

will be satisfied with getting less than they could by join-

b L 4
ing a coalition. That is: /'
5
(6.7) ¥ v(8) < I €x;)
. SN LeS
. -
In particular, from 6.7 it follows that:
o5 ) » - .
{6.8) v(N) = & (x;) - . ‘
‘ AeN ' N a L




or, for the normalized game:

z (6.9) v(N) =1 h
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Now, these constraints on the admissible payoff vectors

constitute the definition of theNEOIution concept called

t
"

the "core". As it happens, however, some games do not have

a core, and this concept, though simple enongh, cannot

T . .
really be accepted as deffning a general solution for all
18

3

games.in characteristic function form.

The solution concept for games in characteristic

©
~ function form most closely linked to Harsany1 8 and to the

S————

search for a_power concept ‘is the '"Shapley Value Solution"

19

The assumptions lying behind this approach are as follows: /

1) The grand coalition of all players will eventually

form, since that coalition maximizes the payoff
available to the players.

2) Theb order i which the players enter the
i coalition is, random.

3) Given some spec
each player { re
grand coalition eqg
utility his joining t
.to its value.

ives from the '"value" of the

7

i.e. 44(4) = ¥(8) - w(8-{4}y

where{¢6(i) = the payoff to player 4 given this
. order of formation (§) -

; S = the coalition after { joinms

ic order of fprmation, the amount

8 the amount of transferable
eady formed group adds

1 -
/‘/Y(S) = the) 'chaxfteristic function for this game

With these assumptions Shapley shows that the "value"

2

to player L of the n-person game represented by the

- . . "‘ ”
. T o N



characteristic function v(S) is given by:

(6.10) ¢(i) = 3z {8=1IHO=8) by ygy y(g-(i1)]

SeN
~ where s = |S|
¢(4) = value of the game to player 4

4

.
6.4. Problems with the Shapley Value and the-Chdracteristi

169

C .

Function Form

A number of objections have been raised against the
characteristic function form of representation. Luce and

21

Raiffa, for example, point out with -the aid of an example

22 that the characteristic function

taken from McKinsey,
abstracts away asymmetries found in the normal form,
asymmetries a playe} of the normal form might u§e to his
advantage in barzaining with his opponents. They also sug-
gest that the implggyﬁiuse of security levels to repregent
the expected value of coalitions is probabl}éinadequate in

the case of non-constant sum games.23

In such cases,
opposition by the counter-coalition raises the possibility
of bargaining and therefore of expected payoffs exceedihg
the (very comnservative) security level. | |

In exploring this idea furthgr? Harsanyi argued that

the thfeatlpotentials of the opposing coalitions ought to b

. / i .
used to define the value of a coalition instead of the secur

' levels.24

into the Shapley definition of value to reflect this, and,

as we shall see, this modified Shapley Value tygns out to
v ' . * lﬂ} . .

.

€

ity

He introduced a "modified" charhcteristicffunction
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this was also a return to extremely difficult technical

problems.

6.5. Harsanyi's Theory of N-Person Cooperative Games

6.5.1. Introduction

Harsanyi's bargaining approach seeks to define a

*

solution for the n—persoh game through examining the possible
equilibrium conditions existing among the solutions t; a E
set of bargaining sub-games. These sub-games involve subsets
of the n-players called "syndicates'". _ (Unlike coalitions,
syndicates never actually form, even in theory. Rather,

they represent the interdependenéies among subsets of the

<

n players which rational players must take into account in

determining their bargaining strength in the"originai

n-person interaction.) ‘

The crux of Harsanyi's model is that these syndicates
allow the players to determine how much power they would
wield if tﬁey were to act in concert with others. The model
Harsanyi proposes empowers each syndicate to do the follow-
ing:28 )

1) It announces a threat strategy to which the
members of the syndicate are bound in the event
of conflict with the counter-syndicate.

2)- It announces dividends to its members (non-

" transferable utility payoffs) which all members

agree to secure through the cooperatlve choice
v  of threat strategy.

L erses
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Since these dividends are to be considered additive,
that is, a player's final payoff is simply the sum of his
@

dividends, and since Harsanyi is seeking equilibrium condi-

tions, his model reduces to considering what each syndi-

‘cate's threat sfrategy and dividend guarantee are given the

threat strategies and dividend guarantees of all other

syndicates.

. It should be noted that this bargaining model’involves
two important modifications of the Shapley approach. First,
the characteristic function's use of the security levels of
the coalitions in defining the outcomes of a conffontation
with the éounter—coalition'is replaced by Harsanyi's use of
conflict payoffs based on each syndicate's bargaining strength
or threat potential. This is equivalent to Naéh's generai
bargaining solution to two—personigoopérative gaméslzg

Secondly,  Harsanyi has been able to drop the assumption
of transferable utilities and to generate a solution cqﬁcept

having the modified Shapley value as a special case.30

6.5.2. Definitions and Assumptions

The fundamental problem confronting Harsanyi in develop-

-ing this generalization of the Nash approach was that of

1

generating sufficient equations constraining the solution

as the number of players increaséd, but to do so without

’

intrqgucing'more variables than his constraints.can handle.

To see this, consider the basic Nash approach for n-person

o mmm
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games with known disagreement vector, that is, when the
payoffs to the players in the evenywthat they cannot agree
on a joint strategy is given by the rules of the game. The

following equations define & unique solution vector (u)
. L J

assigning a payoff to each of the n.players:31

- % (6.11) H(u) = 0
(6.12) Hi(ﬁ) = a; for all LeN

(6.13) ai(ui'di) = aj(uj—dj) for all 4,§ ¢ N

where P = {X} = the prospect for khe game T
A = - =
\ X (Xl’XZ""’Xn) some member of P
d = (dl’dZ""’dn) = the disagreement vector given
by the rules of the game .
u = (ul,uz,...,un) = the solution vector
H(X) = 0 1is the equation of the upper right boundary.
of P (it is the set of points in P
undominated by any other points in P) .
H.(X) = ) the first partial derivative of H
4 X . )
4 .with respect to X’é
' Ll
- L

When the disagreement vector is given by the rules of
the game, this system of Zn, equations (there are only (n-1)
independent equations of the form 6.13) contains only 2n

. unknowns, and can be solved to yield the unique solution (u)

givéﬁ by the equati_pn:32
— n ‘
) (6.14) u = max T (Xi_di) , :
) XeP 4=1 .
»

~
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In the general case, however, the disagreement vector
is nét known in advance, and must be worked:out by the players
as part of the baréaining,problem. Buf the system of
equaéions given above would then have 3n unknowns, and so !
must be augmented if a solution is to be found. The natural
-place to look for further constraints id to the bargains
reached among thg syndicates,since the unique property of .
n-person cooperative games is that groups of players can
form freely and act to.protect common interests. The over-
‘riding problem, however, is to introduce constraining equa-
tio;s which represent ratibnél constraints on the bargaining
taking place among the n plaiers. That is, éﬁthough there
may be’any number of ways to augment the basic set of
equations so as to make the resulting s§stem solvable, the
additions must be defensible as considerations any‘rational
blayer would take into account.

Theré are two types of constraints Harsanyi introduces.
The firsf.coﬁstitutes‘the introduction of eguations repre-
senting the ‘interdependencies of bargaining among the various
syndicates: The second are mathemééical conveﬁiéﬁces intro-

duced to make the system workt Each will now be discussed.

[J

6@5.3. Type 1 Constraints
6.5.3.Y. The dividends

»

Since Harsanyi defines the dividends guaranteed by

the syndicates to the players as beimg additive, we can unite

' . -

P
. . oM = edpnt- : e gt
o . -
- ! o,
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player 4's final payoff as the sum of the dividends paid him

by @ach of the syndicates of which he is a member:

_ .8 ' '
\\bs.ls) u; = Iw; )

S&eN
LeS
where wg =\the dividend guaranteed to player { from
yndicate S
; \ S
Clearly, the sets of L for each player £ becom®e the "solution

" unknowns'", replacing the uy (the final payoffs in the game)

which are now simply defined variables. We must also
introduce constrain%§ on these 'dividends', however. '
Harsanyi suggests the following:

' We want to exclude dividend guaranteeing agreements
" which are in themselves unréalistic or'are inconsis-
"tent with the other commitments of the participants.

Therefore, we shall require that the dividends
guaranteed to any player { by a given syndicate S
and by all its subsets taken_together should not
exceed the conflict payoff uS which is the largest
payoff that the cooperative effort of the members of
S could secure_for him in the event of a conflict
between 8 and S. On the other hand, we also want to
exclude dividend-guaranteeing agreements which are
inefficient (not Pareto-optimal), and theyrefore also
require that the sum of these dividends sﬁpgld not
fall -short of this conflict payoff, either. 3

”

-

That is, Harsanyi suggests that the following constraint
be placed on the dividends offered by syndicate S and its

subsets to player 4:

(6.16) w, = I w; “
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wﬂére us = the conflict payoff to player { from syndicate S
when S is opposed by 8§ and both play their
conflict strategies :

*

Of coursey, as it stands, the ui are merely variables

défined in terms of the dividendsn The crux of the matter

4

is, however, that since these conflict payoffs represent
outcomes in the original game given the choice of certain\

"conflict" strategies by S and S, an independent, derivation

of their value can be made on the basis of the optimal choice

of threat strategy by each coalition., These equations,

then, will eventually serve to constrain the dividends them-

. '
selves'.34 ' , ‘ :

6.5.3.2. -Dividend prgportionalfty
In the‘case of a gﬁown disagreement véctor

d(= (dl,...dn)f the "dividends" guaranpeed to two ﬁlayers

by the all-member syndicate (all others beiﬁg‘irrelevant

due to the disagreement vector's béing known) are in the

ratio:
(6.17) uj-d; _ a; _ H‘-%ﬁ) ‘
. uj dj‘ hf Hj il

" Harsanyi wants to show.that no matter what syndicafes
players i and § are both members of, the ratio of their

dividends from those syndicates will be this same value, .
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This is one-half of Harsanyi's attempt to reduce the
n-person interaction to a series of two-person baréaining

- ¥ games. The other will arise in the next section.

”

Consider the twe-person game rij in which players X
. ' and.j are to decide upon the distribution of dividends ,
‘between them for all syndicates of which they are both~

mgmbeys. Assume that all other dividends have already been

»
|

decided; th@i is; ‘that all finai\pgyoffs for all other .

plaYers'afeaaLready‘awarded, and th;E\allxdividends to

plé&ers L‘aﬁd‘] from -syndicates not involv{hg\poth the

alse béen)deqided,on.

HArsanyi contends that the disagreement vector faor
35

this two-person subgame .is given by:

(6.18) £ = (&,,t,) =(I w>, & w3) , :
7477 "seNt sen IV .
... A8 igs \
< ‘ . . 4¢#S . {e8
He also wants tp'qontendﬂthat Sinqe all other agree:
ments can be taken as,resolbed, that the final payoffs from
. ¥
Fij to players i and j are thbse players' final payoffs in
the original game T. R S T

L]

With these assumptions, the Nash model proVides a

- ugique solution to ?Lj’ and the ratio of payoffs ié,-as
N . - i . -
desired, 24, A *

W oa: .

. .

i . ’ . /
But Harsanyi wants tb show that the -dividends to player
4 and j are in this ratio in each of the syndicates 8

containing them both, not just in the game rij' To‘do this

,
. . : .
-~ . .
.
S N
‘ .
- . - . " -
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he shows 'that the game involving the bargaining over the

ratio of dividends in some particular syndicate S can be

follows from a generalzthéorem concerning how rational players
" play such subgames.

as saying that if Fij is to be played in two stages with the

players bafgaining

both are members and then those payoffs are used as the dis-

agreement payoffs for Pij,ltheh rational bargaining will ﬁro—'

ceed -in such a way

positions in Pij unaltered. * What this means is that the

regarded as a smaller subgame of rij’ and the desired result

. payoff ratio in each "subgame" will be the same as it is for the

178

Intuitively we may think of this theorem

N ' ’
first ever the payoffs for some S of which

as to leave the players!' hargaining

., ang Harsanyi's desired conclusion follows immedi-

. TN
optimal conflict strategies

6.5.3.3. Mutually
With the
T equations'defining

be written:

3 (6.19) H(i)
(6.20) a, =

(6.21) aw

N . (6.22) uf =

A
two previous sets of constraints, the

the sblﬁtbon to the n-person game can

L4

= 0 , J.
Hi(ﬁ) for all 4ieN .
S .
= a.w,; for all 4,seN
J 4
R V , .
I w, for all 4eN
LeR
RS

This set is solvable for a,solution vector

N N

= _ N
u = (ul,uz,...,un)

\

if we have independent definitions of the

.
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\ s .
"conflict payoffs" u,. Harsanyi arrives at these by
cdnsidering the choice of -mutually bptimal thréat strategies

by each pair of oppésing cggaitions. This maneuvef intro-

-

duces the second half of tng reduction bf the n-person game
to two-person subga'mes.37

:Harsanyi treats the choice of mutually éptimal th;eat
strategies .as iwo-person "tp;egﬁ: games (fiﬁ% involving ,
any one pléyer’from each of the opposing syndicates, sai
player < fro@'S,and player § from S. Each player is toa
éhdose a strategy (GS,Og) from among his syndicate's set of

joint st}ategy optidns (€§,€S) sO as to maximize his own

final .pgyof{f (uij%j)‘- The impo?tant thipg for Harsad&i to
prove is that this threat game is treatable as a two-person
zero-sum game the S§0lution to which is independent of the
choice of playe&-é and player { as representatives of their
respective synﬁiﬁates. 1t 80, then the conflict payoffs ui‘
are defined,.and~the'system of equations can be solved for
the Aesired solution vebtéi-ﬁ; L _ D
Although the details of Héisényi's derivation are
quite complex and need not be repédtgd for our purposes, he
was able to prove this important resuit;\and.so to complete
the reduction.of the n-person game to twojhgrsop subgames,
The only préblem is that the resulting system\of equatidﬁs
38

&s, in general, non-analytic, and mugt be solve iterafrvelﬁ.
v - . \

\
The following representation ofshis. proposed solution to the

threat subgame fi}s shows this non-analytic property clearly:

o
v
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arise in later discussion. e

o
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(6.23) T aiui -3 a.us =
Le8

j€§ I 4 ’ -

‘"0 e® O €@ |LeS f {8 i

A ’
.

subject to;

max min - )
s s 8 8 [z\ a.x&.(es,os) -1 a.x.(os,eszl

: S_ .S _ .
¥y a;W, = a,wp ; . 4,keS
(6.24) .
a ws‘= a w§“‘ . §{ . me8S
iiT Fmtm y,me
where X(o) = (X,(0),X,(0),...,X (o)) ="'a payoff vector for T
‘ 1 2 - 'n
. - (eP)
- .-
g = (01,02,...,cn) =.a strategy vector for T .

Equations (6.19) through (6.24), then, represent the
system Harsanyi proposes as .offering a soiution concept for
the n-person éooperativg gamé. However, in deriving his

results and in proving that a mathematical solugion to the

gystem always exists, Harsanyi was forced to make a number

of éimplifying pathematical assumptiehs. Before proceeding

to Harsanyi's definition of social power, I want to outline

briefly what some of these assumptions were, as they will

oy -

» o
. -
s
»
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6.5.4. Type 2 Constraints k '

&

6.5.4.1. Introduction

i Any-cbnsidérations introduced in the development

of the above equation sysfgm or in the demonstration that’

e

the system has pertain properties (eg. that a solution
exists), are important éithef bécause they reveal‘assumpt{ons
Harsanyi is making about the naturé of rational behavior, or
because they restrict the generality of his proposed solutioh ’
cqncept: Thié is true even of purely "formal" constraints

along the lines of "le® us assume that first derivatives

exist" .39 ' . o

- . A \,4

Harsanyi makes three assumptions of this type worthy

of, note. He assumes that syndicates can declare negative
) .

dividends, that if the derivatives Hi'doﬁnot exist we may

without distortion approximate that game ‘by ones in which

’

they do, amrd that acsystem/of equations which is non-analytic

can stilf;dgfine a ﬁegitimate solution concept. I will now

briefiy explain the importance of each of these assumptions.
. , ) i .

6.5.4.2. Negative dividends-,

4 .o,

Harsanyi realizes that his approach does not rule

4 »

out the possibility that:

(6.25) , ‘ .
- L wg > ui '
' 4ie8S 4 .
: % . R‘S g ’ . ‘ -

in which ¢ase the sectional syndicates-R wiTt have, as it .
L -

K ’ . \
- ’
.
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were, ''overspent their budget" for player 4. To resolve
this apparent conflict with the constraint (6.22), Harsanyi
is committed to allowing syndicate S to declare a ”negégive
dividehd'to player 4., The questioﬁ is whether such negative
dividends, though mathematically unexceptional, would be
téleratéd by rational players. Moreover, could we exéect
the dividend proportionality rule to apply in such casés?

Although Harsanyi does neot offer an answer to the first
question, his resﬁonse wouid,likely be éhat the players in
S would force the members of S to suffer the negative divi-
dends. The real constraints for the members of S are the
low conflict payoffs ui over which they have no control; the
éonstraints are not .really the negative dividends themselves
which we might naively_think the players could choose to
reject. If the members of S chose not to fqrm a syndicate,
the membérs of 8 would likely be able to force the "conflict"
payoffs even lower,.since the .mémbers of § would not have
the opportunity to act ap conceré. .Since they do not want
that, the members of S must form.a coalition and must accept
negative dividends. “

Aé to whether the negative dividends should obey the
dividend proportionality rule, Harsanyi suggests the follow-:
ing rationale. Given that tﬁg sum of the players' dividends
-has to be negative and that it is left dp to the players to

decide how to distribute this loss among themselves, rational

players will bargain their way to a distribution which leaves
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* %
£~§£— is the relative strength of B's power over A. (That

is, his power’to get A to tolerate his performing not-Q, which
A will now have to do with the probability (1—152).) It
represents the oeportunity cost (reiative to X*):to A of a
conflict with B.50

The difference'between these two relative strengths

of powég, then, is the net strength of A's power over B.

. 1Y
Harsanyi notes that this measure differs from Dghl's by a

simple factor of 2.51 N

6.6.2. Harsanyi's n-Person Model

The important features of Harsanyi's treatment of
n—person.reciprocal bower situatiohs are those which enable
him to reduce the interaction to a form amenable to solution
as an nrperson cooperative\game. As they arise in the gen-
eral case, these features are the following:

1) The n agents havg (n+m) pure joint policy
alternatives X]

2) Each agent {4 assigns an expected utility u.
to each policy X; These entail a greater Lér e
lesser conflict éf interest -over what joint poilicy
is to be adopted.

3) 1In the event of an agreement being reached on

what joint policy is to be enacted (call it

(p ) where p; = the prebability
o?the n Blaeers JBlﬂltly enactlng policy X ) the
agents each pay each other a '"reward" glven by the’
overall reward strategy p. (Each agent { has a -
"net" .reward x; given by the net expected utility
of having to pay his promised rewards to-each of
the other players and the expected utilitjes of the
rewards he receives from each of the other players.)
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Even if we do not questioﬁ whether these equations can be
derived in the manner suggested, we should ask whether the
result is at gll meaningful to the parﬁidipants in the
original games. -
However, since Harsanyi offers‘no rationale for this
introduction of a sequence of games, he seems‘}o be suggest-
ing that he regards it as a "merely formal'" maneuver, of no
more concern fo rational players than a theorem in arithmetic.
They will undertake ths form of .reasoning because it is
"rational'" in the senselof logic, not in the sense of utility

maximization. Therefore, it requires, for him, no special -

justification.4

6.5.4.4. Non-analytic systems of equations

A nod-anqutic system of equations cannot be solved

"directly" for the unknowns. That is, there is no analytic

means of dete;minihg what the solutions to the system are.

" Moreover, in general there is no way of knowing how many
solutions there are that satisfy all the equations. Finally,
since non-analytic systems must be'solved iteratively, they
must be providéd witﬁ an "initial guess'", and the "solution"
towards which the iterations converge is (in general) a
function of tpat ini¥ia1 guess.42

: L2l
In his initial paper on cooperative games, Harsanyi.

suggested that although in general his model will generate

a number of "solutions" to the n-person game, rational

players will realize that bargaining must again be undertaken
'-e /’/' ,

/

”n
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to determine which of these is to be accepted as the final ‘
43 ' ’

o b

""'stable'" solution.
Although he does not really tell us why, b& his second

paper Harsanyi moved away from this position and seemed

willing to accept the non-uniqueness of his solution concept.44

I want to suggest what I think might have been a reason why

this shift occurred.
One of the interesting properties of non-analytic

systems of equations is that you can never tell when you

havg discovered all the existing solutions. This being so,
Harsanyi's secogd round of bargaining coﬁld never have taken"
place. Rational players would}gn general continue to look
fo£ more solutions to the original game rather than turn to
the second round of bargaining. After all, in the purity of
game theory time is no constraint, and a given player may’ ;
never be able to tell whether a yet-to-be-discovered solution

would improve his bargaining position. Where there is nd

rush to find a solution, the players will continue their

hunt for alternatives. Although this argument seems to

§uggést that we should restrict ourselves to thg'first round -
of bargaining in order to satisfy descriptive criteria of
adequacy, I think it says more. The second round of bargain-

ing is in principle unattainable for the general n-person

game. It is not merely a-matter of the finite reasoning
capabilities of the players. So when Harsanyi suggeéts that

R N
"For empirical applications...it now seems to me the various

-
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solutiqns.l.satisfying [the system of equations] are much

more interesting concepts than the "stable solution”, he

- ¢

“is either missiﬁg the main point, or is misleading his
readers as to the real motive for the return to the set of

solutions.

6.6. Harsanyi's Theory of Social Power

~

6.6.1. Introduction: Harsanyi's Two-Person Model

As outlined in section 6.1 Harsanyi's theory of

social power builds on an analysis of the opportunity costs

i
involved in an influence attempt. In a two-person inter-

action his model can be described very simply.

-~

Consider an agent B who is about to enact some policy
Q with probability Py and therefore the policy notéQ with the

probability (1—p1). Call this mixed strategy Sq- Let B's
45

expected utility in this case be given by u°(sl) where:
o] —
(6.26) u (sl) = ul—plx

and where uy and X are parameters defining B's utifity func-

tion and its sensitivity to the probability of his performing

policy Q.

-

-

Now agent A comes along and threatens to ppnish Bif
he performs his previously chosen strategy Sq but to reﬁard
him if he increases the probability of his performing policy
Q. That is, he will reward him if he performs the mixed

strategy s2=(p2,(1—p2)) for some yet to be agreed upon value

L



generality we can assume that A wants B to perform policy Q,
or at least to iﬁcrease,the probability of his performing Q.
That is, that the more likely it is that B enacts Q, the
higher is A's expected ytility. But; of course, the rewards
“and punishments are also costly to A. That is, even though

a higher value for p, is in itself desirable to A, the
offering of a reward for compliance reducés.his E9t expecEedm
.utility even if B should comply, while the threatened punish-
ment would reduce his”gxpected utility even further in the
event B refuses to change. Agent A, then, also has two

expected utilities to consider:

*

4o X -t
Uy7pP4 4 -

*
(6.29) u (Sl) =

*x

(6.30) u'(s,) = u1+p2X*—n*
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1

* *
where uy and X are parameters defining A's utility function
: and its sensitivity to the probability of

7 B's performing pblicy Q

and where t*= the expected utility oprunishing B
1*= the expected utilify of rewarding B

r

Now, i1f both players were rational, they would agree
upon’ some value for Py intermediate between the probabilities
corresponding to what Harsanyi calls the two players

"concession limits".. That is, they would agree to a value

for Py intermediate betweeh,'at the high end, the probability 4
which would make further concession by B irrational, and,
at the low end, that which would make fufther concession by
A irrational. (The former is given by that value for pz‘at
. which u(sz)=u(s1), while the latter is given by that value
. . * *
for pz.at which u (sz)—u (Sl)')
Given the parameters of the game and the players'
utility functions, the outcome of rationalAbargaining_has
the very simple form:46
et .ttt
(6.31) p, = py + vy 22
2X 2X

Substituting this value for P, into equations (6.28) and
©6.30) gives the expected utilities for A and B of this

rational resolution of the power struggle:47 -
. ]

. ' -7 . *x %
(6.32) u(sy) = u, + 5% - Zy(n*-2%) - p

13

2
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‘ "‘\
' * *

*
* _ o+t X
(6.33) w'(sy) = wo’ - A v gy

S

(n+t) + p X"

. Of course, A is also faged with the decision aé‘to.what
. rewards and puhishments he should promise B to ensure this
optimal outcome. Equation (6,33) shows us that. his expected
utility is maximizedlif the reward is chosen so as to maxi-
mize the expression:48
. 5

r_

(6.34) ax .

e
>4

while it is also maximized if the threat is chosen so as to

-..‘

maximize thq’expression:

*
(6.35) At =

pdles
]
NJH

If A has perfect information about B's utility function,
these equations can easily be solved for the maximizing
reward and punishment. ‘ |

Now, in a situation like thié, Dahl's measure of the
"amount'" of A's power over B with respect -to policy Q is ’
given by the change in the:probability of B's performing Q.

With -the above value for Py, this measure reduces to:49

*  x
. 1+t 2 -
(6.36) 4p = p,-p; = E(iii i} £_§§_)

Harsanyi suggests that in this exﬁression £§£ represents the

relative strength of A's power over B; that is, it represents

the total opportunity costs (relative to X) to B of choosing

non-compliance instead of compliance. Likewise, the factor.




x %
E—%ﬁ— is the relative strength of B's power over A. (That

is, his power'to get A to tolerate his performing not-Q, which
A will now have to do with the protability (1- pz) ) It
represents the opportunlty cost (relatlve to X ).-to A of a
conflict with B.°0
The difference‘between these two relative strengths

of powég, then, is the net strength of A's power over B.

. LN .
Harsanyi notes that this measure differs from Dghl's by a

simple factor of 2.51 N

6.6.2. Harsanyi's n-Person Model

The important features of Harsanyi's treatment of
n-person.reciprocal4power situatiohs are those which enable
him to reduce the interaction to a form amenable to solution
as an nfpérson cooperativa\game. As they arise in the gen-

eral case, these features are the following:
1) The n agents haye (n+m) pure joint policy
alternatives Xj'

2) Each agent { assigns an expected utility u.
to each policy X; These entail a greater tdr e
lesser conflict &f interest -over what joint poilicy
is to be adopted.

3) In the event of an agreement being reached on
. what joint policy is to be enacted (call it

(p ) where p; = the probability
?p¥he n Bla?ers JBlHtly enact{ng pdbxy‘xj) the
agents each pay each other a ''reward" given by the’
overall reward strategy p. (Each agent <4 has a .
"net™ .reward n; given by the net expected utility
of having to pay his promised rewards to-each of
the other players and the expected utilitjes of the
rewards he receives from each of the oth players.)




4) In the event of a conflict between two coalitions
S and §, S gets to choose the joint strategy with
probability Iy and S gets to choose with probability
(1—HS). If S wants to enact each alternative-X;

with probability q3, and § with probability q?,j
then the "joint" cdnflict strategy has: ,
S S S 5
6.37 ., = p. = q~ N, + (1-1 g
(. ) P; = P; = q,lg (1-Tg) q;

5) Retaliatory strategies are announced by each
coalition S. 1In the event of a conflict between
S and S these punish the members of the opposing
coalition. Player {'s net loss due to this con-
. flict is given by t%.

Under these assumptions, Harsanyi's solution concept
for n-person cooperative games providés equations which can

be.solved iteratively for the rational joint polity Poptx

rs
for the optimum net rewards (nl,nz,..
“ .
conflict punishment vectors.(ti,...ts) for each coalition,

.,nn), for the net

and for the joint policies in the event of conflict.
Given these results, Harsanyi proposes to define the
strength of an individual 4's power over the joint policy as-

¥ that value P, for which

(6.38) P max (u; ) + (1-by) min (u; ) = u;(Popy,o)
© fe(NvM) | fe(NyM)
’ b ‘

where u;, = player 4's net expected utility of the joint
policy Popt and reward strategy p. That is, it is the prob-
ability at which the expected utility of a mix between the

policy 4 most favors and that which he least favors equals

the expected utility of the jointly agreed upon strategy popt.
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6.7. *Critique of Harsanyi's Theory of Cooperative Games

6.7.1. Introduction

In Ch#pter IV it was suggested that in his theory
of'non—cooperativé games Harsanyi was committed to satisfy-
ing @Pree criteria of adequacy: Formal Existence and
_Uniqueness, Normative Interpretability, and ﬁsychological
Interpretability. With the exception of his rejection of
1phe uniqueness requirement, these same criteria‘apply to his

. proposals in cooperative theory. Of particular'importance, ,

of -course, is the satisfaction of the 'positive" interpreta-'
fion, since we are here cgnsidering his theory's gbility to

. .
support an explanatory notion ~-- social power,

As in tﬁat earlier analysis, there is little doubt
that the system of equations Harsanyi proposes as his solu-.
tion in coopefgtive théory has the formal’properties he
claims for it. He set out té generate equatioﬁs representing
certain equilibrium conditions a%d in that he succeeded. 
If ks theory is‘}acking‘anything it is surely not formal
elegance., < '

However, ; want to argue again that Harsganyi's propo-
sals fail the other.twdltests they are committed to passing.
In short, 1 will argue that some of the moves Harsanyi"makes
in develcoping his system of equations are not sufficiently

well grounded for his proposaﬁ to stand as a normative theory,

» ‘
and that the overall system he proposes as a solution to

conflict between rational aged}s lacks a legitimate




psychological model.

o

L

6.7.2. JFailure of the Normative Model

A normétive theory of the sort Harsanyi proposes in °
his'theory of cooperative gamés.can fail in two ways. Type 1
failure is of the‘sort where some of the constraints imposed
in the\derivatioh of the n%rmative concept (in this case
| the concept of a "rational solution') either conflip{ with
our intuitions or are isimply unjustified as they stand.
Type.2“fgilure requires that the set of constraints dé not
in concert satisfy some important pre-systematic intuitibns

regarding the concept ét issue.53

In general,;type 2 er;o;s are less dé&astatiﬂg. if~
we have a number of alternative theories explicaging a
normafive concept, each one rigorously developed in accord-
ahce with alternative sets of intutions, philosophical’
‘insight would still be possible. For example, there would
still be the possibility that we would judge one oMghe
alternatives to be "better" than the others and thereby gain
insight into éhemrelative importanée df‘ou; intuitions.
Moreo&er; in general it is éhe qese that the bringing
together of intuitions in the deveigpmént Qf a rigorous
normative concept is itself a revealing exercise, even if
we are not totally happy with the qpsult.54
On thé other hand, type-1 errors involve the joining

of justifiable assumptions with other_formal‘constraints in

‘conflict with our intuitions or at best with non-sequitors.
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assumptions. J -

I think Harsanyi's proposals. fail in both wa§s, but
b&’far the more impgrtant failures‘are of tYpe-1.55 Speéific-
aDy,he imports what I will argue are'weaklfsmotivated
criteria as constraints on the rational resolution of n-person
conflict aﬁd offers the result as a normative theory qf
rational interaction.

We have 'seen that n—bersod cooperative games #have
uﬁiqu? solutions whenever the rules of the éame stibulate a
unique ”disagreemeﬁt" vecto:. To derive th#t ‘solution,
mbreover, we need not consider each player's bargaining
strength, and coalitions do not even arise. L From this it

follow$s that the point to the introduction of coalitions

(or syndicates) in thé’ggﬁeral case is, in effect, to come up

with constraints which do the jdb oﬁ fhe,disagregment‘veéto;. R
That is, we.must repiace a normatively neutral boundary
condition with internally generated ‘constraints having a
normative justification.‘ . . ’ -

As noteéd above, in pursuing this problem in n—peréon
theory, Harsanyi followed Nash's approach to two-person
theory, and assumed that what rational piayers pay attention
to in such cases is ”threat’potential"; that is, how mucb‘#”, 4‘

"Harm' an agent can dq\:o his opponents while not "harming"

himself. Now, there ard problems with this concept of 'threat

. . ’ '




pbtential" even in the normative use of two-person game

£

theory: The main arguﬁqnf against the notion of "threat"

is‘that their incorporation into the theory appears to be
in conflict with the assumed rationality of the players.

‘ Why should rational players éf a cooperativé game'
choose to agree upon a sblution,a§ a function of threat
strétegigs each player knows the‘other would never play?

To be sure, the players botH know these particular étrategy

options are available and if played woqu\have the adver-

fized effects, ‘and both might be assumed to know Nash's )
theory whergby these "conflic} payoffs" would ;ubporf a cer-
tain barggiping "solution'". But what is not clear -is why

{

rational players should be concerned with either of these

facts. 8 ' , o _ ‘ \‘, R

In the traditional theory, von-Neumann and Morgenétérn
suggest that if the two playérs are aliowed to agree on 5
jqint strategy giving each a higher payoff thaﬁ each can do
on his own, Egere are no fufther rationsal constraintsAweacam
iﬁéosé.57 That is, }f the players are ratiomal they will
necessarily agree to a joint strategy giving;gome payoff
pair in.fbe pegotiation set of the game. '

of course, threat strategies-have been introduced to °

C Sy | A
* make the solution unique, but rational players know this.

There is, quite simplj; no substance to each player "uttering
his thgeat". The onliaiii threats could become relevant is

if they are credible, that is 1if rational players were

’\
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sometimes forced to play them. By assumption they are not,
and fherefore ""threat potential" cannot possibly be‘relevant
~to the céopérative reSOIutipn of conflict between rational °
players. .
The onrly way around this argume;t is to give rational

’blayers the power to actually play ;heir thfeat strategies.
Thus -we must eithéf develop a d§namic bargaining model where
the status quo point (perhaps given by mutually qf%}ﬁal
threat strategies) #as "real significance” to the playqrs'as
the perhaps "permanegy”, but at least "breéent"; state of
F}fairs, or we must we;ken:the\notion of rationality suffi-.
ciently to allow thé pla{ers to rétionally expect non-
utility maximizing.behavior from each other. Either qption -
introduces anielement of uncertainty regarding the inter-
actidn whicﬁ game theori has abstracted away.,.That is, both

options run counter to what Harsanyi has introduced‘as the’

"rationality postulates' characterizing the Nash-Zeuthan
58

a

- approach to two-person coqQperative games. (These were

proposed for the case of.given'disagreeméht vector.) In

particular, what would have to be altered are his symmetry
A

postulate, his restriction of variabies postulate, and his
mutually expected ratiomality postulate -- in short, all
those postulates intended to expiicate what expectations

=~ rational players might formulafe regarding their opponent's‘
[

likely behavior based gnh the assumed-known context of

1nteraction.59
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Note'that this argument against the relevance of
strategic reasoning is not simply that the assi@g}ions madé
in game theory are unrealistic, or that by weakening them

N we may discovef a more interesting model of human behavior,
but rather that when applied to the two-person case the
'yfationality postulates lying behind Harsanyi's model ﬁake

any progfess beyond the von—Neumapn—Morgenstern solution
impossible. The players' ungegtainty about which element in‘
the negotiation set will be agreed to is'ﬂot sufficient to
make their threats credible, and so in game theory, although
surely not in rational interaction, threats are strictly
speaking ad hoc.

However these alternative modelg and the altering of
the rationality postulates might‘be pursued iﬂ the two-person
éase, narsanyi confronts even -greater problems witg his
n-person theory. As has been noted, coalitions are brought
into the picture to help compute each player's bargaining
strength, since H;rsanyi feels that that attribute is a func-
tion of what‘the agent can do to the opposition acting both
by himself and in.concert with others. Aside from a general-
>ization of the argument just outlined to the effect that in
game‘theory‘sectional coalitions will néver form anyﬁay and
so are irrelevant, the main inadequacy ofAHarsanyius norma-

tive proposals for the n-person case arises from the details

of his treatment of rational coalition formation and its
60

¢

relevance ta an individual's bargaining strength.

Although-
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- e ‘ : .
consideration of these details ﬂées not lead to as sweeping
a criticism of the program as the qut—outiined general
critique of game theory's ability to deal with strategic
reasoning, they nevertheless support that argument by reveal-
ing how difficult it is to justify the step-by-step importa- °
tion of additional constraints on rational behavior, even if
threa%f are rationally credible.

Consider first the disagréement vector for the game rij

in which players 4 and j§ have to decide on the ratio of
their payoffs in all syndicates of which both are mémbers.

This vector was given by equation (6.18):

t=(cz WS, L W)
SeN seN J
LeS {eS
{¢S L¢S

L]

Harsanyi's argument in support of these values was that
since we are seeking equilibrium conditions we may consider

all other agreements as having been concluded, and so in

effect players 4 and j have alréady been awarded each of
these dividends. -

This defence is weakﬂjor two reasons. First, strictly
speaking Harsanyi's qwn threat-based treatment of the dis-
agreement vector does not make it equal to "what the players
havé in hand". The game Pi.

b
tive proposals open to both agents. These, in turn, are a

has a large number of alterna-

‘function of what their‘strategy options are in the otriginal

game I', especially what affects these strategies have on
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each other's payoffs. If it a;ises,'real disagreement as

to how to split their payoffs will not simply result in the

two players keeping what they have from the other syndiqatés

and walking away clear from rii' Therefofe, it seems ridi-

culous to assume that these are the conflict payoffs.61 e
Secondly, by the assumed structure of the syndicates,

if players 4 and { cannot agree to get along, then no syndi-

cate of which they are members has any right to declare ,

dividends to anyone. The declaration éf dividends presuppoées

that the members of the syndicate can play any joint strategy

to defend their common interest. If players { and § are at

}

odds, however, the joint strategy options for the whole /

syndicate are restricted, and so no guarantees shouldﬂﬁavé
been made.

By assuming as a given that the other‘players all have
come to agreements on how to proportion their payoffs,
Harsanyi has assumed enough to show thaf players { and §
should apportion theirs according to some fixed rule. But ’
the only grounds Harsanyi has for making that assumption is

Shis claim that he is only after "equilibrium conditions'.
But equilibrium points are irrele&ant in a ﬁormativg theory.,
unless they can be shown to have some rationale. ’Harsanyi's‘
inability‘to justify the sélution to any particular rij
without assuming thét other similar games have a}ready been
justified betrays this lack of a rationale.%2

Connected with this problem is Harsanyi's defence of
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”

"negative dividends". Folloewing up on his treatm?nt of rij’
what Harsﬁnyi is suggesting is that a disagreemént vector
for a syndicate may 1egitima§e1y award to allimembers of the
syndicate a greater payoff égan they could rationally expect
from copflict with the counter-syndicate. This is evident

.

in equation (6.16):

uS = z WB
“ PRes *
. LeR .

where it is clear that if wi is negative, then:

(6.39) ui < I WE
© ReS .
LeR .

But in keeping witﬂ his definition of disagreement
payoffs in Fij’ Harsanyi treats the expression on the right
hand side of this equation as in effect a form of disagree-
ment payoff for player 4 in the sectional syndicate confron-
tation between S and S. It is "what he has in his pocyet"
at the time of the confrontation, and represents in payoff
terms the~power he has accumulated from the subsets af S.
But if this expression ié a legitiﬁate disagreement payoff,
and.if the confront#tion between S and S is in any sense
supposed to be '"real", then there is no justification for
equation (6.39) whereby player { takes a conflict payoff from

S which is less than his disagreement payoff.63

A}

Of course, Harsanyil may respond that the right hand

~
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side expression represents the power of 4 in the syndicate S,

not his disagreement payoff should S conflict with §S.

JConsequently, if the syndicate as a whole has negative power

o S ’ .
(as indicated by the low value of ui) then 4's membership in
S cannot be to his advantage -- that is, it cannot- lead to

¥ an increase in his power in the supersets of S. Hence his

dividend from S must be negative.

This response has one major flaw. If the right hand
side expféssion does denoﬁg.”player {'s power in S" and
not his power '"as a member of S", then there is even less
Jjustification for negative dividends obeying the dividend
proportionality rq}e. If a syndicate S happens to be weak,
and therefore its members are forced to give up dividends
already in hand, then its stronger members will force its
weaker énes to take most of the punishment. That is, those

members with higher "power in S" will suffer less from

conflict with § than will those members whose ''power in S"

is low. A weak syndicate may be unable to mount much of a

.

threat against the counter-coalition, but its strong membéré
» can nevertheless mounf a considerable threat against its
weaker ones, and therefore can be expected to suffer less
from a disastrous conflict, and not more as the dividend
proportionality rule requires. | ”
Another problem in detail concerns Harsanyi's unabashed

extension of the prospect space P (and the corresponding

strategy space) of the game to include all payoff vectors

A




weakly dominated by members of P (and some COrrésﬁonding
strategies).64
Now, Harsanyi suggests thaf/this assumption amounts
to saying that any player can voluntarily réduce his payoff
any amount. But since there would appear to be no possible
rationale which would lead rational players of the original

game to want to do this, i.e. to deal in the extended spaces,

this extension would seem to be blatantly ad hoc.

-

On the other hand, if the effects of the dssumption
were in principle elimiﬁaple and it served only to simplify
the mathematics, only a purist would object. Unfortunately,
the assumption is centgal fo two of Harsanyi's proofs. ft
arises in his showing thatofi}s has a solution, and in his
proof that a solution exists to the overali system of
equétiqngﬁ .

Whether the assumption of an extended prospect space
is essential to these results is hard to tell, but until we
see that it is not, the results themsglves appéar as ad hoc

:

k'
as the assumption.
Finally, I want to consider the equilibrium-approach
as a method for generating normative concepts. What Harsanyi

has tried to do is to generate a set of equations defining

the constraints imposed by rational agreements on each other,

" when the agreements are reached among subsets of a group of

players each of whose eventual choice of strategy will (in

general) affect everyone's payoff. Now, when a disaéreement

(

"1
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vector is given, and if we assume it to have credibility,

then it serves }egitimately as a boundary éondition on the
reasoning of rational players. Under the same assumption, the
security levels of the'players mfght‘also be considered as a
legitimate boundary condition of sorts. In the general case,
however, there is no boundary coqdi;ion, and so Harsanyi has
tried to génerate one by considering "equilibrium constraints."
Now, since equiliRrium is in itself neither desirable
nor undesirgble to rational‘players, Harsanyi has had to
ration;lize each step in tﬁe generation of these constraints.\
But even if we grant him success in thi; regard, because of
his overriding concern with equilibrium each such defence
wiil be of the form: ”Giveg that the other agreementg have
been concluded rationally, rationality compels the p}ayers

to conclude this agreement in the following manner...'.

L

* That is, no agreement would be by itself and unconditionailly

rational, since the "boundary conditions' would be formed by

the expectations of the players regarding the other agree:

ments, and none of these would be unconditionally rational.
Since the players expect nothing but rétionality from each

other, they could not haver.even begun to generate the first

v

agreement. The effect is that even if Harsanyi's system

does give equilibrium conditions amomg the agreements, and
' I
even if each agreement is rational ''given the others'", the

@

system still lacks sufficient support to stand as an uncon-

ditional normative theory’under the usual assumption of




204

mutual expectation of ;ationality.65

" Additional support for'the equilibrium model may
come from a number of sources. the boundary conditions
mentioned above, an assumed sequence of coalition. formation;
or a weakening of the assumptions lying behind an agent's
rational expectations regarding his opponent's behavior.
- Each might be of'some help in some cases. In generai,
however, something has to augment mere equilibrium for any
system of equatlons representing those equilibrium co‘gtralnts
to function as a definition of a normative concept like

"rational solution'.

-

6.7.3. Failure of the Psychological Model

The psychological intﬁrpretabilit§ criterion
réquires that a wiable solution must supply a "plausible
psychological model for the actual bargaining process”.66
'For ngsgnyi it is qot enough that a proposed solution
satisfy certain axiomatic expressions'of rational constraints,
since if must alsd be representable as the culmination of
so@e rational reasoning process in order to function in
positive contexts.

For t&o—person cooperative games this ''plausible
psychoiogicél model” support;pg.the Nagh axiomatic approach °
is supplied by Zeuthan's solution to the bafgaining problem.67
In effect, that solution models the bargaining process as

a series of concessign made by the opposing players, with

the decision as to which player ought to "give in'" at each

4




stage being hased on '"objective'-estimates of how likely it

is that the opponent is:going to give in. The series of

concess{ons made in- this way advances 'the players from the
status quo point to the same final agreement given by the
Nash axioms.

The issue here is whether a psychological model is
possible for Harsanyi's n-person generalization of the Nash
model. I want to sﬁggest ¥hat there aré three reasons why
it is unlikely that a general psychological model providing
the same solution can ﬁp foyna. -

»ﬁ’J First, no real ps&chologieal.process.can model Harsanyi's
n-person broposai since in general -‘there -is no,ahaiy%ic
definition of a starting~poin; fof the b@ngaihihé”pfgcess.
This was not a problem in the two-person case since mutually
optimal threats are defined ahalytically: Péychologically,

of course, agents cannot help but have a~”starting point”

in an interaction since they~alwgys have a history and AIWays

have expectations. To be~sure, the expectations .may be
revised as they interact: but there would always Be some
initial beliefs and a starting status gquo point, and-as su;h
fhey would'remain unaltered.

More generally, because the solution equggaons ézg
non-analytic, it is unl%kely that there is an equivalent
but analytic set of equations defining the same set of sOle-,

tions.68 This being so, there can be no anglytic procedure

a rational agent can follow to arrive at a solution to the
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bargaining problem. Hénce, if he is to "solve'" the problem
'with an answer among those Harsanyi's system allows, the
rational agent must simply apply iterative techniques with
the sole purpose of solving that same system of equations.
But this is tantamount to his assuming that the'solution'
offered by Hérsanyi is correct and that the rational thing
to do is simply to solve his system of equations.

Finally, there is the problem of the non-uniqueness of.
Harsanyi's solution concept. One of the strange things-
about conscious human'thought processes is that we can only
think one thing at a time. Thus, if there is a psychological
model for n-person bargain;ng, not only must it have a
unique starting point, but if it is to have any end point
af'all, that ﬁuét be qnique also. . |

Now it might be suggested that a unique end point
might be of the form "any of the following joint actions
would be rational'. But as Harsanyi pgints out, none of
the actions in such a set would be agreed f6 by all the
playeﬁi, since none would be 'stable', and another round af
barg;ining would&have to fqllow. But more importantly, as
I have suggested, the iterative requifement for solution of
the system of eqﬂations leaves the number of solutions
unknowable, and so such’ an end point could never really be

* reached by any process.

" Thus, not only has Harsanyi not provided us with a

plausible psychological model of the bargaining process,
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but- in general such a model would not appear to be forth-
coéing. Therefore, to make the theory empirically relevant
some assumption must be weakened. Harsanyi suggests that
it is ”pore realistic to assumeathat the players will
usually know the prospect‘space only in the immediate

vicinity of their actual position”.69

While this may be
the case, the conclusion we must draw is that some such
move is required for more than the sake of ''realism". , It

is demanded if there is to be the possibility of develoﬁing

any psyché&logical model of the process of bargaining between .

rational players.

6.8. Critique of Harsanyi's Theory of Social Power ~ 7/

I want now to consider three general arguments against
Harsanyi's theory of social power. The first amounts simply
to the claim that his treatment of social power is unaccept-
able unless his theory of cooperative games can overcome the
objections raised in the previous sections. This much
follows from the direct link between the two,

The second general argument concerns three of the
features of his reduction of the n-person policy interaction
to the form of a cooperative game.

1) As it stands, his solution provides figures for
each player 4{'s net rational reward x;. This
represents what would amount to the utility that
player { assigns to the bundle of commodities,
promises, and transfers of all sortsg given to and

received from the other players of the game as .
part of the reward strategy p. What is not given,

b
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and what must be given if the solution is to have
any application, is figures representing what the
utility of each reward offer should be. But as
Harsanyi himself notes, this is in general
impossible because the utiljty of any player's
bundle need bear no particular relation to the
utilities of the individual elements. Therefore,
his theory offers virtually no advice to each
agent as to what rewards to offer the others in
order to get them to comply, while if the agents
choose their own, there is no guarantee that their
owerawill even come close to the '"theoretical
ptimum' . 70 oot

This same criticism applies against the determina-
tion of the optimum threats

In order to reduce a conflict situation between
coalitions S and § to one where a specific
probability distribution across the policy alter-
ngtives will result (that is, to meet the require-‘
ments of cooperative games) Harsanyl has to make
the following assumption:

We shall assume that, in case of a conflict
between. coalitions S and S, coalition S would have
the choice among the policy alternatives Xj,...
Xn+m with probability ng while coalition S would

‘have the choice among these alternatives with

probability (1-ng). If the choice were made by
coa¥ition S, alternative X; ouid_be selected with
probability g9; if the cho{ce were made by ccali-

tion §, alterhative Xj qu}d be selected with
probability’ qj 71

Harsanyi then proceeds to define the conflict out-
come as being determined by the probabilistic mix
of what each coalition would choose should it be

given the chance. This was given in equation
(6.37). .

.S 5 v '
- b 3
(Pj TP = Taf + (1:ng)aj

But what his solution concept gives him is not
what each coalition should do, but rather a value
for this probabilistic mix of what the competing
coalitions would want to do. That is, we are not
given conflict strategies at all,. '

+
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Now even if the I, are given by the rules of the
game and the pS af¥e given by Harsanyi's solution,
gguat1on (6 37) cannot be solved for either the

or the q But if we regard the Ilg as them-
sélves varléble then should conflict arise
between S and S Hansanyi’s theory of power has
not told us either what policy mix each coalition
should want, nor which coalition, if either, gets&
to enact its favored policy. .

The third argument I have against Harsanyi's theory
cuts equally well against any other proposal which assumes
that power is exercised relative to some fixed, prior choice
contbxt.72 I will register my objection as it applies to
the two-person case although the argument applies equally
to the n-person model.

Harsanyi assumes that the situation in which power is
being exercised can be modelled with the agent being influ-
enced (agent B) having already reached a rational choice of
strategy in some decision context. Agent A then steps in
and offers him a reward and/or threat.

Now, we might object that many exercises of power take
place before the agent actually confronts the prior decision
context. But should that be a problem, Harsanfi would con-

fend that we could-"'theoretically" remove the effects of A's

influence~fb determine what B would have done had A not been

present to exercise his power. This is well and good if the
direct effects of A's influence are of a certain sort. For

éxample, they might constitute nothing more than augmentation

of the consequences of B's alternative strategies. In such a
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case, the two choice contexts have the same structure, and

only B's utility assignments -have been altered.

N
il

However, if A has exercised his power in other ways, ) :'".

the "theoretical” construction of the prior choice context

-
hY

for B is nbt so straightforwar@. For example, A might have
done nothing more than force B into the choice situation
itself.‘ Alternatively, he might have provided B with part '
of his belief funétiog. }n such cases, what we should do
"thebretiéally" of otherwise t6 remove the effects oiiA's
influehée and to determine what B '"would have done otherwise",
is an unexplored issue.73 .

What this final érificism amounts to is an argument to
the effect that Harsanyi's %hebry 6! sotial power is at , | .
most an incoﬁplete picture. But-it also suggests that it
fails because it.assuﬁes that the questién "Whaf.would the
agent B otherwise have done" can be answered either by fiat
with a fixed "prior'" probability, or by an examination of
the "rewards and threats'.A has offered as part of thg intert_
action.

In the next chapter I,genefﬁlize }his criticism and

argue that social power is inherently a dynamic notion

which no purely statical approach can characterize.'



6.9. Conclusion

. o
~ In this chapter I have summarized and criticized

Harsanyi's theory of cooperative games and the theory of
' social power he ¢onstructs on that foundation. Both have
been preseﬁted t6 sﬁpport morepgeneral theses regardiné the
nafure of rational interaction. i
Moré‘specifically, I havé atteﬁpted to. show thréugh a

detailed analysis of Harsanyi's propqsals“that.his game-
theofétic approach‘to interdepéndent rationalify is“ihade-"
quate, both on the strictly normative side, and when it
¢omes fo the positive ﬁse of game-theoretic notidné: Tha£
some dual-interpretation approach may be generated to

support explanatory notions like social power is still

\
possible. _What I have shown, however, is that game theorxy

cannot provide the formal structure for that appraach.
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" . FOOTNOTES

See Chapter V, footnote 2.

"See Chapter V, footnotes 7 and 8 and Harsanyi'sA(1962a)

p. 67.
ibid., p. 69.
Ibid., p. 69.
Ibid., p. 70
Ibid., p 74;

Ibid., p. 75.

As Rapoport put it in his Two-Person Game Theory (1966),
p. 112): '"Roughly speaking, Nash's solution favors

the player who combines a certain degree of prudence
with a certain degree of brinkmanship."

The essential Nash papers are his (1950) and his(1953).
See, for examplé, Luce and Raiffa's (1957), pp. 126-127.

See his '"On the Rationality Postulates Underlying the
Theory of Cooperative Games," (1960), and section 6.7.2
below for a discussion of how these postulates must be
) tered in view of the conflict between assumed ration-
ality and the use of strategic reasoning.

This reduction of cooperative games to non-cooperative
ones reflects Nash's belief that the latter are more
basic. '(See Luce and Raiffa (1957), p. 141.) Schelling,
for one, is violently opposed to this bias, .as is
attested to by his (1960).

See his (1953) and Luce and Raiffa's discussion in
their (1957), pp. 140-143.

See Luce and Raiffa (1957), p. 180.

A

Ibid., p. 180-182. ' (
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An "inessential' game is one in which the weak
inequality in equation (6.3) is only satisfied by
equalities. In such cases there is no reason for any
of the players to form any coalitions. (See Rapoport's
N-Person Game Theory (1970), p. 83.)

For a further discussion of this concept see Luce

and Raiffa (1957), p. 192; Rapoport's (1970), p. 89;
and Riker and Ordeschook's An Introduction to Positive
Political Theory (1973), p. 134.

For example, all constant-sum N-person games have
empty cores. See Rapoport's (1970), p. 91.

For a further discussion of this concept, see
Shapley's (1953) and Rapoport's (1970), p. 106-113.

The purpose behind considering the '"order of formation"
of a coalition was discussed in Chapter V, section
5.3.4.

‘Luce and Raiffa (1957), p. 190.

McKinsey (1952), p. 351.

Luce and Raiffa (1957), p. 191. ,
Harsanyi (1963), p. 203. B
Luce and Raiffa (1957), p. 191. ' o
bid., p. 233.

Harsanyi uses this argument in many places. See, for
example, his (195%), p. 156, and his (1962a), p. 74.

Harsanyi (1963), p. 206.

This connection is noted by Rapoport in (1970),
Chapter 10,

See the Appendix to Harsanyi (1959) and Harsanyi
(1963), p. 202-204.

Harsanyi (1959), p. 328, and Harsanyi (1963), In
what follows I will stickclosely to the symbolism used
in Harsanyi (1963).

Harsanyi (1959), p. 329.

" Harsanyi (1963), p. 206.
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' See below, section 6.5.3.3.

Ibid., p. 207. In fact, Harsanyi says that this is
"obvious'. For a cr1t1c1sm of this assumption, see
below section 6.72.

Ibid., p. 208.
Ibid., p. 211-214.

Harsanyi admits that the constraints make the system
"non-recursive" (which I read as non-analytic) in his
(1962b), p. 88, but nowhere does he discuss the impor-
tance of this fact. For criticisms of his model
arising from this property, see below, sections 6.7.2
and 6.7.3.

By a "formal" assumption I mean one which Harsanyi
seems to feel has no important psychological or
normative implications.

In section 6.7.2, I argue that rather than accept

- dividends that accord with this rule, the stronger

players should be able to force the weaker ones to
accept the lion's share of the punishment. This would
(in some way) reverse the ratio for negative dividends.

I do not criticize this move in what follows, for it
is clear that the consideration of the artificially
constructed '"sequence of games'" is totally ad hoc.

In pursuing this line, Harsanyi once more follows

Nash (See his (1953), p. 131). But as Luce and Raiffa
argue (1957), p. 142, the move is a '"completely arti-
ficial mathematical escape'. This same comment, of
course, applles to Harsany1 s tracing procedure as
detailed in Chapter IV.

All these are basic properties of non-analytic systems
of equatjons.

Harsanyi (1959) p. 347-348. Harsanyi argues there that
the "noncontroversial' conflict payoff to player L is

. the lowest payoff he could get among the various

alternative soliutions. Why this should be the case
is hard to see. In general, this second round of
bargaining ought to be undertaken in the same way as
t first. But, since such a potential regress would

early undermine Harsanyi's approach, he must have
felt compelled tg,make this ad hoc assumption at the
second stage. ‘

e
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Harsanyi (1963), p: 219.

This symbolism differs slightly from Harsanyi's in '
(1962a) for ease of presentation. Moreover, in all

of what follows I.will assume that A's power over B's -
behavior is positive, and that at no point do- we
allow probabilities to be less than 0 or more than 1.

See Harsan%g (1962a), p. 77. o S
Ibid., p. 76." -

Ibid., p.‘77.

1bid., p. 77.

Ibid., p. 77-78.

Ibid.,p. 78, Theorem II.

This is the general case. In (1962b), Harsanyi treats
other cases which I will ignore.

This distinction parallels the controversy arising

in economics over the ''realism' of the assumptions
built into a model. In normative models, however, the
assumptions are largely what determine the accept-
ability of the model.

A trivial example of this sort is brought about when
acceptable axioms lead to an unacceptable result. For
instance, Arrow's Impossibility Theorem. See Arrow
(1951).

The '"overall" failure of his concept is primarily a
function of the restrictive assumptions it makes
regarding the context of interaction. (See Chapter 8).

The argument here is simply that since rational
players expect rational behavior from their opponénts,
they would attribute a subjective probability of zero

- to an opponent's playing a threat strategy. The only

justification for the consideration of threats, then,
is that they seem to be psychologically relevant. But

. as I argue below, -this psychologieal relevance builds

on a model of rational behavior which is at odds with
Harsanyi's. 1In particular, it weakens the assumption
of mutual rationality. -

See Luce and Raiffa (1957), p. 115-119.
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Harsanyi (1960).

These postulates are (roughly): Symmetry: The same 7
decision rules are adopted by the two pleyers,; .
Restriction of Variables: No variables outside the
normal form of representation are relevant; Mutual
Rationality: Both players anticipate each other's

-choice of decision rules to be in keeping with the

remainder of the postulates (See Harsanyi's (1960),
p. 184. ) : ,

‘This argument runs as follows. The agents can, in

general, always improve their payoffs by acting jointly.

‘To act jointly requires that the N-person coalition

forms. Therefore, if the players are utility-maximizers,

"no sectional coalitions could possibly form. There~

fore, they are irrelevant. 5 -

ThHis is just another instance of Harsanyi's assuming,
when it suits him to do so, that games have a unique
disagreement vector not given by mutually optimal
threat strategies. See footnote 43 above. .

. See the last part of this section for a general argu-

ment against Harsanyi's pursuit of equ111br1um condi-
tions,

In effect, a negative dividend under this interpreta-
tion of equation (6.39) implies that the conflict
payoff is not the payoff resultlng from a conflict-

. between S and S.

Harsanyi- (1963), p. 204-205. ‘ -

A ""conditionally normative theory'" as construed here’
is one which makes a mormative prescription of one

sort based on normative judgments of another In

this case, the solution Harsanyi proposes is rational
if each of the agreements is, but each aof those, in
turn, is rational only given that the ¢others are (since
the way in which the others have been "concluded" forms
part of the data base for each player's bargaining).

o

Harsanyi'(1956), p. ‘144,

See Zeuthan's (I®30) and Harsanyi' S diseussian in

_his (1956).
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i

68. Strictly speaking, of course, the set of equatdions
which simply stipulates the alternative solutions is
analytic, but it would not count as '"equivalent" in
my sense since the "rationale¥ for the axioms of
Harsanyi's theory would not have been captured,

69. Harsanyi (1963), p. 219.

(_/ 70. The point here is that the agent cannot be said even
to possess the power unless there is in principle some
way for him to determine how to exercise it. 1In :
giving only '"bundle" values, Harsanyi is leaving the
agents with an n-person non-cooperative game to play
in order to arrive at their promises. If the analysis
of Chapter 4 is any indication, there is reason to
doubt that there is any unique solution to this
problem, and so there is in principle no way for the
players to detérmine what their reward strategy should
be.

71. - Harsanyi (1962b), p. 86.

72. ‘Dahl's is the most obvious formulation of this sort.
. See his (1957).

73. I explore these questions in Chapter VII and Chapter
IX. - )
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AN ALTERNATIVE FOCUS FOR SOCIAL POWER

7.1. Overview and Plan of Attack

In the'arguments concerning social power in Chapters
V and VI‘and in the earlier chapters on Harsanyi's non-
cooperative game theory, I attempted to point out inade-

Ey

quacies in the treatments of .social power and rational
i 4

) interactiéﬁ offered by Hérsanyi and Goldman. Although the
tone was critical, my objective was constructive. As
-indicated eaflier I have been preparing the way for the

presentation of an alternative conceptual framew@®rk for

handling .both the explanatory notion of social power and

the related normative issues concerning rational interac£ion
and strategic choice. This alternative is an exbhange-
Fheoretic model based on a normative interpretation of the
explanatory theories of Thibault and Kelly, and Richard
Emerson.l The sense of rationglity to be advanced, however,
-is a "procedural" one, and this is what makes that proposal
important.

In the next two chapters I want to build two bridges

between the detailed critiques of earlier sections and the

outliq}ng of a normative interpretation of exchange theory.

' What I hope to show is that there are more general sorts oA

218 ,
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arguments motivating the pursuit of this alternative, and
that for both nqrmatiye and explanatory purposes an exchange-
theoretic foundation has decided advantages over fhat pro-'
vided by game theory.

' The first of the £wo bridges is in the explanatory
domain and concerns social power. What I hope to show in
this chapter is that because Harsanyi's approach concentrates
on thé resolution of the situation the agents find themselves
in, rather than on the agents fhemselves, his notion of
social power is inherently static and restricted in scope.
Harsanyi;s cbnception does not treat how the interaction
between two agents evolves, nor how the power balance between
them changes és a result of the interaction, nor how an
agent's strategic options include both the seeking out of
specific coalitions external to the interaction at issue,

and the altering 6f his values and beliefs. Even if we

grant 'the game-theoretic foundation the ability to treat

strategic power once we are able to assume what the situation

is like, it is not enough, since in general one of the
strategic options open to the agents is to simply change the
situation. .
A general explanatory theory incorporating the notion
of social power must deal with such dynamic considerations

as these. What seems to be required is a shift in focus

away from the statically-defined 'situation'", and towards the

agents and their ongoing relationship.2 Richard Emerson's
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theory of power;dependence relations takes this route.

\ In order to clarify the general arguments raised
agaisgt game theory's concebtion of p&wer I undertake a
brief discussion of Emerson's theory. The major criticism
I raise against that treatment is the present lack of a
choice mechanism indicating in more detail how agents
react to various power situations. The structure of the
choice problem is all there, but Emerson backs away from
giving specific details on how his theory sees an interaction's
evolution taking place. This was no doubt intentional,
since his concern was with the development of a set of

2
sociological concepts. It is up to us to develop an economic

choice rule on the same foundation.

The second bridge is in the normative domain and
. concerns more ‘general objections against the theory of games.
As the precediﬁg discussions have illustrated, of particular
concern is the adoption of the assumptions lying behind
the normal form of representation as a characterization of
the context of interaction. In Chapter VIII I raise general
objections to the normal form, and show that the objections
raised in the discussion of social power can be extended to
argue for a change in our approach to the normatiye theory
of rational interaction.

Of particular importance in this change in normative

theory from a game-theoretic model to an exchange-theoretic

model, is the shift to a procedural approachH to rationality.




»

As has been indicated,this shift involves tbe recognition
that human'action!ﬁnd human ig}ggaction are rationali and
that it is through understanding them as such that we learn
both how to expléin social behaviéi and about the normative
issues raiséd by ﬁumén interdependence. |

Any normative interpretation of exchange theory, ;
however, emcounters two specific objections. First, the

a priorist will object -that the normative theory now has

émpirical content. Secondly, the individualist will object

that Emerson's theory embodies a socia1-§tructura1 primitive.
The first objection argues against any brocedural notion of
rationality; the second against such a notion coming from
any but é psychological theory. x

Although any full exaﬁination of these objections
would take us far beyond the scope of ‘this essay, in
Chapter VIII I offer what I take to be plausibility arguments
defending the exchange-theoretic approach agai;st the
assaults of both the reductionist and the a Erioriét.3 -

With this groundwork done in both the explanatory and
_the normative domains, Chapter IX presents an outline of the
normative interpretation of the exchange approach to rational
interaétion. In that chapter I discuss in some detail the =+« °
alternative focus for a theory of rational inieractibn, the
”brpcedural” approach, and suggest further reasons why its

adoption would lead to a fruitful research program on both

"the normative and the explanatory sides.
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7.2, The Underlying Structure of Social Power Models

In Chapter V, I argued 4t some length that Goldl!.
theory of 5001a1 power failed because he ghose to focus
_initially on the model of a ‘single agent“acting in a "non- Q
social situation" considered as a given. Whatever the
merifs of his basic analysis on other counts, as a starting
point for a model of social power.it proved te be his undoihg.

Harsanyi, of cogfse, did not encounter Goldman's prob-
lems. His theory of games provided hiEEWith the normal f
of representation as a ready characterization of the context
of interaction between aéentsq So long as the.way the agents
view their interdependence apd—the vaiues they attach to the
consequeﬁces of their actiohs can be modelled together by a
game in normal form, Harsanyi hes no trouble defining the
eontext of interaction. ‘ 'Y

In the twe—ageht'case, the as yet unexplored alterna-
tive to theee is to focus on the agents themselves. Whereas
in some cases thb ”situgtion" may be treated as an indepen:
dent variable, as Goldman wants, and in some the normal form
may be an adequate’ chéractefization of all the properties of

\

the.beliefs an? utilities of the agents relevant to the

interaction, &s Harsanyi wants, in general any statically-

conceived "situayion' is merely a defined variable subject

to change by chdices made by the agents themselves. In
. general, that~is, the theoretical framework suitable for an

exploration of social powerqmust go deeper'than the superficial
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characterization of static ''situations" and must focus on
the interdebendence of rational agents and how this inter-
dependénce‘changes as the agents interact. . ™
! - Now, there are fwo obvious.criticisms of Harsanyi's
mo&él which he could easily overcome. Harsanyi knew that

his approach did not model situations in which the agents

happened not to satisfy the total knowledge assumption.

However muqh we want to feject this assumption, it was
acceptable to gig since conceptual clarity could still be
had even 1f explanatory scope suffered, and he was aiming
for thg éormer.

Harsanyi also knew there were some conventional
exercises of power not convertible to the offering of condi-
tional rewards and punishments, for exampleJ the offering of
unconditional bribes. But these, he contended, were strate;
gically not as interesting, and could probably be treated

as degenerate cases. Whether that is the case or not, this

criticism would not do'Harsanyi much damage.4 .

However: there is another sort of question which

‘Harsanyi's'approacb is in principle unable to handle, and I

want to argue that it is this inability that argues for the

®

néed to shift to the.ﬁew focus for social power outlined
above. This involvessthe‘raising of questions concerning
the generation of the "situations" of concern to Hassanyi.
That is, what -are of concern in general are both the

- ‘statigally—coﬁceived situations of the normal form sort, and
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the generation of these as a result of strategic decisions

by the agents. Now, it would seem clear that social powér
is iﬁvolved in the generation of such situations no less
than in their resolution. Such exambles of interactional
strategies as an agent's changing his utilitfy function to
avoid suffering unduly in a '"forced" interaction, and his
choosing to alter theyset of strategy options when he feels.
the present set is too restrictive, are both evidence of
this. 4

But if a general notion of social power-can only be
generated in a theosBtical framework capable of treating the
generation of situations as well as their\static resolution,
two crucial cﬁangés would seem to be required. "First, we
must admit into our analysis a-”social—strpctural primitive",
since the variables characterizing the ''situation' and those
characterizing the "agents' are now interdependent. The
consideration of the dynamics of agent change seemé to force
this on us. How we are to understand such '"social-
struéturai-primitives”, however, is not yet clear.5

Secondly, in recogniziﬁg that’theq”situation” is
merely a defined variable anyway, we might well be advised
to shift our focus to the agents themselves, their inter-
dependence, and the dynamics of tﬁe evolution of tﬁeir
‘Pelétionsh;b?' ) : .

These two chankes will now be examined‘apd defended.



7.3. Social Structure and the Agents

I first want to dispose of a few of the ﬁsual
psychological-reductionist arguments transformed to defend »
Harsanyi's'treatment of social power. Although it is-never |
clear exactly what the reductionist is argpihg for, by
considering a few illustrations Sf his arguments I hope to
claéify the type of social-structure of concern to a theory
of rational intefaction.'

The first argument runs roughly as follows. While it
may be the case that the generation of the "situation" at

issue is hot.explained by considering only the parameters

of this situation, this does not mean that that generation
could not be adequately explained by considering another
situation in which the generation of the one at issue app€ars — -
as one of the strategic options open to the agents. 1If

that can be done, then there is no requirement for'any "social~
structural primitive" in explaining either what the agents do
in the present situation or how that became.the situatign they
found themselves in. fﬁerefore, even if the generation of
situations is part of what social power must explain, that

-can be handled without recourse to social-étructural primi-
tives. Everythihg is ultimately explainable inm terms of .
individual actions by individual agents.

What this argumeﬁt assumés, of course, is that the

full explanation of the prior situation (and therefore the

explangtion of the generation of the present one) does not




226

itself require a social-structural primitive. Where I argue
that it does, the reductionist will try to argue for its
elimination on the grounds of a further retreat to a prior
choice situation. But at whatever stage of the regress he
chooses to stop, the reductionist will need to assume by fiat
the explainability of that choice situation without a social
structural primitive, and there my response will force the
issue on.6

What this response does, of course,‘is simply to
defuse the argument. It does not by itself show that social-
structural primitives are necessary for an adequate treatment
of social power.

Another argument the reductionist often mounts is
simply to deny the existence of social structure. The
charge becomes, "If you think there are ineliminable social
variables, show me one and I'll show you how to eliminate
it"., I think this line of argument rests on a crucial con-
fusion. It would seem that the reductionist arguing this
way thinks that there is some theory-neutral way to define
a ''social phenomenon', and that if a psychological theory is
available which adequately explains it, then by '"something
like" Occam's.razor, noc ''social" theory can be justified.

Now, I think this argument can be disposed of
without going int& any detail on the issues of theory-neutral

description or the use of Occam's razor in the explanatory

domain, although both of these are pretty shaky grounds for
/
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the reductionist's case. What I think is involved here is
an implicit resort to the first argument discussed above.
That is, the reductionist’'s "elimination" will amount to
nothing more than an "explanation" which takes other
interesting social-structure as background data, and we have
already seen the folly of that line of argument.

Of course, there is another confusion lying behind
this "elimination'" argument. What the reductionist really
wants to "eliminate'" are supra-individual entities -- things
like '"the group', or '"collective mind" or "the One" —-
treated in the theory by primitivé referring terms. But
if this is his worry, he may relax his vigil. No sucﬂmzerms
are needed in the alternative theory of social power to be
presented here. The only primitive entities are individual
agents, and they are treated as having something like
utility and belief functions, and- that is all. There are
no ghostly presences to be exorcized.

But individual agents do interact; they are inter-
dependent, and it is their interdependence that demands a
social primitive. How that requirement shows itself is in

the dynamics of.interaction.

/ Consider, for example, an agent who changes his values
because interaction with an agent he is dependent on for
survival would be less costly to him if he did. To fully’
explain that phenomenon clearly requires a discussion of the:
agent's dependence on the other. But that dependence is a

-
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1

Before proceeding to that discussion,  however, I want

s to zéturn“to game theory as a normative theory, and present
some more general arguments against that @pproach to rational

interaction.



of two variables, although the exact connection between the
three terms is an empirical matter. As Emerson put it:

The dependence of actor A upon actor B (Dpp is

(1) directly proportional to A's motivational
‘investment in goals mediated by B, and (2) inversely
proportional to the availability of those goals to

A outside of the A-B relation.-tV

In this definiﬁion "motivational investment' is a
function of (1) the value of the rewards B mediates for A,
and (2) the number of the different types of rewards B
mediafes for A. "Availability" is a function of (3) the
number of relations which could be considered "alternatives'
to the A-B relation as far as A is cohcerned, and (4) their,
respective value "comparison levels'. Each of these four
variables are fundamental properties of the primitive social-
strucfural term, the ”exchangé relation”.11

Each is examined in more depth in Chapter IX, where the
connection between the "procedural' approach to rationality
and these operant-theory-like notioné is explored. For
'presént purposes all we need consider are the two terms, ’
"motivational investment'" and "avajlability'", and note that
the latter is clearly a property of the social structure.

Emerson proceeds to define power in.a manner remini-
scent of Weber:12

The power of actor A over actor B (Ppp) is the amount -

,°¥ resistance on the R%rt of B which can be poten-

tially overcome by A.

In other words, pAB is the level of potential cost A

can induce for B, where the cost of a given transaction is .

Py

SN

TS



.the value of reward foregone in)making thaf transactfon.
Thus, power is seen to depend on th: range of transactions
undertaken as part of the gxchange—relgtion; énd on the
availability of other sources of the ”saﬁe” gratification.
For reciprocal power situations, A's power advantage

@

may be defined as:

a

(7.1.) Power advantage = PAB - PBA

since in such situations the above definition clearly attri-
butes power tg‘bdth agents.
Now, the connection between power and the fundamental

property of dependence is stateable as the simple theorem:
!

(7.2) Pyp = Dpy

The proof of this theorem does involve one fairly weak
empirical proposition, however. Emerson labels this
Proposition 1. As he sﬁows,14 in addition to the defini-
tions we need to assume that the probabilities of an agent's
performiﬁg alternative acts to achieve some given goal vary
directly with the probabilities that thosé acts provide him

with that goal.15

of course,‘as the agent learns &hich act
is most likely to provide him with the desired goal, he may
choose to perform that act exclusively, but this claim
involves a larger empirical assertion, and we can do without
it.

Now it is argued in more ‘detail in Chapter IX that this



”empirical/assumptioﬁ” embodies a sense of '"minimal ration-
ality". Emerson does not seem to recognize this (or else
he thinks it unimportant), and never explores the possibility
.
that a rational choice rule could opefate within his theory.
It is that extension I want to explore as providing a pro-
cedural approach to the normative question., For present
purposes it is éufficient to note that in generating his
theory of power, Emerson has (perhaps unconsciously) built
in a normatiye model of the agent. What is left to be done
is to extend this model so as to answer a number of more
specific sorts of question; Emérson's theory left unanswéred,
on thé grounds that the "exact relationship" was an empirical
matter.16
In general social situations, of,éourse, it is recip-
rocal power rélations§§hat are important. When both agents
are dépendent on one anofher, the state of '"balance" or
"imbalance'" of their relation can bé most revealing. Follow-

ing the definitions-just given, a balanced relation is

clearly one where:

(7.3.) pAB = Dg,
@
Il i
Ppa = Dap

while an unbalanced relation is one where:




232

(7.4) P,y = Dy,
A\ A\
Pa = Dup

Now, if a power imbalance occurs, the stronger member can
overcome some degree of resistance and attain goals mediated
by the weaker which he could not attain if power was balanced.
That is, he can force him to accept some '"cost' as defined
above. For example, if a lonely but puritanical girl is
askéd on a date, she may assent to moderate sexual advances
owyng to her dependence on her date's attention in over-
co#ing her loneliness. But such an exchange is not w;thout
cost to the weaker member, since she may suffer some degree
of\guilt owing to her attitude towards sexual acgivity. In
such a situation she might be able to reduce those costs by,
for example, discarding her puritan values. 1In general,
such cost reduction processes can occur in any'relation
where costs are "anchored in modifiable values and attitudes"%7

But these sorts of ”cost reductlon processes” do not
necessarily alter the state of balance of the relation, even
if they do tend to strengthen and stabilize it through
decreasing the number of equally acceptable alternatives.
Other opsrations lead to a change in balance.

Given the conditions of equation 7.4, there are four

variables affecting the state of balance. Each of these
18

provides a generic type of.balancing operation:




1) A decrease in the value of what A provides for B.

2) The cultivation of alternative sources by B for
the values mediated by A.

35 An increase in the motivational investment of
A in the goals mediated by B.

4) A reduction in the alternative sources available
to A for the goals mediated by B.

The first operation we may Jabel "motivational with-
drawal'; the second leads to the extension of the 'power
network'; the third is exemplifiéd by the emergence of
"social status''; the fourth involves '"coalition formation'" and
the development of group norms. ‘

To explore these four balancing operations 1in any‘
depth would take us too far afield, but two things stand
out as worthy of note.19 First, the combined notion of
power-dependence is able to provide a foundation for the
development of the usual range of’§pcial-structural terms
< like group, norm and status. In fact, the only social struc-
tural primitive needéd for-the whole theoretical framewbrk
is the notion of an "exchange—relation”,\and its key property
is dependence. All other theoretical concepté are introducible
on this foundation.

Secondly, it should be noted that what each of . these
balancing operations involves is a change in ''situation" --
just the dimension lacking in Harsan}i's theory. Of course
it has never been denied and it may well be the case ‘that

Harsanyi's game-theoretic approach could reconstruct many

of the specific transactions between agents. But what the -

€
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present model gives us over and above that is a classifica-
tion of four generic types of operations whereby situations
evolve. Since balancing operations are clearly dynamic
strat;gies, they enrich the problem of strategic choice by
opeqing up the connections between choice and the full range
ofwgocial—structural developmen‘c.zO '

But what Emerson has not done is show us which cost
reduction or balancing strategy will be chosen in a given
situation. He has given us a rich theoretical structure in
which the options anq the relevant considerations are laid
out, but he has not given us a general choice mechanism. HeQ“
has, of course, made a few suggestions andvit is these I
develop in Chapter IX; '

However; there is one important mechanism he does
explore, and since it pertains to the use of power I will

examine it here. This mechanism is summed up by the aphorism:

To have a power advantage is to use it; and to
useit is to lose it.21

’ Consider’two interdependent agents, A and B, each
having a behavioral repetoire containing items which either
could be, or already ara'found gratifying by the other.
Now, some degree of power is used in all social exchange

. —™ .
since both agents employ items in their behavioral repetoire
(their power base) in order to gain access to items in the
other's behavioral repetoire. But an impbrtant question

concerns when an-agent's use of power may be said to be

increasing over a series of transactions, since this will
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<

give some insight into the altering of the state of balance

of the exchange relation. - o
Emerson suggests that:

{Agent] A's use of power is said to be increasing
¢ across a series of transactions if (a) B's costs

increase through additional ...f{acts] by B, or

{b) if A's costs decrease through decreagbd [use

of resources] ...without decreasing rewards to A'22

Y

Now Emerson suggests that owing to the kev empirical proposi-

tion he labels Provosition 1 and whi I have suggested

AN
embodies a normative model of the agent.

...1f A's power is gréater than B's current costs
and if B has additional resources, A's use of .power
will increase, cutting further into B's resources,
uhtil its use if offset by incurred or anticipated
costs to A,<9 .

If we restrict the discussion to cgsts anticipated or
incurred within the A;B exchange relation, the limit o? A's

use of power is his own depehdence in the relation. Thus,

in a balanced relation, "increase'" in the use of power is

&

unlikely, while in an unbalanced relation, A's use of power
o : .

»

will increase as a function of power advantage.

= | That is, by the key proposition in Emerson's theory,

" the one I &rgue embodies, a minimal normative model of beha-
vior, to have a power advantage, is to use it. Exactly when
that advantage is useg) however, is another matter.

But one of the effects of an agent's use of a power

s

advantage is either to increfge the rewards he obtains faom

the relation or to decrease mis costs. In either case, his

dependence on the relation increases since fewer eﬁuivalently
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rewarding alternatives will be available which provide the
same range of transactions. Moreover, since the other agent

may be suffering greater costs, his range of "equivalent"

alternatives will (in general) increase, and so his depen-

dence on the relation decreases. In general, then, the
e
Vif‘ tendency 1is for the dependence of the aggnts on the exchange
relation to become equal. In short, to use a power advan-

tage, is to lose it.

Now these véry basic considerations of the use Bf
power need to be made much more elaborate beforé Emerson’s
approach to power can challenge Harsanyi's as far as the
relative strengths of their strategic theories are concerned.
a Emerson has not offered a choice mechanism capable of treat-

ing any specific decision on the part of an agent party to

m e e A PO

a power-dependence relation, and so has not even broached
< ¢

ot e i

Phe prescriptive problem.'

However, he has placed ;nté}dependent decision-making
in a compelling explanatory framéwork, and has left the
development of a more sophisticated normative theory within
. that framework an open problem. It is that problem I

! turn to in Chaptef IX.

L XY
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7.5. Conclusion

- This chapter concludes the discussion of social power.

-

Whaf I have'tried to show is that a theory of power needs to
bé built on{a normative foundation since the exefcise of
power and the response todpow%r-based overtures depend on
-strategic choiceg by the agents. Goldman's theory did not
have such a normative model, and floundered on many key
issues as a result. -

On the other hand, Harsanyi's game-theoretic approach
was too restrictive. Most impbftantly“bisﬂtheory could not
handle important dynamic consideratidﬂs. The inadeQUacx of

Ld
his normative model as a normative model, of course, was 2a

further problem.

Emerson's explanatory theory of social exchange, reviewed
only briefly in this chapter, overcame the problems forced -
on Harsa;yi by the combination of game theory's static
approaéb to 1nteraction“éﬂd his own dual—interpretgtioq
approach to ratidnality. But Emerson's treatment of power
waé seen, to havé at bapé only a minimal rationai model.
This made his handling of social power too general for
Specif;c explanatory work, ;nd total{} inadequate as a ‘
~general,normative model. ) ]
The next important preblem in exploring the pot

A

like social 9013r, then, is to extend its normative foundation.

of ‘the exchange-theqQretic approach to explanatory tions

~

This is the topfc of Chapter IX.
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Before proceeding to that discussion, however, I want

to téturn to game theory as a normative theory, and present
some more general arguments against that @pproach to rational

interaction.
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FOOTNOTES

1. See especially Thibault and Kelly (1959), Emerson
(1962), (1972a) and (1972b). .

2. As will become clear, the '"relation'" between two
agents will be treated as a social-structural
primitive. Properties of the '"'relation'" are not
reducible to properties of just one agent or the
other, but are attributable to the interdependence
of such individual properties. Power, for example,
is not solely a function of one agent's ability to
manipulate the flow of goods to another, but is also
a function of the other agent's dependence on those
goods and on this particular source of them.

3. As to psychological reductionism in sociology,
Richard Emerson has defended exchange theory at much
greater length than I can here. (See especially his
(1969).) His main argument, however, is similar to
the tack I adopt in that he contends that what psycho-.
logy, in particular operant principles, cannot tell
us is how any particular stimulus environment (to »
which individual organisms react) came to be organized
the way it was. Social-structural concepts like
coalition, status, norm and so on, are needed to do that.
See, particularly, the discussion in (1969), p.403,
where he describes his strategy of ''construction" on
.. a psychological foundation as contrasted with '"reduc-
" tion" to it.
. | ’
4., Both of these arguments are acceptable given the task
that Harsanyi set himself. Neither restriction arises
in the approach to be explored here.

-

- 5. The connection between, on the one hand, exchange
. theory and classical political-economics, and on the
other, game theory and neo-classical microeconomics,
is obvious. In gross terms, both of the latter treat
‘the beliefs and values of the agent as givens. In
neo-classical theory, the model becomes stylized in
the atomic form of '"'rational economic man". In his
(1972) Vickers summarized the concept very neatly:

He was supposed to know what he wanted and to
know what disposal of his resources would best
satgsify his wants. He had no economic wants which
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could not be satisfied through the market. All he
needed was access to a market of goods and services
which, being "free", would be responsive to his
wants and to a labour market which, being also
"free'', would be responsive to what he had to offer.

I stress that the economic man was an ''atomic"
concept, a separate entity, related to his fellows
only through the working of the market. His wants
were his own affair they could and should be taken
for granted.

For a more detailed dlscussion of the classical versus
the neo-classical dispute, Hollis and Nell's Rational
Economic Man (1975) and Adolph Lowe's, On Economic

Kpowledge (1965).

"This response is particularly telling when we restrict

ourselves to the domain of human intentional action and
its social environment. I am not concerned here with

the "matural' environment and whether or not explana-

tions in that sphere are adequate without such collec-
tive entities as "fields" and "mass distributions".

In Ryan, The Philosophy of Social Explanation (1973).

See Emerson (1962), (1972a) and (1972b).
Emerson (1962), p. 32. .
Ibid., p. 32.

Each of these terms is defined in great detail in
Emerson (1972a). (See especially p. 57.) In fact,

the objective of that paper was really to build these
concepts on an operant-theory foundation. As indicated
they converge on the notion of dependence, which is

the key property of exchange relations for Emerson's
social exchange theory.

Weber's definition has guided most of the work on
social power in the last thirty years. 'Power is the
probability that one actor within a social relation—
ship will be in a position to carry out his own will.
despite resistance" (Weber, 1947, p. 152).

Emerson (1962), p. 32.

_Emwerson, (1972b), p. 64.

This is a paraphrase of Emerson's Proposition 1, from
his (1972a), p. 46.

.
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17.

18.

19.

20.

21.

22.

23.

This interpretation was first suggested to me by .
Jim Leach. See his (1975) for a discussion of some
of the issues raised by this dissertation.

The example is close to one given by Emerson (1962),
p. 34. The generalization is also his (p. 35).

Ibid., p. 35 and (1972b), p. 67-68.

Large sections of Emerson's (1962) and (1972b) are
devoted to exploring the consequences of each of
these balancing operations.

In his (1972b), p. 60, Emerson points out that the
concept of the exchange relation between actors A and
B (symbolized (Ax,; Byk) with x; and yp, variable
behaviors) focuses attention on fixed A and B with
variable transactions across the lifetime of the rela-
tion, while market economics assumes a fixed trans-
action (x,y) with variable actors. How this linkage
might be developed into a unified theory is a very
interesting problem for future research. (See, for
example, Leach (1975).

Emerson (1972b), p. 67. Note that Emerson is here
concerned with exchange relations in which transactions
continue to occur. Should no further interaction take
place, of course, it is clear ‘that power could not be
employed.

Ibid., p. 65.
Ibid., p. 65.

241



CHAPTER VIII

EXTENSION OF THE CRITICISM OF GAME THEORY
-

8.1. Introduction 4

-

The criticisms raised against Game Theory thus far
in the dissertation have been aimed directly at Harsanyi's
tracing procedure and his bargaining model. It has been .
argued that for a number of reasons both proposals fail two
of three criteria of adequacy Harsan}i is committed to
satisfying.
'zw‘___ﬁﬁgbughoht the discussion, however, there has been
an underlying suggestion that the major fault lies not so
much in the details of Harsanyi's models as in the assump-
tions lying behind the traditional approach to game theory.
I now want to extend some of the crificiéms levelled at .
Harsanyi's programs to show more clearly that the normal
form of representation ought to be rejected as th founda-
tion for the theory of rational interaction, and that any
alternative .leads in the direction of a procedural notion
of rationality.
In Chapter II it was sﬁown that there are only\two
“ways in which the interdependent choice problem in normal

i form can be "sclved“:

’ 242




243

*1) Show that some sort of rationally defensible
iterative reasoning regress converges onto an
equi}ibrium point, or

2) Show that some special combination of strategies
can be taken as the solution .on the grounds that
3hey sat%sfy.iﬂtuitively acciptable axioms which

short circuit" the regress.

In general, game theorists have been preoccupied with
the latter approach, Because it has led to distinct treat--
ments of different types of games I call it‘the "patchwork".
approach.2

In this chaptef I outline a number of more 'general
argumenits against the normative use of game theory. First,

I suggest that its apparent "successes'" notwithstanding,

the patchwork, axiomatic approach to generating solution
concepts for game theory is unsatisfactory. It is not so
much that formal axiomatics ié wrongheaded, as it is that
what we are trying to axiomatize has not really been thought
through. Of course, what I want to suggest'isfthat we should
first generate an interest}ng procedural notion of ration-
ality, and then see what formalization can tell us. >

Secondly, I argue that as an alternative a model based
on iterative reasoning is irredeemably constrained by the
normal form. Thére_is not enough leéway in the way it
models the expectations of the reasoner to let the iteration
get off the ground. " )

Finally, I outline o;értiding~phiiosophical reasons

why the normal form might be abandoned as the foundation

for a theory of rational interaction, and show how a

Y
b
3
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procedural, exchange-theoretic approach to normative theory

.relates to these objections.

-

8.2. The Patchwork Approéch

There are any number of philosophical reasons why an
all-encompassing general theory of any sort is preferable to
a theory consistinglof a set of special axiomiiatrons.4 As
it now stands, trad;tional game theory has only given us.%
few of the latter sorts of sub-theories. The most notable
among these have been von-Neumann-Morgenstern Zero-Sum
theory, the trivial application of the "Sure-thing Principle”

to some non-cooperative games, and various Nash-like theories
for coope?ative games.5

However, there are three reasons why even these para-
digm "successes'" are open to question as ghlwarks of the
patchwork approach. The first of these .is the argument that
all they really amount to is axiomatic reductions of special
cases of a more general iterative reasoning model, and that
our attention ought to be focﬁsed on the development of that

general model. Since an iterative reasoning approach ggg%g
be more general, it is preferable as the foundation for ai
theoré of rational interaction. An axiomatization of the
general model, of course, might still prove to be very
"revealing.

We should also note that if psychological models of

practical reasoning are relevant to the sorts of normative

-




issues raised by game theory, then some sort of iterative

reasoning approach is prima facie more plausible anyway,

gince we do seem to reason sequentially. In particular, if
we relax the perfect.informatidhmgssumption, it would seem
clear that in non-cooperative games at least, we do try to
"out-think" our opponents, and iterative reasoning is
ideally suited to captﬁre that phenomenon.

Secondly, game theory can be criticized for having
been overly committed to ggfextreme sort of re&uctionism.
Since zero-sum games are éhe most amenable to mathematical
treatment the objective has often been to reduce other sorts
of interaction to that igeal forqg&, whatever the obvious
dissimilarities.6 No one really disagrees that one of the
results of this reductionism has been that the explanatory
value of mixed-motive theory has suffered, but I also want

to suggest that this failure is prima facie evidence that

its normative worth has also suffered. The general issue

is too involved to be pursued here.7 _ \
This criticism of the reductionism inherent in tradi-

tional game theory has been voiced by Thomas Schelling, who

¥ . . .
has long argued for a theory of strategy having the general

mixed-motive game as its primary focus‘.8

Schelling's
examples of pure coordination ga;és illustrate what he féels
ltbis bias has brought game theory to neglect. There are
strategic'elemegts, he argues, in the way the players develop

a ''shared-perception’” of the situation, and if we explore

)




these, it can leaq to an understanding of how they go about

solving their interactional problems.

One.of the reasons why traditional game theory ignores
this sort of problem, of course, is because it concerns the
dynamics of situation'generation while the normal form deals
with situation resolution. Another is because the assumption
has always been made ‘that it involves no interesting strate-
gic elements. Since the first of these defences has already
been discussed, the sécond will be treated here.

What the perceptive game theorist would argue, of
course, is not that there are no strategic considerations in
the development of shared perceptions of somé situation, but
that if there are, then by definition of the normal form they
must eithef already be incorporated in the game-model as it
is presented, or we are simply disagreeing over what the
situation is that that normal representation is supposea to
be modelling. Since_thé whole function of thé normal form
is to represent strategic options, there can be no other
alternative.

_ What thi§ reply misses islthat the issue raised by
Schélling concerns how the agents are to be modelled and not
just what the choiées they confront happen to be. The
strategic matters of concern td>Schelling are really

epistemological stratggies employed in an interactional

context. Part of an agent's perception of the situation is

what he "should believe" about his opponent. But that is a
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_dural model of rationality distussed in Chapter IX, and so

funétion of what the other "should believe" about him.

(This looks very much lige a reciprocal reasoning regress

at the level of situation perception.) However, the starting
point for each agent's reasonings on this matter is not
restricted to a normal form, and can be anything he knows
about his opposite number. (Of course, the focus they are
looking for can concern any belief of either agent; it need
npt be simply what one of the agent's strategic choice will
be.)9

Schelling's theory fits rather neatly into the proce-

I will ngt pursue it further here. The short reply to the
game théorist is simply that the development of ”mufual
perceptiéns”-concerning a given mixéd—motive game ihvolves
another sort of interdependence, and this can be approached
iteratively. Where the model differs from game theory is
in its denial 6f the assumptioe§ defining what the rational
expectations of ratipnal players are regarding their oppo-
nents given a context of iqteraction.' These expectations
are worked out by rational players during‘the interaction
itself, and the: focus for the solution of the coordination
problem can be anything in the context of the interaction

or in the psychologies of the agents.

The thlrd general sort of criticism of the traditional

) patchwork approach I want to consider is that its paradig-

matic. "successes' might nqQt really be all that successful

‘aftef all. Of course, there céh be no serious doubting of the




formal properties of the 'solutions" it has proposed, but
whether or not they satisfy normative desiderata is still
very much an issue.

‘The first sqch paradigm is von-Neumann and Morgenstern's’
Minimax Theory and its definition of a value for al two-
person zero-sum games. The intuitive appeal of their model
is still very great, of course, but it has recently come
under criticism on a new front. The details of the argu-

ments raised against it are far beyond the scope of this

essay, and I can only refer the reader to McClennen's
excellent discussions for a powerful péeseqtation of the case
against the Minimax Thebry.10 His fundamental argument is
similar to the one I have employed against both Harsanyi's
use of an "estimator" giving,other than best-reply estimates,
and against the assumptipd that threats are crediblelto
rational. players. Quite éimpli, maximizers have no reason
to play according to the proferred strategy. As ié happens,
McClennen feels that the maximization of'expected utility .
choice rulé isﬂwﬁat”must give way in this confrontatiéﬁ.
His-main‘argument, though; supports the resolution I have
alluded to hers. ‘ |

A geédpd paradigm offered as proof that .the patchwork o
approach to norhal.games is a viable program for generating
normative theory is the so-called ”sure-tping principle”:

Surely the best advice in non-cooperative games ig to choése_

that strategy, if one is available, giving at least as high

/




a payoff as any alternative for each choice open to the
opponent. So argues the game theorist, and the applicability
of the sure~thing principie to normal games seems {b vindi-‘
cate the latter as a viable model.

Once more, however, the weight of the intuitive evi-.
: : ) & .
dence is not all on one side, and if the verdict is reversed,
either the normal form is missing something, or the sure-
thing principle is less "sure” than it appears.
Three issues stand out as giving most pause to sure-
thing theorists:
1) Nigel Howard's proof that in certain mutually-
ordinal games the suri—thing user is doing
himself a disservice.ll
2) The long-~standing problem of the rationality .
of the "double-cross" resolution of the prisoner's
dilemma game.l2

3) The very intriguing issues rais‘g by Newcomb's
paradox.

Again, each.of these';ssues woﬁld take~us too far
afield, aﬁd I can mereiy régister the observation that
applied to games in normal form, the sure-thing 'principle
does,nqt lead to uniformly intuitive results.

.THe third paradigﬁ success of the pafchwork approach
to gamég in normal form ;s thé‘ﬁgéh proof of the existence
and uniqueness of the sélutioh to two-person bargaining .
gameé with éiven\digagréementgpayoffs. There is no doubt
that this is an-interesting result,’buﬁ whether it vindicates

the patchwork approach .and thé normal form is another matter.

Nevertheless, it is worth noting that Harsanyi's demonstration

’ €
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of tue equivalence of Nash's solution and Zeuthan's
iterative approach, at least leaves it open whether éame
theory has given us any new 1n81ght. If the results of the
two approaches had been other than identical, one wonders
which Hersanyi would have chosen.14
What I hope these brief remarks fudicate is that the
coucerted attemot of the past thirty yeers in game theory
to prove normatively interestiug theorems about the normal
form has been less than sgectaculariy successful, and that a
return to an iterative reasoning model is not too unreason-
able. Of course, ;t is against this background that
‘Harsanyi's return to the naive' rec1proca1 reasonlng regress
1.n his tracing procedure stands out in greatest relief.

- % /

'8.3. The Iterative Agproach'&o Normal Form Games

Harsanyi's concern with providing psychological

interpretations for his models seems to have driven him to

- avoid the usual axiomatic approach to gaﬁe_theory,}s

. 7

‘turnlng to the 1terat1ve reasonlng regress with his tracing

In

procedure he - focused attentlon direc%ly on.  the three key
elements of any model of pracgical‘reasoning:
1) What:data are assumed to be available%

2) VWhat sort of algorithm is turned loose on this
data? .

3) When does the rational player stop computing and
start acting?

I want to argue'that.the-way the normal form is defined, it
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is imposéible to ansver’theée three fundamental questions
in any happy way.

First, the normal form requires that the only relevant
data available to the players at the '"'start"” of the reas;ning
regress comprise the game vector itself. The players and
the context of their interactiﬁn are reduced’to a set of
" fixed strategy options and fixed utility assignments for
each matching of strategy choiceé. Of course, as a recon-
structiqg_of what the st)ategic options are at any instant
of chqicé, there is little to quarrel with in this model.
But the use of a static reconstruction as opposed to a
dynamic model 13 only justified 1if ‘it leads to normative
ingight. TI'f the really ;nterestinglnormative'issues concern
how rational playe;s 1rr1vg at'such an end point (and it.
may be that it is rational to arrive only at certain sorts
of such "normal"” games) then static reconstruction would
seem to be iasufficient.

The iterative model provides the escape from the
probleu: raised’ by static reconstruction but only 1f 1t
reyun: the assu-ption that the final normal form must repre-

sent the starting point for the regress. The only thing

barring this rejection is the power of the normal forl But

the-powgr of the nor-nl tpr-.gs a geconstruct}ve device does .
not entail that 1t msust alsoc be the'ltarting point for the
iterative al;orfth-. The function of the iterative algo-
rithm might be not . to "sblve" each given n-e.n but rather

»
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to arrive at ones that are solvable by other means.

In shart, it is only if we assume that nothing about
‘the agent's perception of their interaction changes during
" their iterative reasoning that the reconstructive power of
tbe’normal form means that any iterative reasoning algorithm
need adopt it as a definition of its starting point. If we
deny the anteceden;, and I want to do that, then the way is
clear for a more general sort of ite;ative.model of practi-
cal reaséning in interdependent contexts with other sorts
of objectives than simply ''solve tgis game''.

The normal form also requires that any ''stopping"
point for an ;%eratize procedure be an "'equilibrium point"
in some sense. In the case of non-éooperative games it was -
an equilibrium point of the game. In the case of ceopera-
tive games (1if an_iferative model were developed to dupli-
cate Harsanyi s approach) the end point would have to
represent an equilibrium among the set of all coalition
‘agreements. in both cases it was pointed out that equili-
brium itself has no special appeal to any rational reasoner.
Now, if the arguments raised in previous chuptérs are valid,
then the generation of equilibrium-ending algorithms has
received a;serions setback. But independent of this claim
is the objection that the normal form's requirenfnt éhat
any'acceptable iterative algorithm end with an equilibrium
condition begs the important empirical question as to what
sort of iterative algorithm does in fact model pcycho}ogical




processes. Equilibrium may be relevant, but only empirical
theory can inform us of that. | N

This objection strikes at the heart of Harsanyi's
dual-interpretation approach. Whenever interesting empiri-
cal questions are raised Harsanyi opts for an a priori <
resolution on "normative' grounds. However, he still wants
the resulting theory to have '"positive' application, and so
he has to fudge the result. One way he does this. is to
suggest that: "Of course, for empirical applhnuioﬁs 'some'’
of these assumptions may have to be relaxed'. Other
economists suggest that although no individual empirical
situation can be modelled on such a strictly a priori basis,
deviations from such a model are statisticall; random, and
so the model still serves positive purposes.

But whatever moves are made at this point, the central
conflict remains. The dual-interpretation approach assumes
that people act rationally, and so on the one hand plans to
use a normativé ;odel for positive purposes, but on the
other hand réfuses to study how people do act in order to
gengrate ;he normative model in the first place. A
"procedural" approach, df course, would base the normative
model on such studies, and therein lies the difference

’

between the two.

The third and pérhaps most important question is

whether an& iterative reasoning algorithm can be applied to
games in normal SOrm even given a definition of the starting
Tl




point and the requirement of convergence to an equilibrium

point. This issue can be most clearly faced in non-
cooperative games, where the case against any form of
iterative reasoning rests on the temnsion between the two
dimensions of rationality implicit in the notion of a
"rational estimate of a rational player's likely strategy'.
The naive_ iterative Bayesign approach can be considered
as anh extreme attempt to resolve this tension. I{ that
approach the nature of the iteration was such that at any
point in the regress the estimate provided is '"rational"
Jjust because it is a true reflection of the opponent's dis-
positions at the previous iteration. Each esfimate simply
is the beét-reply selection of the rational opponent at the
previohs iteration, and so is clearly a '"rational" estimate
so long as no further computation is allowed.
The tracing procedure moved away from this justification

. .
of the estimate on the basis of its being certain at that

iteration, and towards the other extreme of total uncertainty.
The estimate the tracing procedure provides is
"rational" 1n~the sense that it alters an extremal state of
ignorance in some "optimal" Iagpiop. That is, even if }
granted the rationality of the eguipartition assumption
aCcross each opponent'smﬁassessments",Harsanyi must still
show that the way this initial ignorance is removed as the
iteration proéheds is a "rational" adaptation to an improved

state of khowledge.

»
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Now, after the first iteration.of the tracing procedure
each player's newly acquired. knowledge consists of the
following rational beliefs: ;.

1) that the ”priord rationally reflécts the disposi-

tions of the rational opponents; ¢ - {J‘
2) that "my own" best reply is as computed;,and‘
\

3) that the opponents have followed exactly the same
format in their reasoning, i.e. they have assumed
equipartition across my ''assessments', have
computed the prior, and have computed their own
best-reply strategies.

The disposition of each glayer after this initial iteration
is to play a best reﬁly, and all players can compute the
one each opponent is disposed to play. Now, as I argued at
length in Chapter IV there is no apparent reason why rational
players with this knowledge should be considered '"ignorant"
about each opponent's likely behavior, whether further
iterations are allowed, or whether all players must choose
a strategy without any more compﬁtation. Whatever ignorance
they started with was removed éy the universal equipartition
assumption (assumed valid for the purposes of discussion).
The conclusion we must,;each is that the tracing pro-
cedure estimator cannot be justified as providing a "rational”
removal of ignorance. Thereforeﬁras an alternative to the
naive regress, it is unacceptable.
Now, for these same conclusions to apply to any
iterative algorithmripplicable to non-cooperative "games',

it is sufficient to show that given formal encoding of total

or partial ignorance, the transparency of reasoning
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assumption implicit in the normal form removes in one step

of the iteration whatever that initial state of ignorance

is assumed to be. Once that ignorance is removed, of course,
nothing stops the rational reasoners from entering upon the
naive regress with all its problems. except the ad hoc stipu-
lation that that would not be '"rational". Given the analysis
of the previous paragraph applied to total ignorance, I
think the conclusion is obvious.

The only alternative for normﬁl—form games, then, would
appear to be to spurn the equipartition assumption and all
similar alternatives for handling ignorance. But as I have
argued, this results in either an infinite backwards regress
of the naive sort, or in a denial of mutual rationality.
Neither is an acceptable resolution of the game in normal
form, and so no iterative algorithm can work when applied
to such games. .

What I have tried to show in-this section is that the

attempt to develop an iterative reasoning model to be

.applied to games in normal form is constantly stymied by the
\,éssumptions built into_that representation. Therefore, if

‘an iterative model is to be preferred to the axiomatic

approach, that ﬁodel must be developed in conjunction with
r . - . .
a weaking‘of:some of the assumptions lying behind the
normal form, How this might fruitfully.be dqne will be the-

subject of concern for tﬁe remainder of this digsertation.

. That such a weakening is tantamount to the generation of a

.~ . h . '
s
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procedural notion of rationality will, I think, become clear.
The only serious question that remains is whether philosophers
will recognize this and turn directly to appropriate explana-‘
tory theories for their insights or continue under the

illusion that a priori argument is all that matters.

8.4, Some Philosophical Prejudices Countered

Many of the arguments of earlier sections have
amounted to criticisms of the normal form on the grounds that
there are things we should be able to do with it that we

cannot. It is eminently suitable for reconstruction of

choice situations, but there appears to be no way to have it
represent the dynamics of situation development. We might
want a normafive theory to do that. It assumes that the
players of the game have fixed expectations about the dis-
positions and beliefs of their opponents. It might turn

out that both the exéectations and the dispositions change
during rational interaction. It is formulated so as to
facilitate mathematical treatment. The concern of normative
theory is also conceptual and theoretical development.
Finally, and more generally, it is unable to treat any
properties of‘the agents' utility and belief functions other
than those that can be cashed out in terms of strategy
options and utility assignments to expected consequences.

A normative theory of choice might have to be concerned with

A

a model of the agent having greater structure. Y



- ETRTTIETSATRA SN g TS
. g b

258

Of course, any defender of the use of game theory as
a normative tool has a ready response to this form of
criticism. What justification, he asks, is there for load-
ing down the normative theory with all the structure needed
to handle these sorts of questions? To be sure, these issues
and many more must be faced if game theory is ever to have
direct explanatory application in the social sciences, but
the objective'in this branch of normative theoriéing is to
élarify the nature of rational choice in interdependent
contexts, not to explain how people behave. To do the
former we need make only those assumptions about the nature
of choice and the nature of contexts of interaction that
are‘necessary to lead to a general statement of the question

"What is rational?"” 1In its generality the normal form gives

us such a model. The set of questions it leads to is not

-

exhaustive, to be sure, nor are they easily answered. But
when answers are arrived at they are normatively informative
and we can ask for no more than that.

Such a reasonable-sounding reply unfortunately misses
the main thrust of the criticism. The question ié really
whether\‘he assumptions lying behind the normal form are
the best way to achieve normative insight in these matters.

The above response suggests only that because it is so

general in its ability to reconstruct certain forms of choice

’situations, the normal form must be the best. That is, any

other model will only be a special case. But in arguing

q
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this way the response misses the obvious reply that what is
really needed is a model which frames the same issues that

the normal form does, but does more as well. In that way

the normal form becomes a (perhaps not very interesting)

special case.

Now, there are any number of ways such a more general’
:framework could be developed. Non—Aréhimedian representations
of preference might lead to interesting changes. in the way
we represent interdependent contexts.16 So might a theory
unifying eﬁistemic logjic and stratéﬁic reasoning.17' I have :
no doubt that a theory 5f rational value-revision would also
add much to a theory of rational interaction.18 But the
exchange-theoretic modél also strikes me as being a fruitful
line to explore, even if it is not.at the present time as

19 What is "needed to

formalized as these other options.
make t%is a viable option is an argument to show that there
is a normative foundation to exchange theory. ; ;ttempt to
do this in Chapter IX.

%fBut there is one éther objection that a game theorist
likeéHarsanyi might raise even if that foundation could be
generated for exchange theory. This objection is the 1last
gasp' of psychological reductionism.

The argumeqt runs asvfollows. Even if it is accepted
that social—stfuctural primitives are needed in ekplanatory
theories, and that the "procedural" approach'which bases

v

normative theorizing about rational action on appropriate

L SIS

st



positive theory has vaiidity, it is still counter intuitive
to have a normativg theor& aboﬁt human action depend on
ineliminable sgcial structure. It is ,the agent which is
rational, and‘sé surely the theory explicating that concept
need make nb'essential reference to social structure.

‘ | There are two lines of response to this question.

The first simply points out that once it is accepted that
the best appropriate positive theory is to be used to gener-
ate‘a‘procedural.notion of rationality, then the defeat of

psyéhologiéal reductionist arguments on the explanatory side

~ends the méttern But since this response may be felt té bég
the meaning of fbest appropriate', a second more detailed
answer is called for. .

What is really at issue here is not whether rationality
is a property of the agent, but whether the other properties
by viftue of which~the agent is-rational can be explicated
without reference to social structure. That is, are an
agent's beliefs, values®’ and dispostions primitive indivi-

" dualistic properties, or does a full explication of them
and their progertieé require social reference? If so, then
no£ only .is the cohcept of "an agent" infused with social-
structural content, - but then, so too, is the concept of

ratianality. In short, both who we are and our rationality T

are conceptually linkéd to our socithénvironment.

of courée, the key to this more elaborate response is

-

the move to make beliefs, valueé and some dispositions not i

-
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ohly causal but conceptual functions of thg social environ-
ment. But this linkage is already established in the positive
theory of social action (exchange theory) adopted as a

premisé in this discussion. Therefore the argument shifts
back into the explanatory domain where by assumption
reductionism has been effectively countered.

~

8.5. Conclusion

In this chapter I have offered some general arguments
against game theory, the normal form, .and the dual-

interpretation approach to rational theory. The arguments

against the patchWork axiomatic approach in game theory
point to the need to develop an iterative model. The arguj/)
ments against such an iterative model applied to games in
normal form point to the peed to develop an appropriate
weakening of the a priori (reconstructionist) structure of
the normal fprm. But this in turn sugges#s that we 1look to
. positive fheory for a sense of direction, while if we do
adopt that strategy, we find that the dual-interpretation
approach has lost much of its férce. The next step is to
show how an appropriate positive theory can be adabted to

serve normative ends without falling prey to the easy criti-

cism, '"But that ;adaptatiqn' just applies a priqri normative
principles of optimality within the framework of a particular
positive theory of humdn gcfion". The key to avoiding this

.¢riticism, of course, is that the sense of rationalif’ %o be

ol
" . - ’ I
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developed must be a procedural one. What must be.shown is
that hum;h action can be conceived of as rational from the
outset. With this positive program underway, we can then\
get on to the development of a normative theory which
explicates why the theory's concepfion of action ;s a
"rational'" conception.
" That we do wind up applyingfprior normative insight
in this way does not detract from the major thrust of the
" procedural approach, however. Some ideal of what normative
concepts might be like is clearly going to be required if

~

n noermative theory and positive theory

any distinction betw
is to be maintained, a it has never bheen denied that fhat
distinction is important. But what the particular norma-
tive theory is 1like will still be a fuﬁction of the positive

theory on which it is (partially) based, and that is where

the difference lies between the procedural and the dual-
Al

\ interpretation approaches.
e p | ) pp |
\\ This treatment of the connection between normative and
AN
‘\\ positive theories allows for influence to be felt both ways,

with gradual changes both in our explanator& understanding
fof action and in our normative understanding of rationality.
But it does this without denying the dlstlnctlon between the
two.
The next chapter explores how this feedback works in

practice.
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FOOTNOTES

See Chapter II, section 2.1.

"Part of the ”patchiness” of game theory derives from -

the usual typology of games. ¢ghe distinction between ‘
zero-sum (or constant-sum) and non-zero-sum (or
mixed-motive) games, and cooperative and non-
cooperative games reflect the tendency of game
theorists to deal with extremal constraints in their:
modelling of situations of interaction: communication
is either impossible or it is assumed to be universal
and ‘error free; collusion is either disallowed or it
is backed up by enforced agreements; side payments

are either disallowed, or _ge.'are to assume transfer-
able utility, etc. Why f/ ative questions of
rational interaction were first raised in such a
piecemeal fashion is an interesting hlstorlcal
question I cannot explore here. . .

I find this a general ¥failing of the formalist approach.

It is almost invariably applied to an issue too early,
and tends to obscure important conceptual matters.

v

A few of these are; conceptual connections are more
highly developed; contact with potential.falsifiers:
is maximized; and problematic interdependencies have
not been ignored.

~ Bor details on these see Luce and Raiffa (1957). 1In

|

ooking at these three cases I do not underestimate

e work done to date in game theory. However, 1 do
think these stand out as the greatest achlevements of
game theory, and if they prove to be less than exem--
plary for normative purposes, game theory has lost its
proudest successes,, ' -

John Nash was noted for this. See, for-example,

Luce and Raiffa (1957). Of course, the view of game
theory as a theory of conflict resolutlon is partly"

to blame here. The shift to calling the objective a’
theory of '"rational interaction" is intended to under-
score the neglect paid by game theory to other aspects
of 1nterdependence

A

/
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9.3. Social Psychotogy and Exchange Theory

The theoretical framework of social exchange was
developed during the past few decades to provide a conceptual
structure capable of dealing with persistent problems in
social psychology. The major contributors to this develop-

1
ment have been George Homans,4 Peter Blau,5 John Thibault,

Harold Kelly,6 and Richard Emerson.7

The task these ''theorists' confronted was the develop-
ment of an "approach", "viewpoint'", or 'conceptual structure”?
which could bridge the gap between psychologicil theories of
behavior and small group theory, where the latter was viewed
as the foundation for the theory of social structure. (Most
saw this ”bridge”'resting on both sides of the gap, and so
exchange theory is ndt essentially ''reductionist'" in spirit.
George Homans, of course, represents the major exception to
this rule.”)

This chapter explores oné relatively small, but impor-
tant, contribution to this ongoing development -~ the
"structure'" imposed on the exchange-theoretic framework by
Richard Emerson. The major reason why Emerson's theory is
chosen is that in two brief papers he has laid out the whole
exchange-theoretic framework, from its operant-theoretic
foundation, to the start of a theory of exchange networks,

including status emergence, norm development, group formation,

and so on.

In choosing Emerson, however, I do not want to give the
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An Archimedean condition on a measure function is a
setond order axiom to the effect that standard sequences
bounded from above and below are finite. Its basic
function is to allow quantities to be compared. If it
is dispensed with, certain sorts of preference non-
comparability would be allowed. See, for example,

Louis Narens, "Measurement with Archimedean Axioms"
(1974) and BR. Duncan Luce, '"Conjoint Measurement'
(forthcoming). '

What | am thinking of here is a general theory of
rationality tredting choice and belief in the same
framework. The Bayesians have tried to do this, of
course, but have not had any great success in interactive
contexts.

I have no knowledge of anybody working on this problem
except learning theorists. 8ee, for example, Emerson
(1972a) .

More importantly, the other revisiohs are only formal
manipulations unless informed §y something like exchange
theory. In that way, an exchanges«theoretic-model

-foundation would provide a rationale for the pursuit of

various formal puzzles.

L




’ CHAPTER IX

A PROCEDURAL APPROACH BASED ON EXCHANGE THEORY

/
\r/

9.1. IntroduTtion

This chapter ties together a number of threads left
dangling in earlier sections of the dissertation. The central

P
theme is the development of a normative interpretation, along

"procedural" lines, of Emerson's version of exchange theory.1

- The objective, though, éhnnot be simply to show how a
cognitive model can be extracted from his framework, since,
given the incomplete nature of most of his empirical proposi-
tions, that would be premature, if not impossible.
As a result, the conclusions drawn regarding the gse
of Emerson's framework for normative purposes are tentative
and just as incompleteéfgcgmerson's own conclusions. |
In working towards this end, I take the fdllowi;g
steps. First, the Jotion of "procedural" rationality is
clarified. Then] show how Emerson's operant-fheory-based
approach to exchange theory provides a plausible framework
for the development of such a model. As in the discussion of
his theory of social power, the conclusion of this analysis
: is thaf the structure for the normative theory is present,

but -more empirical detail is needed in his theory before an

adequate '"choice rule'" can be defined in cognitive terms.

266 ‘




267

Finally, some of the problems raised by this approach
to a theory of rational interaction are discusged, and I
indicate the work that lies ahead.

The conclusion, then, is that while a "procedural"
notion of rationality underlies Emerson's theory of social
éxchahée, further insight into the normative problem requires
an elaboration pf that explanato}y framework.

9.2. The Procedural Approach ' R

J

This section explores in more detail what has been
éuggested’is a promising,ﬁgt underexplored approach to norma- §
tive theorizing. I labelled this the 'procedural' approach
for a number of reaéona. First, there is a connecti&n between
it and the well-known approach to normative matt;rs'taken by
H. A. Simon, who used the same t;rm in making a somewhat

2 I have borrowed his term, and some

differént distinction.
of the insié%ts of his approach, bué have adapted both to my
own purposes.

Secondly, the term 'procedure' connotes a "temporall}—
Lsequénced process", and through using it I intend to suggest
that man’'s rationality resides mainly in the process of his
adapfation>over‘}ime to the natural and socia} envi{onment
with which he interacts. X

Finally, and reiated to the second point’, the mechanicgl -

nature of a process or procedure is meant to sugéest that

man’s'rationality resides in propertiés that afso arise in . o
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our attempts as scientists to explain observed behavior. In
both cases, normative and positive, ig is through appreciating
the dgnamics of an agent's adaptation to a'changing environ-
ment, that we are led to an understanding of his behavior
and the cognitive life lying behind it.

The adoption of this approacq raises a number of
erblems not usually confronted in norma}ive‘theories, and
a few of these are discussed in later sections. But there
are two general sorts of questions regarding this approach
which are best discussed now. Firsg,’since the procedural
approach does not adopt the more traditional pogition that
man's rationality is essentially a function of his ability
to consciously compute, criticize and diséuss, it must at some
point show how these conscious, linguistic, pf;blem—solving
activities relate to the more fundamental "proceduralf
mechanism, and must sugge;t reasons why a cognitive termin-
ology should not be adopted from the outset.

Secondly, since the procedural notion is not founded
on these more or leéé uniquely-human abilities, man's ration-
ality would seem to reside in properties shared with other
éorts of creatures. Thus, adopting the procedural approach

4
would seem to give rise to the conclusion that these "higher

level" abilities do not make man any more '"'rational" than
at least some more poorly equipped inhabitants of the planet.
These %;e both intriguing issues, and it is clear that

b
they must eventually be faced by any proponent of the

v
BT ¥ P,
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procedural approach. Hewever, we should not be misled into

-y

thinkinglthat they are "problems" for that approach any more
than for the major alternative, the dual-interpretation g
a;;?bach. "As soon as it is agreed that man is rational, and
that we are‘to'understand his behavior‘in that light, then
much -the same issues yill arise, though in a modified form.

To see this, ;qnsidér the positive use of decision
theory and game theory. A niggling backgréund concern that”
has loﬁg botﬁbréd‘some econémists is the fact that in real-
life much human behavigr is cleafly not bonsciously deliber~
ﬁfed.a When that is the case, the assﬁmptions lying bepind
the explanatory employment of décision-theoretic or game-
theoretic models wouid seem to be inappfopriate. Too much
’ sophisticateh calcuiation is needed to generate such a model,
let alone solve it, for it to be accepted iﬁ"tbe eXplanatory
domain without some sort of justification.'

However‘economisté respond to this challenge, it is
clear that this problem and that raised by the first criti-
cism of the procedural approach, are two sides bf the same
co;nl At root is.the question of man's rationality when his

"higher level" abilities are not involved, and the procedural

approach %akes this statementiof the problem seriously,
a I t

concluding that with only ‘a few limiting eéxceptions.man
always behaves rationally, simply because the true well
springs of his rationality are more general abilities

underlying his conscious activities. The development of

»




those higher level abilities, of course, gives rise to

interesting normative and positive questions concerning the
* nature of learning, socialization, and the development of

philosop?iéal theories. But none of these problems are
-l

unique tq the procedural apprbacb.

As to the second implied criticism concerning the
%

dubious rationality.of animals, I would rather the procedural
approach were viewed as attempting to answer important
questions that have been ignored, not solved, by the dual-

interpretation approach. The argument is simply that once

some gene}al theory of behaviof (for example, a modified
version of the theory'of operant conditioning) is shown to
lead to an improved undefstanding of'humgn behavior and to
an increase in our ability to modify and qontrol it, then

some degree of kinship between human and animal Behavfor has

F} T
already been established. In this way the issue of animal

rationality is raised for any apprdach which takes man to be

-

rafional, not just for the procedural approach.

: ]
These brief arguments, of aourse, do not respond

P

directly to the puzzles‘raised‘by the two‘”criticiéms" out-
lined above. They do, hbwqur:'put them in some sorft of

perspective. It would seem that the conéern lying behind

o il

them is- the tension between the two models of man dominﬁting

L4

our culture:J'the scientifioubehéviéral-causai model, and the

humanistic-rational-cognitive model. The former adopts the

viewpoint of the "obéerver” of behavior, and so, in general:
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ignores man's conceptual abilities, while the'latter adopts
the viewpo;nt of the "agent", and so assumes without question
that man's conscious, linguistic abilities a%e éentral and
irreducible. The '"scientist" ﬁaintainé that t@e former is
generally .applicable; the "humanist'" maintains that the
latter applies uniquely to man.

o The procedural approach tries to bridge thé gap between
these two schools of thought. This is part of the "unifica-
tioﬁ” program outlined in‘Chapter I. By arguing that the
rational model is, at its foundation, a scientific-obhserver
model as well, it attempts a reconéiliation betweén thé two

'sides of what is probably the most fundamental split in our
culture.

. But the reéonciliationishould not be viewed as a
”reduction?,as SO many "unifications" become. The objeétive
is not to "eliminate'" either viewpoint, but rathef to demon-

. ‘strate that they are basically one and the same model.

There.is no materialism lurking hidden in this ;déntity theory.
. ' 0f course, such a unification is a ldng-range ﬁnderﬁ
téking. In the present chapter.Itcén only hope to point to

'the overriding concern, and show how one positive, theoretiégi

framewo}k of the scientific-observer sort has at its roots a

~ model of behavior capable of being elabbratéd in both a

cognitive and & behavioral manner. As remarked earlier, the

actual development of those extensions in the pésitive and 4

normative domainsg ig left for‘future work. e -

L]
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9.3.. Social Psycholtogy and Exchange Theory

The theoretical framework of social exchange was
developed during the past few decades to provide a conceptual
structure capable of dealing with persistent problems in
sociél psychology. The major contributors to this develop-
ment havé béen George Homans,4 Peter Blau,5 John Th;bault,
Harold Kelly,6 and Richard Emerson.7

The task these ''theorists" confrontea was the develop-
ment of an "approach', '"viewpoint', or "conceptual structure"§
which could bridge the gap between psychologicgl theories of
behavior and small group theory, where the latter was viewed
as the foundation for the theory of social structure. (Most
saw this ”bridge”’resting on both sides of the gap, and so
exchange theéry is ndt essentially "reductionist" in spirit.
George Homans, of course,. represents the major exception to
~ this rule.?) | ’

This chapter explo%es oné'relatively small, but impor-
tant, contribution to this opgoing development -- the
""structure" imposed on the exchangé;theoretic framework by
Richard Emerson. The major reason why Emerson's theory is
chosen is that in two brief papers he has laid out the whole
exchangé-theoretio framework, from ifs operant-theoretic
foundation, to the start of a theory of exchange‘networks, i
including status emergence, norm development, group formation,

and so on. ‘ )

In choosing Emerson, however, I do not want to give the
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ippression that his proposals have no history. This is clearly .
not the case. Emerson'himself is .quick to point out the
\ intellectual debt owed to other theorists, most especially
John Thibault and Harold Kelly.10 To give complete credit,
| then, the structure I diﬁcuss below should be called the
Thibault-Kelly-Emerson, framework, but I will refer to it ‘as,
P ; simply, Emerson's theory.
Chapter VII presented a brief outline of Emerson's
apR}oacp to power-dependence relations in order to start
Ve prebaring the‘ground for the introduction Bf his—ekchange
%heory. Although that discussion is no£ resumed here, the
backwards linkage should be kept in mind. From Emerson's point
‘of view it was the earlier work with social power thaf led E g

him to exchange theory.¥1 From the perspective of this

i

chapter, the abilitx of Emerson's theory to provide a founda-
(/ . tion for explanatorf\notions like social power is one of its

¢

most important features.

The focus of most of®the studies in exchange theory,
of eourse, is the dyad, since two-agent interactions provide
the most natural bridge ﬂefween psychology and small groups.12
The same focus is adppted here, although it is recognized -

‘ that the extension of4tbe model to handle larger e#change

(networks is importgnt future work.

One way of tryihg to examine social intéfaction in the

/ dyad is to attempt to treat each agent's behavior in terms of

\ burely psychological processes. ?his has, for the most part,




‘b%en rejepted in social psychology for one simple reason.

Psychological theories tréat the environmental conditions
- P s - -
. sufrouhdiééfiqdividual behavidr as givens, that is as

indegpﬁdent variables. (Behavior is the dependent variable.)

In stddﬁing'fheadyad,ﬁhowever, the behavior of one of the
agents prqvides part §f~tﬁe;énvironment determining the
other's behaViog;~éhd vice-versa. Thus, neither behavior is
‘an énvirbnméﬂtal, igdépehdent'Variable. Both'are inter-
~49pendent.13' | | «

To study behavior in a dyad, then,_a theoreticai struc-
» ‘ture is needed which recognizes and builds on this inter-
erendence. "Exchange theory develops such a strucpﬁre on a
foundation provided by operant tﬁégry. ‘ o | ‘,
a Before proceeding to a‘diécuséion'gf this foundatioﬁ,
a few remarks are in order fegg;ding,the choice of operant
theory, since some other, moré,”cqgnjtive"; psychological
fopndation mighf be thought to be.préféfaQ1e. First, as
Emerson suggests, operant theory ié more'”.ila method for
controlling behavior than a theory aboutfbehavior"'.14 -in'
< this way it is "atheoretical", and so is ideally éuited to
the sort of theogetfcal tampering exchahge t@eory uﬁﬁertakes.
Secondly, the cgntral feature of operant theory, L
reinforcement, can be looked upon as a form of "exchangei
with the environment".- In the dyad, agents "exchange“ |

/

behavior; in operant theory, we can| view the "exchahge"‘as

-4

being with a neutral environment and in return for‘a'reinforcing
I i Vo s
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stimulus of some sort. hIn both types of exchange, moreover,
the importéht effeats. are the ”reguiatory" ones.. That ié,‘
the effects each exchange, or transaction, has on subsequent
ones betweeﬂ the two ''parties". |
This way of\viewing things places behavior in a

"tempbrally—extended setting never before considered in operant
theory. With this shift in‘focush the "exchange-relation"” (
that develops between the agents becomes more important than
each of the transactions occurring withip the sequence. In

. éperant terms, each agent becomes a '"conditioned reinforcer"
for the othei} In cognitive terms, each agent comes to
"value" fhe other for the rewards he mediates.

———

On the normative side, then, if a choice rule can be

-

shown to be bperative within Emerson's theory, it will be of
15

v

a somewhat different form than the qsual Bayesian'rule.
The placing of. behavior in a temporally-extended sequencéh
does not remove the element of choice, but jt does raise ﬁew
sorts of problems.

On a more particular level, it is important to note

that the notion of an '"operant', or '"unit of behavior'", can

- ‘\be operationalized at any convenient level of complexity frem

» +

a lever press to a c@rporation merger. This.flexibility is

built into operant theory bf its generality, and it is essen-

tial to the generation of the theory of "social eqcchange.16

At the same level of detail, it will be convenient in

LY

what follows to consider reinforcers as being partitioned into

”




.|

what might be called‘”equivalence classes", or ''domains'.
The boundaries between these domains of equivalent reinforcers

are to be determined by the following rule:

Stimulus yp is of the éame domain as stimulus y,

if reinforcement by yj, increase# satiation for

ym and vice versa.l7

Now it is clear that this simple rule does not always
lead to either a true "paritioniné” of the class of all
st;muli, nor does it necessarily lead to groups of pre-
systematically Jequivalent" stimuli. One stigulus may
increase satiation in more than one '"domain', and two members
of a given "domain' may produce satiation to different
degreés. Nevertheless, for the sake of convenience this

simplification will be adopted.

Finally, throughout the discussion of the operant-

o~

theoretic foundation of Emerson's framework, the “sitqation”
of the agent, that which either is or contains a "discrimina-
tive stimulus', will be treated perfectly generally. In
focusing on the dyad, of course, social exchange theory deals
with those cases where the '"situation" is another agent, and
the behavior they "exchange'" is mutﬁally reinforcing.

While this 'seocial" interpretation oﬂ fhe foundhtion
Emerson constructs is clearly of ultimﬁte céﬁcern, the more

general model is emphasized in much of what follows. Where

appropriate,’of.course, examples are given to illustrate how

the principles he develops apply to tbe dyad.
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9&%7‘\The Operant Foundation of Exchange Theory

‘merson's theory of social exchange is "constructed"
on an

perant-theoretic fBundation,‘where, as noted earliér,
the notion of '"construction' means that the psychological
‘principles have ‘provided important '"building blocks' for the’
concepts and principles of the sociological theory.ls The
basic elements of the construction of thisﬁ{?undation will
" now be discussed. Further elaboration of this foundation,
and the preséhtation of a normative interpretation will be
under£aken in the next section. _

There are four primitive psychological terms underlying

Emerson's theory: Actor (symbolized A, B, etc.), Behavior

(symbolized X1 Xg, etc.), Situation (symbolizedasl, Sz, etc.),
and Stimulus (symbolized y,, y,, etc.). These primitive

&
operant concepts combine to define the '"smallest independently

meaningful ynit" for social exchange theory -- the notion of

A

an exchange relation. Emerson defines this in the‘following

way .

Let "prob(y,)" be the probabilitythat stimulus‘yk .
[}

j .

is emitted in situation S; whemactor «»'Z‘j)irforms action Xie
Let ”prob(xi)” be the probability that A performs x; given

fhat he is in situation*Sj,,and that yy hapbeﬁs to be a

"gstimulus consquence%?af’xi. (That is, it is more likely

to be emitted i&’s w%pq A performs X than %hen he does not.)

!

Now, if we assume that Yp is' a pdsitive reinforcer for A, and

1 . - (4
that in Sj, Y is a stimulus consequence of Xj then:

L ]

.
b, Wsee oL
p e A w
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A -

prob(y ) and prob(xL) “jointly define an organism-
environment exchange relation (symbolized Ax;;8/yp, or
simply A;S; with x and y understood) consisting of a
series of temporally interspersed opportunities (S g),
initiations (S y+Ax;¢), and transactions ((S;; +AX;¢)
+ Ypt), where means ”produces", evokes', o "is
accompanied by".

This definition is the 'principle coordinating defini-

tion; bridging operant psychology with...social exchange .-
. - |
theory”.zo As noted earlier, the bridge head is extended by

introducing a secand actor (B) in place of the discriminative

stimulus Sj,.and then considering transactions (i.e. behavior

- exchanges) which are reciprocally reinforcing.' Thus the | «

social exchange relation is between actors A angig.(written

A;B),and the ‘actors' behavior repetoires contain items which
) /
can be ”exchanged” and-so, over time, lead to each ‘actor

belng/gependent on the other for valued rewards.

The development of Emerson's theory will now be presented.
’

Where appropriate the p0351b111ty,0f \a, normatlve 1nterpreta— -

LY

-

tion of his theory is dlscussed F0110w1ng this, the structure,

-

his concepts give to the nbrmative theory is discussed, and

1 outline the work that lies ahead. = f

L]

oL
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®

thengthe prob(x,) are ordered as in Propositioﬂ\{, but in this
case the orde#ing corresponds to a dependence ranking across

» exchange relations,’not a "probability of reinfdrc;ment”
ranking within an exchange relation. t

On the pbsitive side Emersod backs up this principle of
choice behavior by treating dependence as a measure of the
"situation" Sj‘s strength as a conditioned reinforcer.28 In
.doing this, of course, he introduces consiﬁerations of social
structure ignored by operant theory. For example, he con-
siders the stréngth of the conditioned Teinforcer, Sj’ to be
a fupction of the '""alternative sources" the agent has ;or
the rewards mediated by Sj’ and no operant theory considers
anything like this parameter.

But more fo the point, in pursuing this cénnectibn with
the operant fofndation, Emerson makes dependence a function
of three other parameters more closely linked to cognitive
terminology. These are: the "value" of a reinforcer, the
"comparison level'" of an exchange relation, and th‘.hxchange
relation's "primacy" (the number of reward domains it
mediates).29

Although Emerson "...makes no attémpt to weight the
variables contributing to dependence, for that is an empirical

matter”,30 it is clear that for normative purposes this is an

%

unhappy resting point. As has been suggested in a number of

]

places above, even if it is accepted that the procedural

approach applied to Emerson's framework will lead to interesting




290

choice as that offered by Proposition 1 and his notion of
"value", but the structure they offer is bare. Before an

s

interesting normative theory can be extracted, then, much
Ll .

more empirical work is necessary to flesh it out. Only\then

can the theory of social exchange be seen to be the new and

exciting focus for the whole of our cognitive vocabulary

which I beliewve it to be.

9.6. Future Work

It would be redundant fo egd this chapter with a list

of the open problems confronting pfoponents of the proaedural

[ 4

approach. Much of the discussion Has centered on exéctly
these points. Nevertheless, there are three specific sugges-
tions I want to make, for each ties in with earlier sections,

of the dissertation.

The.first suggestion coﬁcerns the use of ex;h;nge theory
as an alternative to the norﬁai form of repreSentation,,-%higﬂ;
has clearly been in the background all -along, and it is hoped
this connection can be pursued.

What this points to is fhe extension of the Whiil—

climbing'" model of interaction discussed in Chapter IV along

exchange-theoretic lines. During successive interactions,

agents explore the space of possible interactions between them, .

and might even be thought of as optimizing some sort of
"patential field" defined over that spate.

The secongd suggestion concerns the development of



B

The empirical interpfetation of Proposition 1 describes
a relationship,which holds between a set of objective rein- .
forcement frequencies end certain behavioral frequencies, or,

. . . S - )
in the sjingle-shot case, a certain."mixed~st:atégy". Now,

for the normative inteigpetation a Bayesian'wouﬁq demand- (and
‘ 23

Emerson thinks this is feasiblé), that we‘interpret these

prob(yk) as ‘the agent s subgective probability estimates at

\>\‘\‘\\\a particular stage of the learning process. If this is done,

) "the normetive interpretation 9f Proposition 1‘faces‘a dilemma.
If the only relevant pnrt of theiagent's utilit§'function is
his utility Ior'yk, then hy definition the agent is not ecting
rationglly unless he chooses the ‘optimal act, x;;zé On the
.other hand importing other sorts of utility coms derations
would seem to.be heside the point, since the prog_sition makes‘
no~mention ot them.:‘In'either_case, the straightforward,

?extraction ot cognit;ve notiods (i.e.fsnhjective probahilities

and utilities) would seem to be in tfouhle.

It'is'argued below.thatg in general, Emerson's theory
is not fully enough developed for the easy extraction of
counterparts to the elements of the cognitive model and so
it is certainly truye that‘qeution is advised with'Propdsition
1. Nevertheless, in.this'case there are ofhé} sorts of’
considerations wﬁich enter the picture and they are not
'"beside the point", whatever the Bayesian may think. Ig\fact

what they point to iﬁ that through treating "learning" as Just a

T

-

another element in/% utility function, .the Bayesian has




'misconstrued the nature of the action.itself._

To see this, consider, first that as the agent enacts
some act X he not only obtﬁiné\(or does not obtain) the
reward yk, he also adjusts the probability estimate prob(yk)i.

(In operant terms X, is positively reinforced.) But since

the agent is also concerned with learning about his environ-

ment/, the effect each "exchange'" has oft his proba?ilityr
‘estimates is an important factor which reflects itself in his
choice behavior. That is, since in the sjituation defined-
by Proposition ; theZOnly way tﬁe agent. can gathér dat; to
v .adjust his probability estimates is'to qﬁact‘a vériet; of
non;optimza acts at various times, there would aépear to be
some'plﬁusibility to the normative model adﬁitting some sort
of mixed strategy during the learning_étagé.‘
Lest the Bayesian cry, ”FOullﬂ;AAt this point, and
~ argue that the impor?aﬁce of ”learniné".is not inkﬁﬂded in
the specificatiqg of the pfob}e@, 1e£ me paint“out that such

learning is not only part of the agent's "Vélues", it 'is also

ifcluded in the notion of action! This is the import of

Emerson's iﬂtroducing the exchange relation as. the '"smallest

25. Thel"féed-_

. independently meaningful unit" of“hiq theoryl
back'" from the environment-onto the agent's belief function

- after his performing actiohs is conceptually linked to the

performance itself when we cofistrué actions as taking place
in the context of temporally-extended exchange relations. The

notion of an exchﬁnge relation was defined as it was in order

. ..




to deal w1th this - feedback procesg”of adaptation. Consequeotly

~

the 1mportance of ”1earn1ng" is not simply "another utlllty"
{ *

according to the normative 1nterpretation of Proposition 1,

it is part of the way .the rational agent thlnks about the .

actlons he is bou£\t9—perfo

N '
Pp—

"But Proppsition 1 on considers the choice of such
aétign.when the single variable is the probability of ;ein—
forcement 6& a given stimulus. There are-otoer general sorts
of Jchdipes", of course, including choice of ‘the timing of
initiationg, choite among alternative exchange relations when
the reinforcing stimulus vagries, and ohoice among exchangé | i

relations simpliciter.” Emerson's framework of principles

deals with these on the foundation offered by Proposition 1,
éod the definition of an exchange relation. i
Consider first, and briefiy, the "timing” of 1nitiations
'Emerson follo&s trad1tiona1 operant theory in suggesting that . ,
the timing of initiations’ (i.e. the frequency of initiations -
givén continuous opportunities) is a direct function of the
. level of déﬁrivation-satiatiOn.d That is; it is .a function
oﬂ,the .. .number andvmaénitude of transactions [in the same
doméin] ourang ’some“-time period immediately preceding

26 But, however interesting this phenomenon is on

{time] t",
the positive side, there would seem to be little point to
pursuing it on the normative side at the‘prééent time. "Whether

the effects of moment-to-moment deprivation-satiation are to

be reflected in "values", orAin some other cognitive dimension




* [
- : \ )

234'

-

is not at all clear. That true "deprivation" is reflected

”

'in "needs", not "wants', might be a clueahere, but it is too

early to tell., 1In any event, there are more importané.

"choice points" to be considered, aﬂd sé "t;ding" will have
to be put aside.

The remaining choice points can be treated in two ways.
The most éeneral approach might be to consider the choice of
behavior by an agent when simultaneous opportunities are pre-
sented in g variety of exch#nge relations each having &«
" variety of potential transactions, and then develop a norma-
tive choice rule to characterize that béhavior._ The iéss
genéral way would be éb consider. choice of ethange relation
.when simultaneous opportunities are presenfed, and let
behavioral-choicé within an excﬁange‘relation be govermed by
deprivation—gatiation, Proposition 1, the initiations of fhe
"other agént"'and‘the.balanéing oper;tions of Chapter VII.
In what follows Emerson's approach.is aﬁopted,'and'choiée

—~

- . 9 N ,
among exchange relations is the focus for the géhé?al choice

rule. . 5 _ /)

The empirical principle Emerson proposes is that when
an agent, A, is faced with choice among a set qf exchange - .
relations A;84,A;8,,...,A;8 , .his initiation beha@ibr will

be such that the probability of his initiating a transaction

in a given relation, Sj’ varies directly with his dependencg

on Sj-.z7 In other words, if we consider each exchange rela-

‘tions to have "formed" around a specific behavior (xl,xz.”,xn)
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thengthe prob(xi) are ordered as in'Propositioﬁ\{i but in this

case the orde»ing corresponds to a dependence ran ing across

-

¢
exchange relatfons, not a "probability of reinfdrcement"

) 2
ranking within an exchange relation.

o

On the pbsitive side Emerson backs up this priné¢iple of

]

choice behavior by treating dependence as a measure of the

"situation" Sj's strength as a conditioned reinforcer.28

In
.doing this, of course, he introduces consf&erations of“social
.structure ignored by operant‘theory. For example, -he con-
siders the strength of the conditioned reinforcer, Sj’ to be
a fupction of the "alternative sources" the agent has ;or

the rewards ﬁediated'gx Sj’ and no operant theory considers
anything 1ike this parameter. . . /

But more fo the point, in pursuing this cénnectiéh with
the operant foyndation, Emerson makes dependence a fﬁnction
of three other parameters ﬁore closely 1inked to.cognitive'
terminology. These are: the *value” of a ;einforcer, the
"comparison level" of an exchangé relation, and th‘.hxchange
-relation's‘ﬁprimacy" (the number of reward domains it

mgdiates).29

Although Eherson ", ..makes no httémpt to weight the .

variables contri?uting to dependence, for that is an empirical

matter",?o it is clear that for normative purposes this is an

‘ k. )
unhappy resting point. As has been suggested in a number of
} : L § .
places above, even if it is accepted that the procedural

approach applied to Emerson's framework will lead to interesting

3
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normative insight, ﬁore must be forthcomimg before a coéni-
tive choiée rule can be extractéd from the principle; he
proposes. |

Be that as it may,‘the bare/structu}e imposed’by these
four conéepts does provide some guidelines, and I want /to :
examine it'é bit more;clqsely before closing. In particular,
Emerson's notions of "value" and comparison'level" should be

examined, for they point to a central problem with extracting

thé cognitive model.

s
¢

The problem of attaéhing a "value" to a reinforcer has

long bothered exchaﬁge theory. The obvious option is simply

t&glet value be operationally equivalent to level of depriva-

tion—sati}tion and be done with it. , This option was taken

by George Ho?nans.31 Emerson did not take this route, however,

and for‘good reasons. o ) o ¢
First, it is a common empirical observation that even

when level of deprivation-satiation is held‘constant,

réinforcers have varying abilities to evoke :initiations. This

in itself supports the conclusion thatv"sométhing else" lies

behind choice behavior than deprivation-satiation. Of course,

this should not be surprising, since in most.cognitive.

theories the notion of value is clearly not reducible to

current state of deprivation, anyﬁéy. Even revealed prefer-

ence thebry i its most behaviéristﬂform could ﬁot hope to.

make sense o; behavior .in terms of'p;eference if all\that lay °

behind choice behavior wasfmoment—to-momeﬂt'States of
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deprivation.

For empirical and methodological }easons, then, some
other psycholqgical foundation for the notion of "value"
would seem to be needed. .

'Emerson fresponds to this problem by defining the rela-
tive "value'" of a domain of equivalent reinforcers (of the
relative 'value" of some magnitude level in a given domain)
as "...the strength of that [domain or magnitude] in evoking
and reinforcing initiations relative to other comparable
[domainé or magnitudes], holding deprivation constant and
greater Cfan zero”.32

BuX no mere definition of this sort says what the

psychological foundation is for the phenomenon of "value',

. and so Emerson proceeds 1iip the following. The value of a

reinforcer (y) is a direct function of the ”dncertainty” of
reinforcement of the "corresponding class of 1nitiations”.'
That s, the "value" Of Yy is related to the problematic
reinforcement of the behavior undertaken with the éxpectatiop
of reward by y, over some recency-weighted histéry of
exchange.33
In short, Emerson's suggestion is that what operates
in Ehe determingtion of the strength of reinforcers over and
above‘the'level of deprivation-satiation, is a history of
problematic‘reinforcemeﬁt, whére how pg?blematic the reinforce~
ment has been is gome non-iinear function of prob(y) peaking

somewhere between 0 and 1.3? - 1f in the past an agent has
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found water to be plentiful but food scarce, .then, even with
deprivation held constant, he will be more likely to initiate
transactions aimed at obtaining food than alternative trans-
actions aimed at.obfaining water. But this is not to.say that
water and food could ;os be equally rewarding to the agent
once each is obtained. Which commodity is more rewarding is
a matter Emerson wants to distinguish from that of '‘value',
and this leads to some confusion. e

As Emerson defines it, his notion of "value" is related,
directly to choice behavior, that is, to "initiation prob-

-

ability".. Since the cognitive model has cho{ce behavior

arising from some combination of an #gent's estima;es of'the
likelihodéd of his receiving a reward and the importance of
the reward to him, Emerson]s notioﬁ must be viewed as already
combining these factors'according to some unknown rule. But,
if so, how we might extract those factors and his principle
of combination is not clear.

Emerson's concern is with ”valﬁe in gction” not
"symbolic projections”,35 and that is well and good. But
ours must be witP "beliefs" and '"cognitive vaiues”, too. A
greater problematic history of reinforcement nmight lead to
f%he development of a greater "cognitive value", but it would
surely also lead to a relatively lower estimate of the prob-
ability of success of the corresponding action, and the
influence of the latter on that action wauld be the reverse

£

of the one predicted by Emerson.




There is clearly something odd about. Emerson's treatment
of "value" if it is thought of in cognitive terms. This
might be why he backed away from the problem of translating
it into that vocabulary. Once more, we are forced to follow
his léad, but thms time it is with great reservation. This

tension must be cleared up before the extraction of the norma-

tive model can proceed any further. However, as that problem
L

is partly empirical, it must be- left to the scientists for
now.

L

The other fairly obvious "cognitive'" notion Emerson

.

introduces is the '"comparison level" of exchange relatidns.36

If two exchange relations are ”alternatives” to one another,
then their comparison levels are the magnitudes of the
feinforcers they offef. (Iq turn, thesé.aee, for duantitative
reinforcers, the acfual magnitudes over some recency-weighted

period, or, fqr qualitjdtive reinforcers, the probability of

reinforcement, similarly weighted.) If the relations are not
alternatives,‘however,;Fheir appropriate 'comparison levels"
are the "values'" of the‘(different) reinforcers they offer.
"Primacy" is then introduced to reflect the number of domains
offered by each relation, and choice proceeds according to
the genéral depeﬁdence rule discussed earlier.

Once again, however, Emerson. fails to give any detail
on the connec¢tions among these terms. As his proposéls
regarding "comparison levels" staﬁd now, they offer the same

promise of an interesting new focus for a normative theory of




290

choice as that offered by Probosition 1 and his notion of
"value', but the_strudture they offer~is bare. Before an
interesting normative theory can be extracted, then, much
more empirical work i;‘neqessary to fleéﬁ it out. Onlyvthen
can the theory of social exchange be seen to be the né&yand

/ exciting focus for the whole of our cognitive vocabulary

which I believe it to 'be.

9.6. Future Work

It would be redundant to égd this chapter with a list
of the opeén problems cénfronting ﬁfoppngnts of the proZedural
.approach. Much of the discussion Has céntered on exéctly
these points. Nevertheless, there are three specific’ sugges-
tiohs I want to make, for each ties in with earliger sections

of the dissertation.

The‘first suggestion coﬁcerns the use of ex;h;nge theory
as an alternative to the norﬁai form of repreSentation,’-%higﬁ;
has clearly been in the background all -along, and it is hopeqd
this connection can be pursued.

What this points to is the extension of the Whiil-

climbing" model of interaction discussed in Chapter IV along

exchange-theoretic lines. During successive interactions,

agents explore the space of possible interactions between them, .

and might even be thought of as optimizing some sort of
”ﬁqtential field” defined over that spate.

The secong suggestion concterns the development of

. iﬁ
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problem-solving algorithms and their relationship to the -

ratiodality notion defined by Proposition 1. What thiq/puzzle’

4

opens up to investigation is the cognnection between algo-

rithms per se, and the use of em by rational agents. It

might turn out, for exampie, that algorithm-usigg agents
-y

behave rationally to the extent that they value using algo-

rithms, andlwe_wéuld be wrong t6 look upon their behavior as
rational relative to théd ”symbolic"'valdés fhey think they
are employing in the calculation.

However that may turn out, it cértainly ratses in a most ':j
direct fashion the problematio connecfion hetween qur conceptsﬂ
and their correlates -- the problem of representation. This
problem is the root of the tension.between ”values.iﬁ action"
and ﬁsymbolic projections' which worried Emeréon, and it is
ﬂue%not of the tension between the ”scien%ific” model of
man and the "humanistic" model of man alluded to earlier. If
evér there was a nexus of philosophical problems worth working
on, ihis is it. Unfortunately, it, too, must be léft for

future work.
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FOOTNOTES

In particular his (1972a).

See Simon's (1957), and the March-Simon collaboration,

Organizations (1935), especially the discussion of the

distinctiom between substantive planning and procedural
planning on pp. 140-141. ’

In response to this, some economists adopt the position
that the "realism" of the assumptions lying behind their
models is not important. Others suggest that deviations
from the assumptions are "randomly distributed", and so
cancel out at the pacro level. It has also been suggested
that the rational model is generally applicable since
most economic behavior in the marketplace is consciously
computed, and that that is so because most economic
agents are in a position to have te justify thejr actions
relative to commonly recognized goals (eg. profit
maximization).

See his (1974). . ,
See his (1964).
See Thibault's and Kelly's (1959).

See his (1962), (1969), (1972a) and (1972b). p.
Both Thibault and Kelly and Richard Emerson emphasize
this "conceptual" nature of their studies. See

Thibault and Kelly (1959), p. vii, and Emerson's (1972a),
pp. 38-39.

See Emerson's (1972a), p. 39. His reductionism is well known.
Emerson (1972a), p. 38.°

Ibjd., p. 39.

el
s

For a more detailed explanation of this tendency to focus
on the dyad, see Thibault and Kelly (}959), p. 6.

Ibid., p. 2.

Emerson (1972a),. p. A2.
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15. In what follows I refer to the '"Bayesian'" rule in order
to give a label to that more conventional interpretation
of rational choice in terms of subjective probabilities

+ and the maximization of expected utility.

16. See Emerson (1972a), p. 49-50.
17. This is a summary of the discussion in Ibid., p. 50.

18. See Emerson (1969), p. 403 for a discussion of this
notion. o

3 19. Emerson (1972a), p. 45.
20. Ibid., p. 45.
21. 1Ibid., p. 46.

22. 1bid., p. 47.

23. 1Ibid., p. 44.
24, This follows from the definition of utility.
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26. 1bid., p. 47-48.

27. 1Ibid., 51.

T o

28. 1Ibid., 48-50.

29. 1Ibid., p. 51-56.

30. 1Ibid., p. 57.

31. See Emerson's discussion in Ibid., p. 51.

=

32. 1Ibid., p. 53.

33. 1Ibid., p. 53-54.
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35. 1Ibid., p. 55:
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sions in (1959), p. 21-23.
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