Western University

Scholarship@Western

Digitized Theses Digitized Special Collections

1967

Vht Studies Of The Lower lonosphere

Frank Harry Palmer

Follow this and additional works at: https://irlib.uwo.ca/digitizedtheses

Recommended Citation

Palmer, Frank Harry, "Vhf Studies Of The Lower Ionosphere" (1967). Digitized Theses. 375.
https://irlib.uwo.ca/digitizedtheses/375

This Dissertation is brought to you for free and open access by the Digitized Special Collections at Scholarship@Western. It has been accepted for
inclusion in Digitized Theses by an authorized administrator of Scholarship@Western. For more information, please contact tadam@uwo.ca,

wlswadmin@uwo.ca.


https://ir.lib.uwo.ca?utm_source=ir.lib.uwo.ca%2Fdigitizedtheses%2F375&utm_medium=PDF&utm_campaign=PDFCoverPages
https://ir.lib.uwo.ca/digitizedtheses?utm_source=ir.lib.uwo.ca%2Fdigitizedtheses%2F375&utm_medium=PDF&utm_campaign=PDFCoverPages
https://ir.lib.uwo.ca/disc?utm_source=ir.lib.uwo.ca%2Fdigitizedtheses%2F375&utm_medium=PDF&utm_campaign=PDFCoverPages
https://ir.lib.uwo.ca/digitizedtheses?utm_source=ir.lib.uwo.ca%2Fdigitizedtheses%2F375&utm_medium=PDF&utm_campaign=PDFCoverPages
https://ir.lib.uwo.ca/digitizedtheses/375?utm_source=ir.lib.uwo.ca%2Fdigitizedtheses%2F375&utm_medium=PDF&utm_campaign=PDFCoverPages
mailto:tadam@uwo.ca,%20wlswadmin@uwo.ca
mailto:tadam@uwo.ca,%20wlswadmin@uwo.ca

The author of this thesis has granted The University of Western Ontario a non-exclusive
license to reproduce and distribute copies of this thesis to users of Western Libraries.
Copyright remains with the author.

Electronic theses and dissertations available in The University of Western Ontario’s
institutional repository (Scholarship@Western) are solely for the purpose of private study
and research. They may not be copied or reproduced, except as permitted by copyright
laws, without written authority of the copyright owner. Any commercial use or
publication is strictly prohibited.

The original copyright license attesting to these terms and signed by the author of this
thesis may be found in the original print version of the thesis, held by Western Libraries.

The thesis approval page signed by the examining committee may also be found in the
original print version of the thesis held in Western Libraries.

Please contact Western Libraries for further information:
E-mail: libadmin@uwo.ca

Telephone: (519) 661-2111 Ext. 84796

Web site: http://www.lib.uwo.ca/




VHF STUDIES OF THE LOWER IONOSPHERE

by
Frank Harry Palmer

Department of Physics

Submitted in partial fulfillment
of the requirements for the degree of

‘Doctor of Philosophy

Faculty of Graduate Studies
The University of Western Ontario
London, Canada.

June 1967

(©) Frank Harry Palmer 1967



ABSTRACT

Radio auroral scattering is regularly observed on an Ottawa —~ London
oblique scatter circuit operating at a frequency of 40.35 MHz. These
events appear to have the same gross characteristics as type A forward
scattered signals. The spatial and temporal characteristics of several
events have been examined by performing a correlation analysis of the
amplitude records obtained'from spaced antennas. Computed spatial
correlation functions imply scale sizes ranging from near the wavelength
used to over 100 metres. It is shown that these observatdions are governed
by the dimensions of the scattering region as a whole, and not by the
dimensions of the individual scatterers. It has been found that at
least two types of event are observed. One type shows typical fading
rates of 15 Hz., and an east to west drift of the amplitude pattern of
between 400 and 1600 m/sec. The detailed characteristics of this type
of event are consistent with the hypothesis of scattering by ion-
acoustic wave instabilities. The other type of event exhibits a
fading spectrum which extends to beyond 100 Hz., and shows a variety
of amplitude pattern drift directions. Drift velocities range from
0.5 to 10 Km/sec. This type of event is not consistent with either
scattering by ion-acoustic wave instabilities or by simple inhomo-

geneities in electron density which drift with the local wind velocity.
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CHAPTER I
INTRODUCTION

1.1 Historical

Visual aurora have been observed for many thousands of years;
descriptions being given before Roman times. Scientific observations
are of a comparatively recent origin, and were originally of an
entirely optical nature. Since World War Two however, significant
advances in our knowledge of the auroral ionosphere have been made
with the use of radio techniques.

A great deal of work has been done in the Past ten years in
correlating auroral events, observed on both forward and backscatter
systems, ﬁith other geomagnetic and solar activity (see, for example,
review articles by Ratcliffe, 1960; Hultqvist and Egeland, 1964;
Blevis and Collins, 1965). Much of the data used has been scaled from
low time resolution Paper and film records. As a result, only the
gross characteristics of any event could be recognized and evaluated.
Nonetheless, a certain amount of information has been gained about
the nature of the scattering processes responsible for the occurrence
of these events from such studies as the angular and frequency
dependences of the received signal amplitudes. It has become apparent
(see, for example, the review paper by Egeland, 1963) that weak

1
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scattering is cavable of explaining most of the observatioms, and
that critical reflection, if it occurs at all, is operative for
only limited periods of time at the lower end of the VHF band.

The detailed nature of the weak scattering is still subject to
considerable uncertainty. Forward scatter and radar studies
indicate that more than one type of echo can be received (Collins
and Forsyth, 1959), and this raises the possibility that more than

one type of scattering mechanism may exist.

1.2 Scattering Mechanisms

Two fundamentally different types of weak scatterers have been
postulated. One type consists of a random array of field—aligned
irregularities in electron density while the other type consists of
a family of plane waves in electron density arising as a result of
ion—~acoustic wave instabilities in the auroral electrojet. Both
types of scatterers will give rise to aspect sensitive echoes such
as those usually observed. The ion~acoustic wave theory (Farley,
1963) is of recent origin and its full implications with respect to
auroral observations have not yet been fully explored. This theory
has had much success in the interpretation of VHF scatter echoes from
the equatorial electrojet, and some evidence has been presented
(Leadabrand, 1965; Gadsden, 1967) that such waves contribute to the
production of auroral echoes. It has also been shown (Moorcroft,
1966) that multiple frequency observations of radio aurora (Lyon and
Forsyth, 1962) are not easily explicable in terms of a random array

of scatterers and that a wave~generating process appears to provide




the most reasonable explanation of the observations of radio auroral
frequency dependence. On the other hand, amplitude measurements as

a function of scattering angle (Lyon, 1967) are consistent, at some -

times, with scattering by field-aligned irregularities while at other

times they are consistent with scattering by wave-like structures.
This observation again raises the possibility that different

scattering mechanisms may be operative at different times.

1.3 Present Work

This thesis represents an attempt to shed further light on the
nature of the scattering processes responsible for the production
of the auroral scatter events observed on VHF scatter circuits.

Information concerning the fine structure of auroral ionization
may be obtained from a study of the detailed nature of the scattered
field on the ground at the receiving site. This type of study has
been carried out for some time in work on F region irregularities
(Mitra, 1949). In these cases, radio stars, satellites, and ground
based vertical incidence sounders were used as sources of radiation
and the distribution of received signal amplitude was investigated
with an array of spaced antennas on the ground. From such measurements
it is possible to deduce the scale size of the structure of the
scattered field on the ground, the velocity of the pattern over the
ground, and the rate at which the pattern is changing with time.
These parameters may be related to the structure of the scattering
regions themselves.

Little work of this type has been done on aurorally propagated



signals since the initial study by Collins and Forsyth (1959).

In the present study, measurements were made upon oblique scatter
events resulting from disturbances in the auroral ionosphere. Speci-
fically, the spatial and temporal variations of the received signal
amplitudé were studied, using.records obtained from spaced antennas
on the Ottawa « London oblique scatter circuit. Characteristics of
both the individual scatterers and of the scattering regions as a
whole were then inferred from the observations.

Chapter Two contains a review of ‘the techniques used in the
signal analysis, and a discussion of the relationship between the
detected signals which are actually analyzed and the original distri~
bution of RF amplitude at the receiving site. Chapter Three describes
the equipment used and gives details of the analysis. This is
followed by a discussion of the possible experimental errors and the
reliability of the results. The raw experimental data is described in
Chapter Four, while Chapter Five is devoted to a discussion of the
characteristics of the scattered fields as determined from this data.
The effect of a finite scattering region upon the nature of the resul-
tant scattered field is discussed in Chapter Six. This is followed by
a discussion of the characteristics of the scattered fields in terms
of possible scattering mechanisms and scattering regions as a whole.

A summary of the findings, and conclusions drawn from the present work,

are presented in the final chapter.

1.4 Definitions
Any radio—auroral investigations require, basically, a trans—

mitter and a receiver. A transmitter with its associated receiver at




the same location are referred to as a radar, or monostatic system.
If the transmitter and receiver are not at the same location they

are referred to as a bistatic or oblique scatter system. A forward

scatter system is one in which the scattering angle is close to 180
degrees while one in which the scattering angle is closer to zero is
referred to as a backscatter system of which a radar is a special case.
If scattering occurs at a sufficiently high altitude, diffusion
of the charged particles is controlled predominantly by the earthts
magnetic field and not by collisions as at lower altitudes. The
magnetic field constrains horizontal diffusion, but leaves the
particles free to move along the field lines. The result is field~
aligned structure in which the inhomogeneities in electron density
have much larger dimensions in the direction of the magnetic field

than at right angles to it. The aspect angle is defined as the

angle between the field lines at the point of reflection and the line
bisecting the angle formed by the transmitter, reflection point, and
receiver. Reflection or scattering tend to occur when the aspect
angle is close to 90 degrees. This phenomenon is called aspect
sensitivity. Similar effects are observed in scattering from wave-
like plasma instabilities whose direction of propagation is
controlled by the magnetic field and by the electrojet current

direction.
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CHAPTER II
THEORETICAL CONSIDERATIONS

The entire record analysis is carried out using correlation
techniques. With the use of these techniques, quantitative
descriptions may be provided for the statistical properties of the

signals analyzed.

2.1 Correlation Functions
Consider two functions f(t) and g(t). In the present context
these usually represent received amplitude as a function of time. A
measure of the strength of the relationship between f(t) and g(t) is
given by the covariance of f(t) and g(t). This may be written as
o(f,g) = £(t).g(t) 2.1
This is usually normalized so as to have a maximum value of unity if

f(t) and g(t) are identical. The resulting crosscorrelation coefficient

is thus defined as

Nj=

r
p(o) = f(t)-g(t)/ lfz(t) . gz(t)] 2.2

If f(t) and g(t) are unrelated, p(o) = 0. It is useful to extend this

definition to include cases in which the two signals being compared

are subject to increasing relative time displacements. The Cross—

correlation function is defined as

p(r) = f(t)g(tﬁfy[f(t)z . g(t)?]?—' 2.3
6




where T is the lag, or relative time displacement, between f(t) and
g(t). This function exhibits a maximum at lag v if £(t) and g(t)
are similar, but displaced in time by an amount r%. If f(t) = g(t),

p is termed the autocorrelation function of f(t).

If f(t) is a slowly varying function, T must vary over a large
range in order to produce an appreciable change in the value of p.
Conversely, if f(t) varies rapidly with time, large changes in p occur
as a result of small changes in T. This is consistent with the fact
that the autocorrelation function may be shown to be the Fourier trans-—
form of the power spectrum IF(w),z of f(t). An important special case
is where a function has an autocorrelation function which may represented
by

p(t) = exp - (Tz/az) 2.4
The width (1/e point) of this function is at 7% = a.
The corresponding power spectrum of the function is represented by
'F(w)lz = exp ~ (szwzaz) 2.5
which has a width
w = 1/Ta = 1/mr% 2.6
The spectrum width may thus be found from either the spectrum itself
or from the autocorrelation function. The corresponding transform of

the crosscorrelation function is known as the cross—spectrum of f(t)

and g(t).

A correlation function may be looked upon as a plot of correlation
coefficients as a function of lag. In the present context, if a gseries
of correlation coefficients are computed between the signals received

at different antenna separations L, the results may be plotted as a



function of L to produce the spatial autocorrelation function of the
signal distribution along the line of the antemnas. The zero-lag
crosscorrelation coefficients must be used in these calculations since
they represent the distribution of received signal amplitude, independent
of change with time or drift of the amplitude pattern. Implicit in this

type of measurement is the assumption of the ergodic hypothesis. In

the present situation, this implies that the statistics of a signal
received as a function of time at a single point in space are assumed
to be the same as the statistics of the signal distribution in space at
a fixed point in time.

The scale size of a randomly varying signal distribution on the
ground may be defined as the distance L% at which the spatial auto-—
correlation function falls to 1/e. L% gives a measure of the smallest
structure which contributes appreciably to the observed amplitude
distribution. If the structure on the ground is spatially periodic{ the
spatial autocorrelation function is also periodic, with the same period.

Motion of the scattering region as a whole causes a drift of the
amplitude pattern over the ground. Since the transmitter and receiver
of a scatter circuit are usually equidistant from the scattering region,
the velocity of the diffraction pattern over the ground is approximately
twice that of the scattering region itself. A component of the velocity
of the diffraction pattern, along the line joining two antennas, may be
found from a measurement of the lag T at which the crosscorrelation

function of the two signals has a maximum.

2.2 On the Nature of Detected Signals

Care must be taken if the characteristics of the RF field on the

R )



ground are to be correctly inferred from an analysis of the fading
Qecords. This point arises because it is not the RF field itself which
is studied, but the output from an approximately square law detector.
Let the RF signal at the antenna be represented by g(t). This
signal has a power spectrum w(f). It can be shown (Rice, 1944) that

the power spectrum, W(f), of the detected signal is of the form
+o
W(f) = o2 ] w(x)w(f-x) dx 2.7

. -
where ¢ is a constant.

If it is assumed that the spectrum w(f) has a gaussian envelope, i.e.

w(f) = ciexp - fz/a2 2.8
then the spectrum of the detected signals, which is actually measured,
is of the form
W(E) = c, exp - £2/252 2.9
that is, the measured bower spectrum has an envelope which is
approximately the square root of the envelope of the power spectrum
of the original RF signal. It follows that the measured widths of the
fading spectra are approximately \/2 times the widths of the fading
spectra of the original RF field. Similarly, the measured correlation
functions are approximately the squares of the correlation functiong
describing the original RF signals, and are thus l/W[E.times the
widths of the functions describing the RF field. Since time displace~
ments of the peaks in the computed crosscorrelation functions are not
changed by the detection brocess, apparent velocity measurements
remain unchanged.
If the RF signals have periodic components, it is easily shown

that the computed wavelengths of the auto- and crosscorrelation



CHAPTER ITI
EQUIPMENT AND RECORD ANALYSIS

For the type of analysis described in this thesis a high-~
resolution record of received signal amplitude as a function of
time is required at two or more points on the earth's surface.

The circuit used was the Ottawa — London oblique scatter circuit.
The transmitted frequency was 40.35 MHz and the radiated power was
100 watts.

Three events were selected for analysis. They will be referred
to as events A, B, and C in order of occurrence. The transmitting
and receiving antennas used for event A were identical five—element
yagis with half-power beamwidths of approximately forty-five degrees.
For events B and C, the transmitting antenna consisted of an array of
five-element yagis with a resultant beamwidth of approximately twelve
degrees. Receiving antennas were again single five-element yagis.

The detailed geometry of these circuits is shown in Fig. 3.1. All

antennas were placed at such a height above ground that the main lobes

intersected at a height of 100 km in the centre of the region of

interest. The volume of sky, at 100 km, illuminated by both the trans—

mitting and receiving antennas is indicated by the hatched region of
the diagram. Superimposed upon this are contours of constant aspect
angle.

10
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The details of the recording and analysis of e'vent A also
differed from those of the other two events and so will be described

separately.

3.1 Event A

Two antenmnas were placed two wavelengths (15 metres) apart trans—
verse to the expected direction of arrival of the scattered signals.
Each antenna was fed to a separate Ferranti - Packard model 155 VHF
receiver with a bandwidth of 1.2 KHz. The receiver sensitivities
were cosmic noise limited at the freqﬁency used. The intermediate
frequency outputs of the two receivers were then detected and
recorded on magnetic tape after AM -~ FM conversion. This conversion
was necessary because of the poor amplitude fidelity of the tape
recorders available at the time this event was recorded. The fidelity
of information recorded in the FM mode is limited by the tape speed
stability. The specified wow and flutter for these machines was less
than 0.7%. This was verified by comparison of the amplitudes. .of
reproduced test signals with those of the original signals before
recording. For purposes of analysis, the recorded signals were
converted back to their original form by FM ~ AM conversidm.and then
recorded on a Sanborn two channel chart recorder using a chart speed
of 100 mm per second.

Fifty—~two segments of signal, each of 2% seconds duration, were
thus reproduced every forty seconds throughout the duration of the
event. The minimum useable rms signal amplitude was taken as
approximately 0.15 microvolts in order to maintain a signal to noise

ratio of at least 15 db on the final record.
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Inspection of the final record showed that negligible power was
contained in frequencies above 50 Hz, so it was decided to scale the
record at intervals of 10 milliseconds, resulting in a total of 250
data points per channel per segment of signal. For each set of signal
pairs, the autocorrelation function of each signal, the power spectrum
of each signal, and the cross correlation function of the pair were
computed using the IBM 7040 computer of the University Computing
Centre. The program used was a modified version of program BMDO2T,
originally written by the Department of Biomedical Sciences of the
University College of Los Angeles.

The frequency response of the entire system was determined by
the frequency response of the AM - FM, FM -~ AM converters. The power
frequency response is plotted in Figure 3.2. The computed spectrum
and correlation function widths were then corrected, where necessary,

using the results of this plot.

3.2 Events B and C

In these two cases, three antennas were placed transverse to the
expected direction of arrival of the scatter signals. They were
spaced in such a way as to provide spacings of 2, 4, and 6 wavelengths.
Three Hammarlund SP-600 receivers were used, which as for the Ferranti-
Packard receivers, were cosmic noise limited at 40.35 MHz. The band-
widths used were 1.3 KHz. The intermediate frequency outputs of the
receivers were detected and the resulting fluctuating DC voltages were
recorded, in the FM mode, on a four channel Precision Instruments model
6100 instrumentation tape recorder. A voice time count was recorded on

the fourth channel.
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The entire record analysis in these two cases was carried out
using a Noratom 'ISAC! analogue statistical analyzer. For analysis,
the three recorded signals were simul taneously transcribed from the
tape recorder to a closed tape loop within the analyzer. For each
event three autocorrelation functions, three crosscorrelation
functions between different pairs of antennas, and sample power spectra
were computed. All results were plotted automatically on an XY
plotter. The frequency response of the analyzer is flat from DC to
200 Hz. The ove;gll frequency response of the system is determined
by the frequency response of the detector used at the receiver output.
The frequency response of the entire system is shown in Fig. 3.3.

From this, corrections were applied to the final computations.

For the highest accuracy in computation it is desirable to tfill?
as much of the frequency range of the statistical analyzer as possible.
Event C had frequency components extending to over 100 Hz so that
segments of the three signal chamnels were transcribed onto the
closed tape loop with a 1l:1 tape speed ratio. Segments of signal
analyzed were five seconds in length. Forty~eight such segments were
analyzed throughout the event.

Event B had a much narrower bandwidth, with little power above
25 Hz. Segments of this signal were therefore transcribed onto tape
loops within ISAC moving at 1/8 normal speed. Forty seconds of data
could be recorded on a five second loop in this manner. All frequency
components were translated upward by a factor of eight when the tape
was played back at full speed for analysis. This essentially filled

the available bandwidth of the analyzer. Twenty-five such forty

sz
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second samples were recorded throughout the event. As was the case
for event A, only rms signal amplitudes above approximately 0.15
microvolts were used for analysis in order to maintain an adequate
signal to noise ratio.

Disregarding, for the moment, statistical errors dependent upon
sample length and spectrum width, the computational accuracy of the
ISAC analyzer is stated by the manufacturer to be less than 1%. The
reproducibility of the computations was checked to be within 1%.

The time resolution of the ISAC analyzer is 0.8 msec at full speed.
The reproducibility of crosscorrelation function time displacements
was checked to be approximately equal to the time resolution of the

device.

3.3 Statistical Errors in the Computations

For all signals recorded it is assumed that there exist 'true!?
auto— and crosscorrelation functions. Any practical computation
however, yields only approximations to these ideal functions. The
degree to which the computed functions agrée with the ideal functions
depends upon the sample length used, the frequency bandwidth of the
signal, and the number of sample points used per unit of time. It is
the intent of this discussion to estimate how closely the computations
carried out in this experiment approximate the ideal functions, and to
estimate the significance of any features shown by these functions.

The standard error, o,, of the calculated correlation r, is

usually estimated from the expression

cr=(l--r2)/(N--1)

(S
w
-]
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This expression has been criticized by Awe (1964), who points out that
r is usually taken to represent the computed correlation coefficient
whereas it should in fact represent the true correlation coefficient
which is not known a priori. The difference between the computed value
of r and the true value of r may become large as N becomes small. From
the description of the present work which follows, it would appear that
the above expression is of sufficient accuracy for the values of N used
in the present work.

To determine the rms deviation of points on a computed cross—
correlation function as a function of sample 1ehgth.random noise was
recorded in three different ways.

a. Five seconds of signal were recorded directly onto a five

second tape loop rumning at normal speed.

b. Fifteen seconds of signal were recorded directly onto a

fifteen second tape loop running at normal speed.

c. Forty seconds of signal were recorded onto a five second

tape loop runnipg at 1/8 normal speed.
The power spectrum of cosmic noise has been measured. With the
receiving system used for these tests cosmic noise power is down 3 db
at 90 Hz. Taking this frequency as a measure of the bandwidth of the
signal it is possible to calculate the effective number of sample
points in each of the above cases. Counting two sample points per
cycle for the highest frequency component of the signal, the effective
number of sample points in case (a) is 900, and in case (b) 2700. In
case (c) the spectrum width of the replayed signal is theoretically

540 Hz, but this is limited to 200 Hz by the input lowpass filter
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of the ISAC. The effective number of sample points in this case
is thus 2000.
For each of the three cases two simultaneous channels were cross—
correlated. Since r~ 0, and N is large,
1
T~ 3.2
by Eqn. 3.1. The actual rms deviations were calculated in each case

from the computed functions. The resul*s are shown in Table 3.1.

o}
Number of Sample jE
Trial Points N Theory Measured
a 900 .033 .053
b 2700 .019 .018
c 2000 .022 021

Table 3.1
These results are considered to be in sufficient agreement to justify
the use of Eqn. 3.1 in computing the possible errors of the functions
considered here.

The number of sample points used in computing all the functions
in event A was 250. The corresponding rms deviation expected is thus
6.3%. The fading spectrum width of event B was approximately 15 Hz.
The signal was replayed at 8 times recorded speed for analysis,
resulting in an effective bandwidth of 120 Hz. The length of the
replayed signal sample was 5 seconds. The expected rms deviations
of the correlation functions is thus calculated to be approximately
2.9%. The fading spectrum width of event C was typically 75 Hz,

giving a possible rms deviation of 3.5%.
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The effect of finite sample length upon the peaks observed in the
auto~ and crosscorrelation functions was next investigated. Samples
of signal from event B were used, and the same crosscorrelation was
computed for different sample lengths of signal.

a. A 15 second sample was recorded directly onto a long tape

loop, and

b. A 40 second sample was recorded onto a tape loop at 1/8

normal speed.
The peak to peak amplitude of two different peaks in the cross—
correlation function were computed for each of the two cases. . The

results are shown in the following table.

P~P amplitude P-P amplitude
15 sec loop 40 sec loop
1st Peak - 0.35 0.33
2nd Peak 0.17 0.14
Table 3.2

If these peaks were due to a statistical fluctuation as a result of
restricted sample length, the amplitudes of the peaks might be
expected to decrease as the inverse square root of the sample length.
The peaks in case (b) should then be (15/40)% = 0,61 times the amplitude
of the peaks in case (a). The observed ratios are:

a. 0.95

b. 0.83
The absolute differences of the amplitudes in both cases are of the
same order as the expected rms deviations computed earlier. There_is
thus sufficient justification for regarding observed peaks as real and

for having confidence in the computed amplitudes of the peaks.



CHAPTER IV
RESULTS

This chapter is devoted to a discussion of the raw data obtained.

Each of the three events will be taken in turn.

4.1 Event A

This event occurred on the Ottawa — London circuit between 0130
and 0330 UT, April 9, 1965. The visual appearance of this event,. as
recorded on an Esterline —~ Angus recording milliammeter, is shown in
Fig. 4.1.

As described in Chapter Three, fifty-two sample pairs of signal
were analyzed throughout the event, using the IBM 7040 computer of
the University Computing Centre. As well as the auto— and cross—
correlation functions of the two signals, the mean amplitude of the
signal received at each. antenna in each_zé second interval was
found. The zero—lag crosscorrelation coefficients as a function of
time are shown in Fig. 4.2, and the amplitude, plotted om a linear
scale, is shown as a functjon of time in Fig. 4.3.

The time resolution of the crosscorrelation func?ions was 10
milliseconds. With this limitation, no time displacements were

observed on any crosscorrelation functions. Closer examination of

21
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the amplitude -~ time records, during instances when the two signals
were highly correlated, revealed that if time displacements existed
between the two received signals, they were less than 2.5 msec
during these periods.

It may be seen from Fig. 4.2 that the zero-lag crosscorrelation
coefficients increase slowly during the course of the event. The
transition from low to high correlation is not nearly as rapid as a
visual examination of the records would indicate. This points out
the care that must be exercised in appraising records without
resorting to a thorough statistical analysis.

Because of the irregular nature of the envelopes of most of the
spectra, the point at which the power first :falls to 1/e of its
maximum value does not necessarily give an accurate estimate of the
width of the spectrum. For a gaussian spectrum, 84% of the power is
contained in frequencies below the point at which the spectrum falls
to 1/e. In practice then, the total power contained in a given
spectrum was computed, as was the frequency below which was contained
84% of the power. This frequency was used as an estimate of the
fading spectrum width. The resulting spectrum widths were then
corrected for the finite bandwidth of the detector and finally
multiplied by l/ii-in order to approximate the fading bandwidth of
the original RF signal. The results are shown, plotted as a function

of time, in Fig. 4.4.

4.2 Event B

This event took place on the Ottawa - London circuit between

25
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0000 and 0130 UT, December 1, 1966. Its appearance, as recorded on

an Esterline ~ Angus chart recorder, is shown in Fig. 4.5. For this

event, 25 forty second samples of signal were analyzed throughout ;
the event. For each sample, the following functions were ;
computed:
a. The temporal autocorrelation functions of the signals received
at each antenna. Ideally, all three estimates should be
identical. In order to check this, and to give some estimate
of the reliability of the results, the three separate compute
ations were carried out. The mean value was used in all
calculations.
b. Three sets of crosscorrelation functions corresponding to the
three possible antenna separations.
c. The mean amplitude of the signal received at a single antenna ;
during each forty second interval.
The zero-lag crosscorrelation coefficients for the 2\ antenna
separation is shown in Fig. 4.6 as a function of time. Because of
the greater time resolution available for this event, the fading
spectrum width was computed directly from the autocorrelation function
width using Eqn. 2.6. As a check, some of these spectrum widths were
compared with direct measurements on the spectra (also obtained from
ISAC) and were found to be in excellent agreement. The results were
then corrected for the finite detector bandwidth and multiplied by
14§'to give the approximate spectral widths of the pre~detected
signals. The final results are shown, plotted as a function of time,

in Fig. 4.7. The amplitude of the signal, on a linear scale, is shown
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in Fig. 4.8 as a function of time.

Time displacements were observed on all crosscorrelation functions.
These displacements, for each antenna pair, are plotted as a function
of time in Fig. 4.9. It is seen that the event may be divided into
two distinct phases. In the part of the event coinciding with the
period of maximum amplitude, periodicities are evident in both the
auto- and crosscorrelation functions. It is useful to plot the time
displacements of these functions as a function of antenna separation
as in Fig. 4.10. A family of oblique lines is generated whose slope
is proportional to the apparent velocity of the amplitude distribution
over the ground. Representative examples of the functions themselves
are shown in Fig. 4.11. In the remainder of the event, only a
single peak is in evidence on the auto~ and crosscorrelation functions.
Representative auto- and crosscorrelation functions of this region are
shown in Fig. 4.12. The transitions from a purely random signal to
one with periodic structure, and back again, are quite rapid, taking
pPlace in less than one minute. A measure of the abruptness of the
change is limited by the forty second time constant introduced by the

length of the signal samples used for analysis.

4.3 Event C

This event was recorded on the Ottawa — London circuit between
0400 and 0500 UT, December 1, 1966. The visual appearance of this
event, as recorded on an Esterline -~ Angus chart recorder, is shown
in Fig. 4.13. In this case, 48 five second samples of signal were

analyzed throughout the event. Auto—- and crosscorrelation functions
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Figure 4.9,

Time Displacements, as a Function of Time, of Peaks
in Crosscorrelation Functions of Event B
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Time Displacements (msec)

200 to 500 seconds
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Figure 4.17

Time Displacements, as a Function of Antenna
Separation, of Peaks in Correlation Functions

of Event C
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Figure 4.18

Time Displacements, as a Function of Antemna
Separation, of Peaks in Correlation Functions

of Event C
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Figure 4,19

Time Displacements, as a Function of Antenna
Separation, of Peaks in Correlation Functions

of Event C
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;ere computed for each segment of signal as in event B. The zero~
lag crosscorrelation coefficients for the 2\ antenna spacing are
Plotted as a function of time in Fig. 4.14. The corrected fading
spectrum widths are plotted as a function of time in Fig. 4.15, and
the signal amplitude is plotted as a function of time in Fig. 4.16.
Time displacements were measureable on all crosscorrelation functions.
If'such time shifts were due to a drift of the amplitude distribdution
as a whole, the magnitudes of the shifts would be expected to be in
the ratio 2,4,6 for antenna spacings of 2, 4, and 6 wavelengths. In
no case was this observed. The magnitudes of the time displacements
at different antenna separations appear, at first sight, to bear
little relation to one another. They are often of different signs.
If correlation function time shifts are plotted as a function of
antenna separation for the data of this event, the results shown in
Figures 4.17, 4.18, and 4.19 are found. In Appendix B it is shown
how the unusual time displacement characteristics shown in these
Figures can be simulated by the superposition of fields scattered

from more than one region.



CHAPTER V
CHARACTERISTICS OF THE DIFFRACTION PATTERNS

5.1 Spatial Autocorrelation Functions and Scale Sizes
The scale sizes of the diffraction patterns on the ground, in the
direction of the line joining the antennas, may be found from a plot
of the zero-lag crosscorrelation coefficients as a function of distance
(antenna spacing). As previously mentioned, the appropriate cross—
correlation ccefficients are the square roots of the measured ones.
Such a plot is equivalent to the spatial autocorrelation function of
the diffraction pattern. Scale size may be determined from a single
crosscorrelation coefficient measurement of the nature if the spatial
variation is assumed. In previous work a gaussian spatial auto-
correlation function has usually been assumed, and this is done in
the case of event A. Estimates of scale size, as a function of time,
are shown for event A in Fig. 5.1. Of great interest are the very
large scale sizes computed for the latter half of this event.
Inspection of the spatial autocorrelation functions computed for
events B and C will show that the assumption of a gaussian envelope is
not always justifiable. These functions are shown plotted as a function
of time in Figs. 5.2 and 5.3 respectively. Non—~gaussian examples.
of spatial autocorrelation functions are shown in Fig. 5.4. These,

45
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taken from event B, are quasi-periodic in nature. It is seen that the
scale size of the structure in the non-periodic part of event B is at
all times comparable with the transmitted wavelength.

The forms of the correlation functions in event C range from
approximately gaussian (specific examples of which are shown in Fig. 5.5)
to definitely non—gaussian (examples of which are shown in Fig. 5.6). As
for event A, scale sizes range from near the wavelength used to approxi-
mateyy 100 metres.

The implications of the results presented here will be discussed

in Chapter Six.

5.2 Diffraction Pattern Velocities

The derivation of the velocity and rate of change of the diffraction
pattern of the RF field on the ground at the receiving site is carried
out using the theory developed by Briggs et al., (1950), and by Phillips
and Spencer (1955). Their work was carried out primarily for use in
interpreting the results of vertical incidence sounding experiments. Tt
is also applicable to the case of obligque scatter with little modification.
Vertical incidence measurements are generally made at three antennas
which form the vertices of a right angle triangle. In this way,
velocity components in two directions are available, thus enabling the
true velocity of the pattern to be determined. The question which
arises now is how much can be said concerning the nature of the velocity
vectors when measurements in only one dimension are available. It is
first necessary to make a number of definitions (following Briggs et al.,

1950).
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V  Actual velocity of the diffraction pbattern over the ground.

V! Apparent velocity of the diffraction bPattern between two spaced
antennas, as measured from crosscorrelation function time
displacements.

V! Velocity an unchanging diffraction Pattern would need in order
to give the observed fading rate. vt =g /v, where £, (antenna

separation) and T, satisfy the relation
p(§0,o) = p(o,'ro) 5.1

Vc Vé as measured by an observer moving at the velocity V. Vé

gives a measure of the rate of change of the diffraction

Pattern with time.
Subscripts t and 1 will refer to the transverse and longitudinal
components of the above variables, with respect to the expected
direction of arrival of the scatter signals. This direction is at
right angles to the line joining the antennas.

Limits are derived in Appendix A for the possible values of V

and V, in terms of the measured values of V% and (Vé)t‘ The results

are
2
h 4
V), =vs Vi 5.2
4
Vi
and 1
2\3
4 (v1)
C=Vos (v, |1t 5.3
2
(V,g)
Event A:

(Vé)t was computed for each signal sample using Eqn. 5.1. This
was done using the two autocorrelation functions and the mean was

used. In order to find bounds for the true drift velocity V an
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estimate of V{ is needed. There is no case in the records of a
time shift between the two signals greater than 2.5 msec. This
could be taken as indicating that either

a. V%ﬁ'o
or b. V! = 6,000 m/sec.
Possibility (a) may be eliminated since it implies, by Eqn. 5.2,
that V is undefined and the lower bound approaches infinity. This
is not admissable since V] must be greater than, or equal to, V.
Case (b) is the only alternative. Using this value of 6,000 m/sec.,
a lower bound may be placed on V, using the expression 5.2. Since V%
is not known, this represents only an upper limit to the lower bound.
Bounds may be placed on the fading velocity, Vé, of the signal by
using Eqn. 5.3, even though V% is not known.

Both of the above sets of bounds are shown, plotted as a function

of time, in Fig. 5.7.

Event B:

Three antennas were used in recording this event. Also, a
higher time resolution was used in analyzing the data than in case
A. In this case also, (V). was found as a function of time. As
may be seen from the plot of time displacements as a function of
time in Fig. 4.9, this event exhibits rather different behaviour
than did event A. In this case there are very definite and
compatible time shifts indicated in the crosscorrelation functions
computed for different antenna separations. For the two none—

periodic parts of the event, the time shifts are compatible with an
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apparent east to west transverse drift velocity of approximately
1600 m/sec. In this case, both upper and lower bounds can be placed
on the possible values of both V and V.. Bounds on V for the non~
periodic parts of the event are plotted as a function of time in Fig. 5.8.
In the periodic part of the event, both the auto-~ and cross—
correlation functions have periods of approximately 132 msec. The
spatial autocorrelation functions indicate a spatial wavelength of
approximately 4 wavelengths or 30 metres. It is easy to check
whether the periodic fading is due to motion of periodic structure
across the ground or whether it is due to a periodic temporal
variation in the signal amplitude. If the former is true, the
crosscorrelation function time displacements should change uniformly
with antenna separation, whereas in the latter case the time
displacements should be independent of antenna sepération. Reference
to Fig. 4.10 will show that the time displacements change uniformly
with antenna separation and so it is inferred that the periodic fading
is produced by the drift of the periodic structure across the ground.
The spatial wavelength of the structure may be determined from the
antenna separation at which oblique lines, drawn through the experis
mental points, cut the vertical axis. Drift direction is determined
by noting, from Fig. 5.4, that a peak in the spatial autocorrelation
function occurs at an antenna separation of between 2 and 6A. In order
to have a peak occur in this range in Fig. 4.10 an east to west drift
must be assumed. Fig. 4.10 then gives the spatial wavelength of the
structure as 3% times the transmitted wavelength, and the apparent

drift velocity as approximately 200 m/sec.



57

—<—— (Spuooss) eury,

0897 OthT 002t 096 024 08% ote
'} ) 1 1 1 1 i o

punoq JemoT
- 00%

SOTITITABISUT OABM OT1SNOOE~UOT -+ 008

Woay pejosdxe L3TOOTOA 2ITIP

- 0021

punoq xeddn L 0097
- 0002
- 0042

g 1JueAy :seT}TOOTep
HFTIQ OTqQEssod uUo spunog QG aansTy

- 0082

—~—— (09s/u) £3To0TeA 9JTIP



58

If a mean fading period of 132 msec is assumed, it is easily
shown, since V = fA, that the transverse component of the apparent
drift velocity is approximately 200 to 228 m/sec. Substitution of
experimental values into Eqn. 5.2 shows that the tiue drift velocity
V of the periodic structure must be close to the experimental value

of V§ : 200 to 228 m/sec. V. can be shown to be approximately zero,

by Eqn. 5.3, throughout most of this part of the event.

Event C:

The details of the recording and analysis of this event are the
same as for event B. (V'é)t was found. to be almost constant at 2.4
km/sec.as a function of time. In order to place bounds upon V and Vc
we need an estimate of the magnitudes of the time shifts of the cross-—
correlation functions. As mentioned, time shifts were measureable,
but were not consistent with the idea of a single drifting diffraction
pattern. It is shown in Appendix B that the observations may be inter—
preted as being due to the superposition of two or more diffraction
patterns on the ground; each pattern having a different velocity and
spatial correlation function. Approximations to the apparent
velocities of each region may be found from the plots of cross—
correlation function time displacements as a function of antenna
separation. Such plots for event C have been shown in Chapter Four.
Velocity components in both easterly and westerly directions are obe
served. Typical bounds for the drift velocities V, of the diffraction
patterns due tc each region, are calculated to be approximately 0.5

to 10 Km/sec. The corresponding values of the fading velocity Ve



range from zero to 0.5 Km/sec. The observed fading is thus primarily

due to drift of the diffraction pattern over the ground rather than

to change of the diffraction pattern with time.
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CHAPTER VI
INTERPRETATION OF THE RESULTS

Before embarking on a discussion of the results of Chapter Four
in terms of possible scattering mechanisms, it is first necessary
to examine in detail the nature of the diffraction pattern to be

expected from scattering regions in general.

6.1 Scattered Fields in General

Consider first a scattering region of infinite lateral extent
containing a random array of scatterers. It appears obvious that the
spatial correlation function of the amplitude fluctuations on the
ground is related in some way to the properties of the irregularities
in the ionosphere. Here we wish to show that the usual interpretation
(Ratcliffe, 1956), which is applicable to radio-star, satellite, and
vertical—~incidence-sounder observations of the ionosphere does not
apply to observations on scatter circuits, except in very special
circumstances.

It can be shown that in the radio-star and satellite measurements,
which are carried out at sufficiently high frequencies that reflections
and effects due to multiple scattering are unimportant, that the

scale size of the structure on the ground is given by

L = L¥*/A3 if A8> ] and L = L¢ if As<< | 6.1
60
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where L¥* is the scale size of the structure in the ionosphere and
A% is the maximum phase deviation of the wavefront after Passing
through the ionosphere. It is usually assumed that at the frequencies
used, A% is small so that L = L¥*. VWhen lower-frequency, ground~based
transmitters are used for vertical—incidence sounding, it is usually
assumed that the reflection takes place in a very thin stratum com—
pared to the wavelength used so that the phase deviations are small
and the scale size of the structure on the ground is again nearly that
of the irregularities themselves. |
The interpretation of obliquely scattered signals is very diff-
erent. As for the vertical incidence soundings, the direct transmitted
wave is not available at the receiver. Since the radio waves are
scattered through large angles from all points within the scattering
volume, the relative phase differences between the various wavelets
scattered in. the direction of the receiver can be extremely large,
limited only by the overall depth of the scattering region. Because
of the wide angular spectrum of the scattered field from such a region,
the amplitude structure of the diffraction pattern is fully developed
beyond only a short distance from the scattering region, and the first
Part of Egn. 6.1 holds well. The scale size of the structure on the
ground is thus a small fraction of the scale size of the individual
scatterers themselves. For example, if the scattering region is only
250 wavelengths thick, the phase deviations of an obliquely emerging
wavefront can be as large as 1000 T radians. This will result in

structure on the ground which is 1/1000 T as large as that in the

scattering region itself. It has been shown elsewhere (cf. Booker, 1960)
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that if the auroral echoes in the VHF band are to be interpreted in
terms of weak scattering the irregularities must have dimensions
comparable to the wavelength of the transmitted signal. For any
scattering volume more than a few wavelengths thick then, the scale
size of the diffraction pattern on the ground is extremely small,
and the minimum size is limited only by the wavelength used.

The deduction of ionospheric scale sizes from forward scatter
records has previwously been carried out in a manner similar to that
used in the case of radio stars, since the geometry of the problem is,
at first sight, quite similar. In this case also, it is easy to show
that the scale size of the structure on the ground is but a fraction of
the scale size of the scatterers themselves, although the effect is not
as extreme as in the case of oblique scatter. The magnitude of the
maximum phase deviation A%, may be estimated by the construction of

appropriate Fresnel zones, as indicated in Fig. 6.1.

Fresnel Zones on

Forward Scatter Circuit
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This figure shows a vertical section through the midpoint of a
forward scatter path. The transmitter -~ receiver line is below the
surface of the earth because of the curvature of the earth's surface.
Calculations show that, for a path length of 1200 Km, each vertical
thickness increment of the scattering‘region of 25 metres introduces
an extra phase shift of 2T radians at 40 MHz. In the horizontal
plane, each 2.5 Km increment in transverse dimensions introduces a
similar relative phase shift. As an example, a scattering region
with horizontal dimensions of the order of 250 Km and a thickness of
2.5 Km will produce structure on the ground with a scale size, in
both longitudinal and transverse directions, approximately 1/600 that
of the scatterers themselves.  [Larger scattering regions will produce
correspondingly smaller structure on the ground, which again may be
wavelength limited.

In practice, the scattering region is never unlimited in extent,
as has been assumed so far. As a limiting case, consider the situation
where the receiving site is in the Fraunhofer diffraction field of
the scattering region. The requirement, as it applies to the observa-
tions considered here, is that the scattering region subtends a small
angle as seen from the receiving site. For this preliminary discussion,
the detailed nature of the scattering region is not of importance,
except to note that in the case of Fresnel diffraction a very small
scale size would be observed on the ground.

The detailed amplitude structure on the ground is governed by the

phase differences between the various scattered wave components.

SR
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Referring to Fig. 6.2, the maximum phase differences at points A

and B are $; and &, respectively. For a scattering region sufficiertly
small, the difference between %, and &, may be made arbitrarily small.
If this is the case, it implies that the amplitudes must be

essentially the same at points A and B and so the measured scale

size of the amplitude distribution must be greater than the distance
AB. The finite size of the scattering region may be thought of as
introducing angular coherence into the angular spectrum. The relation-
ship between the size of the scattering region and the minimum scale
size observable on the ground may be found using standard techniques

in diffraction theory. If the spatial number density of individual
scatterers within the scattering region is represented by the

gaussian distribution

fE) =exp ( - 52/1,2) 6.2
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where 2L is the 'width' of the scattering region, then the scale
size of the structure on the ground is given by
D = 2z,)\ /L 6.3
where z, is the distance from the scattering region to the point
of observation. The diffraction pattern on the ground cannot have
structure smaller than this value, regardless of the nature of the
individual scatterers.
We now investigate the effect of having more than one scattering
region in existence at the same time. Consider first the simplest
case of two regions, each consisting of a random array of scatterers
giving rise to a deep, random modulation of the emerging wavefronts.
It may then be assumed that the phase correlation (coherence in
optical terminology) between the two'emerging wavefronts is essentially
zero. The situation is similar to a standard problem in optics
(Born and Wolf, 1959), wherein two apertures are illuminated with
light which has varying degrees of coherence between the two apertures.
The prohlem is to determine the nature of the diffraction pattern due
to the superposition of the two sources. The result is shown to be
I(1,2) = 1(1) + 1(2) = 21(1)1(2) v (1,2) cos (0n,) 6.4

where I(1,2) is the intensity (power) distribution due to both
sources
I(1), [I(z)l is the power distribution due to the source I(1),
[I(Z)] alone
Y(1,2) is the coherence between the two sources

19 is a relative phase factor
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If the coherence between the two sources is zero, the resultant in-
tensity field is simply the sum of the two fields taken individually.
This result may be extended to any number of sources. A similar result
will be found in Ratcliffe (1956). The distribution of power on the
ground may thus be described as the sum of the power distributions

due to each scattering region alone. . It is easily shown that the
autocorrelation function of a sum of functions is equal to the sum of
the autocorrelation functions of the individual functions. Thus the
spatial autocorrelation function of the resultant power distribution
is the sum of the autocorrelation functions due to the power distri-

butions from each scattering region.

6.2 Interpretation of the Results Presented in Chapter V

In the last section we deduced the characteristics of the
diffraction pattern on the ground from an analysis of the fading
records. Now we can consider their implications about ionospheric
structure in the light of the conclusions reached in section 6.1.

It is evident from the results of the last chapter that of the
three events analyzed, B and C are by far the most completely des—
cribed. It is also-gvident, on the basis of measured fading rates,
drift velocities, and scale sizes, that these two events are quite
dissimilar in character. Event A appears, on the basis of fading
rates and scale sizes, similar to event C. The following discussion
is thus restricted, primarily, to an interpretation of events B and C,

while noting that event C, at least, does not appear to be unique.
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Event B:

This event may be divided into two parts: a quasi~periodic
part coinciding with the period of maximum amplitude, and non-
periodic parts comprising the rest of the event. The non~periodic
parts will be discussed first.

Scale size determinations show that the size of the structure
of the diffraction pattern on the ground is seldom much larger than
the wavelength used. These scale sizes indicate that the effective
scattering region was at all times comparable with, or larger in
lateral dimensions than, the entire region tviewed! by the receiving
antenna. This distance is approximately 250 Km. The nature of the
crosscorrelation functions is consistent with the idea that only a
single effective scattering region is in existence at all times.

The time displacements of the crosscorrelation functions are
consistent and are compatible with east to west drift velocities
ranging from 400 to 1600 m/sec. There is no evidence of more than
one velocity component at any time.

This behaviour is very similar to that predicted for scattering
from ion-acoustic wave instabilities. According to this theory,
(Farley, 1963), only drifts having a positive component in the
direction of the electron flow in the auroral electrojet are
possible. This flow is generally from east to west under quiet
conditions, in agreement with the directions found for the drifts
exhibited by this event. The predicted phase velocity of the ion~

acoustic waves is close to the velocity of sound in the E region:
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360 m/sec. It is the group velocity of these waves which is
significant in drift measurements. The relationship between the
phase and group velocities is governed by the dispersion relation
of the wave process. Farley (1963) has plotted phase velocity as
a function of frequency. This enables the group velocity at any
frequency to be found from the relation

v, = v, ~Ad(v,) 6.5
g TpTHP

The predicted group velocity at 40 MHz is 420 m/sec. Because of
geometrical effects, this gives riée to a diffraction pattern
velocity of 840 m/sec. This velocity has been plotted in Fig. 5.7,
and is seen to be in good agreement with the experimentally determined
range of possible values.

If the scattering does result from ion-acoustic wave instabilities
the depth of the scattering region is limited by either the extent
of the enhanced electrojet current or by the circuit geometry. In
either case, the scattering region is likely to be quite extensive,
leading to an approximate volume scattering coefficient of 10"9 mz/m3.
This assumes a depth and vertical thickness of the scattering region

of 100 Km and 10 Km respectively. This is close to the value computed

for scattering from the equatorial electrojet, at 50 MHz, by Bowles (1963).

A four minute segment of this event, coinciding with the period
of maximum amplitude, exhibits unexpected periodic behaviour. We
consider first the possibility that some cause, other than auroral
scattering, is responsible for the phenomenon. Long duration meteor

trails, for example, often produce periodic fading of the received
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signal as a result of interference between two different parts of
the trail after distortion by windshears. The Great Whale River —
London circuit tviews! much the same volume of sky as does the
Ottawa —~ London circuit. For this reason it is of interest to see
if anything unusual occurred on this circuit at the same time as
the periodic signal was observed on the Ottawa -~ London circuit.

It did not turn out to be possible to check for the presence of a
meteor echo because of the occurrence of a strong type A2 event
concurrent with the event on the Ottawa — London circuit. However,
the probability of occurrence of a meteor echo of at least four
minutes duration can be estimated using statistics gained from
previous occurrences of metéor echoes of this duration. Meteor
trails of this duration are very rare on the Ottawa -~ London
circuit, occurring about once per month during non-shower periods.
Also, long-duration meteor trails do not cause coherent fading

for more than a small fraction of their total lifetime. No meteor
showers were predicted for the time that event B occurred. This
gives the probability of finding such an echo within any ten minute
period as approximately 10"4.

If the spatial number density of the individual scatterers is
not representable by a gaussian envelope, it might be thought that
periodic structure could be observed in the measured spatial auto-
correlation function. Consider for example, the diffraction pattern
to be expected from an approximately rectangnlar distribution of
scatterers. The upper bound of 40m placed on the observed spatial

wavelength implies a minimum lateral extent of the region of
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approximately 150 Km. Such a distribution produces maxima in the
diffraction pattern whose intensities.decrease as sinzL/Lz, where L
is the distance along the ground. This behaviour is not consistent
with the almost constant amplitude of the periodic component of the
signal for a period of approximately four minutes.

Periodic structure of the type observed may be produced by the
interference of waves scattered from two separate regions. The
separation of the sources must be at least 150 Km in order to produce
the observed spatial wavelength of the structure on the ground. In
order for this process to give rise to observable periodic structure,
it is necessary that some degree of coherence exist between the
signals received from each source. (cf. the last term of equation 6.4).
The degree of coherence between the two signals may be computed from
the relative amplitude of the periodic component in the received
signal. Results range from 0.15 if two waves of comparable intensity
are assumed, to unity if two waves with a 3:1 amplitude ratio are
assumed. Coherence .between the received signals may be produced
if the angular sizes of the two sources are sufficiently small that
only a limited part of the angular spectra of the sources contribute
to the observed signal or, if the scatteiing regions are large, a
considerable degree of coherence exists between the waves scattered
from different parts of the same source. It would seem unlikely
that the former case holds in view of the characteristics derived
for both earlier and later parts of this event. In the latter case
it is surprising that such a high degree of coherence should exist

between wave components scattered from different Parts of an extended



71

scattering region.

Event C:

It has been shown that measured spatial autocorrelation functions
may be looked upon as the sum of the individual functions due to each
scattering region contributing to the observed signal. The anomalous
functions shown in Fig. 5.6 are most easily explained on the basis
that at least two separate scattering regions are simul taneously in
existence, at least one of which produces a diffraction pattern with
a scale size near to that of the transmitted wavelength, and at least
one of which produces a diffraction pattern with a scale size of the
order of 100 metres. It is inferred, from Eqn. 6.3, that the smaller
scale sizes may be identified with scattering regions whose lateral
dimensions are comparable with, or larger than, the entire region
'viewed! by the receiving antenna: a distance of several hundred
kilometres. The larger scale sizes, on the other hand, may be
identified with regions whose lateral dimensions are of the order of
30 Km or less. Such regions subtend angles of less than 3 degrees
as seen from the receiving site. It is not possible to tell from
the records whether or not the various scattering regions are
separated or superimposed in space.

On the basis of the argument presented in Appendix B both easterly
and westerly directed drift motions are indicated at all times by
the time displacement ~ antenna separation plots of Figs. 4.17, 4.18,
and 4.19. Typical diffraction pattern drift velocities are in the

range 0.5 to 10 Km/sec, indicating that the scattering regions
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themselves have a range of drift velocities from 0.25 to 5 Km/sec. If

these velocities are also typical of event A, it offers an explanation

of why no time shifts were observed when a time resolution of 10 msec
was used.

In the light of these velocity measurements, spatial autocorrelation
functions which appear to have simple gaussian envelopes, such as
those shown in Fig. 5.5, must consist of two or more functions which
have similar scale sizes.

The nature of the time displacement — antenna separation plots
change at least three times during the course of the event, indicating
that the direction of drift and number of scattering regions changes
at least three times. Fig. 4.14 indicates that the nature of the
zero—lag correlation coefficients, and hence minimum scale size,

change at least three times during the course of the event. The

changes in scale size occur at the same time as the changes in the
velocity distribution of the diffraction patterns. Both drift
velocity and scale size measurements are thus in agreement with the
hypothesis that two or more scattering regions usually contribute
to the observed signal amplitude.

It is now possible to draw certain conclusions concerning the
nature of the scattering mechanisms responsible for the above event.

The bounds derived for the: drift velocities are too high to be
compatible with the idea of scattering from random irregularities
in electron density which drift with the ambient neutral particle
wind velocity in the E region. A large number of E region wind

velocity measurements have been made, using both long duration
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meteor trails and artificial vapour trails (see, for example,

Hines et al., 1965). An upper bound to wind velocities in the region
85 to 120 Km., the region of maximum auroral ionization, appears to
be about 150 m/sec. This is lower than the lowest experimental bound
of 250 m/sec.

On the other hand, the range of drift directions would appear
to be in contradiction with the bredictions of the ion-acoustic
wave theory (Farley, 1963). As mentioned in connection with event B,
only drifts having a positive component in the direction of the
electron flow in the auroral electrojet are possible. This flow
is generally from east to west under quiet conditions. This event
is an example of a weak disturbance, and it is not likely that the
electrojet current was sufficiently disturbed to account for velocity
components in the west to east direction,

Although it is not possible to find any evidence in the
observations presented here for a one to one correspondence between
the radio observations and visual observations presented by other
workers, it is of interest to note that there is some evidence
(Booker et al., 1955; Paulson and Shepherd, 1966) that visual
auroral rays consist of a number of 'raylets? which generally are
in horizontal motion. The observed horizontal velocities of the
raylets range from 0.5 to 24 Km/sec (Paulson and Shepherd, 1966).
High sensitivity television studies of auroral arcs (Davis and Hicks,
1964) have also shown that these structures often consist of a
large number of short ray-like structures. These structures usually

have horizontal motinns, occasionally exceeding 50 Km/sec. It
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would thus appear that the observations of event “C presented here
are the result of scattering from structures more akin to the
'raylets! mentioned above than to either ion—acoustic wave structure

or to simple 'blobs! of enhanced electron density which move at the

surrounding neutral wind velocity.



CHAPTER VII
SUMMARY AND CONCLUSIONS

In this work it has been shown that, in all types of radar and
scatter studies, considerable care must be taken in the analysis of
the records in order to distinguish between effects due to the
individual scatterers .and effects due to the geometry of the scatter—
ing region as a whole. Specifically, the scale size of the aﬁplitude
distribution on the ground has been shown to be determined by the
overall extent of the scattering region, regardless of the nature of
the individual scatterers. If two or mope scattering regions are
simultaneously in existence, the scattered fields usually add, and
apparently anomalous spatial autocorrelation functions of the
scattered fields may result. Drift velocity measurements are
representative of the drift velocities of the individual scatterers
themselves, but are complicated by the existence ofimore than one
scattering region.

The conclusions reached about the nature of the diffraction
patterns from scattering regions in general have been applied to
three events observed on the Ottawa -— London oblique scatter circuit.
Two of these events appear to have similar characteristics while the
third differs radically from the other two.

75
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One type of event, which is characterized by slow fading, typically
about 15 Hz, has characteristics which are compatible with the
hypothesis of scattering by ion-acoustic wave instabilities. This
type of instability has previously been shown to be the likely cause
of scattering by the equatorial electrojet (Farley, 1963) and some
evidence has been produced (Leadabrand, 1965) indicating that this
brocess may be responsible for some types of auroral radar echoes.
Drift velocities and volume scattering coefficients deduced in this
experiment are in close agreement with the values_obtained from
studies of the equatorial electrojet.

A four minute period of this event, coinciding with the period
of maximum amplitude, exhibited a spatially periodic component in the
received signal. It is not possible to give a conclusive explanation
of this behaviour, although interference between waves scattered from
two widely separated scattering regions appears to be the only likely
possibility. A high degree of coherence is required between waves
scattered from regions separated by as much as 150 Km.

The other type of event is characterized by rapid fading and
occasional very large scale sizes of the structure on the ground. The
large scale sizes imply the existence of scattering regions whose
horizontal dimensions are sometimes less than 30 Km. A range of
diffraction pattern drift velocities have been observed. Typical
drift velocities range from 0.5 to 10 Km/sec. These observations
are incompatible with either scattering from ion~acoustic wave
instabilities or from tblobs?! of enhanced electron density drifting

with the surrounding wind velocity. A similarity has been noted
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between these drift velocities and those_reported for the fine structure
of visual auroral forms.

These results have been based on relatively few observations.
A longer sequence of observations is needed in order to show if the
observed eventsg are indeed restricted to only two types. It would
be of interest to carry out further observations using anteﬁnas with
considerably larger spatial separations in order to set more accurate
limits on the larger scale sizes observed. The possibility of critical
reflection, in events similar to event C, arises if the dimensions
of the scattering regions are shown to be sufficiently small.
Further information can be obtained through simul taneous measurements.
similar to those made by Lyon (1967), at different scattering angles
and through doppler measurements of the received signals. It would
be of considerable interest to carry out high resolution measurements,
similar to those described in this thesis, simul taneously with the
above types of observations.

In conclusion, obliquely scattered auroral echoes have been
shown to consist of at least two separate types. One type of event
appears due to scattering by ion-acoustic wave instabilities, while
the other appears due to scattering by irregularities with large drift
velocities and occasional small dimensions of the overall scattering
regions. No evidence has been found, in the limited number of events
studied, for scattering from simple 'blobs! of enhanced ionization

which drift with the local wind velocity.



APPENDTX A
BOUNDS ON POSSIBLE DRIFT VELOCITIES

The following terms have been previously defined in Chapter 5.

They are given again here for convenience.

V  Actual velocity of the diffraction pattern over the ground.

V?' Apparent velocity of the diffraction pattern between two spaced
antennas; as measured from crosscorrelation function time
displacements.

V!  Velocity an unchanging diffraction pattern would need in order
to give the observed fading rate. v ==§o/%o where £ and
satisfy the relation p(g,0) = p(o,T) A.1l

V. V& as seen by an observer moving at the velocity V. This is a
measure of the rate of change of the diffraction pattern with
time.

Subscripts t and 1 will refer to the transverse and longitudinal

components of the above variables, with respect to the expected

direction of arrival of the scatter signals. This direction is at
right angles to the line joining the antennas.

The simplest case is where the pattern is assumed to change with
time but where the scale size is independent of direction over the
ground. This is called an isometric pattern. In this case

1 = 1 + 1

' 2 2 212
(vr) (v}) (Vt)
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It is easily shown from this that V! < Vé
But V = (V! 2/V' oithat V2> (V')Z/V A.2
& SO /'t )
2
Now VV' = V5 + V2

and in this case Vé =0

so that Vt = V
? *
But V% =V
so that V% > V¢ A.3

From Eqn. A.2 and A, 3 we finally have

(v1y2
St Ly vt A4
1
Vt
Because of the geometry of the Ottawa ~ London circuit, the
diffraction pattern on the ground must be highly anisotropic. The
axial ratio of the correlation ellipse is approximately six, with
the minor axis in the dirsction of the line joining the antenaas.

In the notation of Phillips and Spencer, r ~ 6 and {~0 degrees.

For this anisotropic case, the 'true! drift velocity is given

vV = [1+ (r2~ l)coszwjfcos(ﬁ - @a)](Vg)i

[1+ (r%- 1)cos2@ - $)1v

wvhere & is the true direction of drift, and

®, is the apparent direction of drift.
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Since r25>1, y~0, and V; = V%cos§a: we may write this as

2
v [ (V)% | 72 cos(e - 3,) 1
Vi J\ 1+ r%0s% /| cos e,

In our case we may write

2 .

tan 8 ~ rTtan @a since g~ 0

so that
. 2
3 > @a since r>>1

Thus

cos(d = 3,) < coss if & < 60°
and finall

Y (V')2 | rzcos2§
vV > c’t
vi (1 + r2cos2 ) (cos @a)

The term r2c0s2§ has a magnitude always greater than

(1 + r? cos2§)(cos 3,)
approximately 1 for all directions of drift & , except for a region
within 1 degree of 90 degrees. Thus, as for the isometric case, we
may write

vV = (Vé)% A.5

1
Vt

A derivation, similar to that leading to Eqn. A.3, gives again

t >V
Vt

so that in this case also, we have

2
VT
( C)t < V < V{ A.6

]
Vf

o
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Bounds may also be placed on the fading velocity Vc'

We may write Vg =

= ?
If v Vt
then Vg =

Vvt

W - v2

t e (vp)?

But < Vf,: so that

= 0
and finally Vc =0 A.7
If, on the other hand V= (Vé)tz:
?
Vt
1
Vt ;{
2 24 2
< Ve
Ve
t
2 (v?)
t
< (Vc)t 1~ ( ct) A.8
) 4
Vt
From Eqn. A.7 and A.8 we may finally write
. 1
[ (v1) | 212
1 c’t
0 = Vv, s (Vc)t 1 77 A.9

S gl

i RN



APPENDIX B

TIME DISPLACEMENTS RESULTING FROM MORE THAN ONE SCATTERING REGION
The relationship between antenna separation 1, and the corres—
ponding crosscorrelation function time displacement t is shown in

the L-t diagram of Briggs and Phillips (1950). This is illustrated

j_rl Figo B.lo v

The I-t diagram

Fig. B.l

Observed time displacements correspond to the times at which
vertical lines (representing the time axis of the temporal cross-
correlation functions) at various antenna separations intersect the
V! line. It has been shown in Chapter 6 that two scattering regions
will usually give rise to a diffraction Pattern on the ground which

is the sum of the patterns due to each region separately. In this

82
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case, the following L~t diagram may be drawn:

* Y

The L-t diagram for Two Superimposed Patterns.
Fig. B.2
The resultant crosscorrelation functions at any antenna
sepapation L may be found by summing the amplitudes of the two
characteristic ellipses along a vertical line drawn through L. A
variety of results may be obtained depending upon the orientation of
the characteristic ellipses (proportional to bPattern drift velocity)
and the eccentricity of the ellipses (proportional to the time rate
of change of the pattern). By way of illustration we assume that the
resultant diffraction pattern on the ground is the sum of two diffrac~
tion patterns with the following characteristics:
A. Amplitude: 2 units
Scale size: 15 metreg
Teﬁporal autocorrelation function width: 10 msec

Drift velocity: 104 m/sec to the left
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B. Agplitude: 1 unit
. Scale size: 45 metres
Temporal autocorrelation function width: 32 msec
Drift: velocity: 10% m/sec to the right
The resultant correlation functions for antenna separations of o
(autocorrelation), 2, 4, and 6 wavelengths are shown in Fig. B.3, and
the resultant displacements of the peaks in the correlation functions,
as a function of antenna separation, are shown in Fig. B.4.
It is seen that Fig. B.4 is a good approximation to Fig. 4.17.
It is possible to explain the more complex plots of Figs. 4.18 and
4.19 on the assumption that three or more distinct scattering regions
were simultaneously in existence. Generally, patterns with drift
components in opposite directions are required to produce plots similar
to Fig. 4.17, in which both positive and negative time shifts are obe
served.

The slopes of the above Plots, in regions not near the turning
points of the curves, give approximations to the velocities of the
separate scattering regions. A one-to—one correspondence between this
type of velocity measurement and specific scattering regions breaks
down if the number of scattering regions is large, but the derived

velocities may be looked upon as typical of the regions as a whole.
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Time Displacements (msec)

// 17.5
a

+22,

b

..37.5

Antenna Separation (met;dg)

lys

Figure B.4

Time Displacements, as a Function of Antenna

Separation, of Peaks in Correlation Functions
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