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. ’ ABSTRACT o

Tlie; relatiire reinforcing effecﬁvenesslr})f‘timing stimuli that terminated
+in food presentation was a-assessed. Pigeons were presented with a choice |
betwe;an timing stimuli with differing quantitative and qua.lit;ative informational
value. The choice response initiated an interval containing different
stimulug changes (e.g., six two-second stimuli ve;-sus ‘one twelve-second
stimulus). Either stimulus sequence always terminated in fo&i:l presentation,
or food availability in the response contingent groups. .

 The data were interpreted to ind.icgte that timing info?mation- does not

have an appreciable differential reinforcing effect. Thus Hendry's

information hypothesis was not supported as a predictive model. It was noted,

that information does have a dominant effect on beMavior in its preéen_cé.
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CHAPTER 1 .

3

INTRODUCTION .

Conditioned Reinforcement and Observing Behavior

A reinforcer is defined as a stimulus which when presented following
a response, increases the rate of o§currence of that response class.
Conditioned reinforcers are defined as stimuli which function as Are\info;cer_s
< onl¥ by virtue of A specifiable training history. Extensive revieis of .
condiﬁoned feinforcement have been p;'ovul::d by Kél‘leher and Gollub (1962),
Wike (1966) and Hendry (1969a).
The variableé ‘which afféct the acquisition, ‘r'r:ainte;xa;ice and loss of
conditioned reinforcing effectiveness are commonly investigted us{ng various

~

chronic procedutes which retam primary reinforcement, such a.s/ cha.m,

rder, and observing response schedules. ‘The more tradxtional

method inyolved the development of behavior maintained by si;gna.led

»

. primary reinforcement. The reinforcing value of tbe signal which preceded
[ / \ B
primary reinforcement /wés subaequently tested byg;omparing extinction with ~
) .

tlie sxgnal retained as companed to, a condition~in which the signal was

absent A better but aimllar technlque was to make the aignal contingent ona

¢
""new" 'response. If the signal was effective in slowing exﬂnctiou in the

. ) P
[ . 1
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,~first case and increasing the rate of the new response ig the second case, it
was by definition-a conditioned reinforcer. Unfortunately, these extinction
methods did not usually genérate large effects and they did not enable a

»

chronic investigation of the factors involved in cénditioned reinforcement. °

Wyci(off ¢1959) .discussed the difficulties with the extinction methods and the

]

importance of conditioned reinforcement. He pointed out the necessity of
ipvestigating conditioned reinforcement by chronic methods such as a choice
! -
. or concurrent schedule in which an alternative response produced ciifferentb !

. Ostimuli correlated’ with the schedules of rginforcement.

3

Wyckoff (1951) had earlier introduced a procédu.ﬁre which allowed this

' . N,
type of chronic evaluation ¢f conditioned reinforcement. He found that when

& -

discriminative stimuli were éontingeiat upon an overt operaxit, they were
< *j" T :

sufficient to develop and maintain that operart. chauée these responses

. k]

produced stimpﬁ which were correlated with the differert schedule

. ' cont_i‘ngencies,;he labeled them observing responses. Observing responses '

only preduce corrﬁlated stimuli (i.e., observirng stimuli) and do not

differentially effect the scheduling of primary’ reinforcement. Wyekoff

4

labeled responses_instruni tal in producing primary reinforcement

effective responses. Obpérving behavior provides a direct measure of 4

conditioned reinforcement. A stimulus differentially correlated with the

<

schedule in efféct is the only result of. and thereforé the sole support for,

the observing nesiponse. ) i
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Thegeneriﬁfy‘%f observing behavior has been demonstrated ig
» nUmeroys sxmataons Observmg behavior canbe generated and maintained: .
A) by stxmuh cornelated with various sc.hedules of pnmary remforcement v

0
-~ (Levis and,_Perkms, 1965; Dinsmoor, Brown and Lawrence, 1972; Kendall,

¥

- 1973a); B) under several obseMg nesponee scgedules (Schaub, 1969; @ |
h * ° Branch, 11‘)70; Kendall, ;933b); C) using various durations of the observing
, stin:mlus((Hendry_ and Dillow, 1966; Kendell, 1968; Dinsmoor, Brown,
- Lawrence and Wasserman, 19'71);‘ and D) with seg%r;l smci%s (Kelleher,

1958; McMichael, Lanzetta, and Dfiscoll, 1967; Steiner, 1967).§
» c . 4 ..J:) N . Q’

, The Theoreticel Acca:n\te ‘Y o .

It has been repeatedly demonstrated that stimuli which are

.;v . differentially cerrelate;i with subeequeet schedxﬁes e.f prii:eary reinforcement
are cap@}e of re}iablyoremfommg conﬂngeet'ee'sponses‘s,i. e., observing
w_behaviof. These sﬂmuli which are differenﬁiﬁy correlated with sch,edule:s D
of reinforcement are f;'equentl;y termed discrimipative stimuli. For

example, Hendry (“1969‘a) defined @mcrimmauve stimuli as "any of the
fnembere of a set of stimuli correlated one-to~one witb d{ﬁerept schedules of
reinforcement (0. 430)." This would therefore imply that discriminative
etimnli are cohdiﬂoned reinforcers. Unforhmately the term "discriminative
stimuhs has been X:rgmly defined to denote other ;‘gogerﬂea and

* procedures. Four factors may recaive emphasis in its definition: pairing

with the reinforcer, setting the occasion for a specific required %reeponee,

.- . o
° X .
. . :




being correlated with different séhedule requirements and controlling

R . behayior differentially. Which factor is emphaéized is typically determined

by the theory utilied to account for the i'?ilnfotcing effectiveness of

‘&

o ) s
schedule correlated stimuli. The traditi¢nal definition (i.e., a stimulus
. / .

k!
‘ which sets the occasion for a specific inforced_opei'an't) will be used in the

present paper without implying any the fcal orientation.
L

Hypotheses of two general types have been advanced tp account for'

o the reinforcing effectiveness.of conditioned reinforcers in general and

. .

discriminative stimuli in particular. The first type of hypatheses are those -
“that implerhent simple stimulus-reinforcer pairings, or those which

implement stimulus-required ngsmnse-reintorcer relationships and thereby

emphasize the associa;iox; of t.g)stimulus with th/diprimary reinforcer.,

The seco;:d general types are ihose hypotheses which invoke m’e;:hmms \
. other than'simple asspéiation with the primary reinforcer. .Tllmese approaches
emphas?ze.the predictive relationshi;; of the“stimuli to scheduled events.

14

Contiguity Hypotheses

L. -

Y € . - ,
The approaches which emphasize the association of the stimulus with

s primary reinforcement or with the primary reinforcement schgdufe will be

labeled the contiguity hypotheses. An early proposal (Hull, 1943) suggested
\ . B that "a stimnluﬂ gradually acquires its powers of secondary reinforcement as-
it acquires the power of evoking the reaction conditioned to it."" Schoenfeld,

Antot;itiq_uxd Bersh (1950) suggested that a stimulus must control different

v
13




behaviors preceding the primary reinforcer in order to function as a

= conditioned reinforcer; They demonstrated that a stimulus which occurred
during eating would not subeequently reinforce an operant, while a s‘dmulus
which was presented priorn‘to eating could serve as a reinforcer. ‘Dinsmoay
(1950) provided additi‘onal support for this interpretation. He found that
extinction of the discriminan‘w‘e properties of a stimulus eqdally detracted

) from its conditioned reinforcing properties. Furthermore be found ‘that
extinction of itd ’feinfoncing properties equally detracted from its

' discriminative eﬁecﬁvenese. | | ‘

Wyckoff (1952) therefore suggested that there u)ras sufficient evidence
to x,edxcate that stimuli which set the occasion for reinforced operants were
in fact conditioned reinforeers and that the acquisition and maintenance of
observing behavior cquld be accounted for with that mechanism. Wyckoff

)
, also proposed that djscﬂmidaﬁve stimuli would reinforce obs:rving behe/vior /
only to the extent that they coqtrolled di'fferential responding. I‘(elleher and
Gollub (1962), also within a contiguity framework, however have suggested
that a stimulus need not set the occasion for a reinforced operant to
function as a conditioned reinforcer. They proposed that the reinforcing

effectivepess of a conditioned reinforcer varied with the frequency with which

»

it was associated with primary reinforcement Lo
Basically the contiguity approach invokes simple conditioning based o
“on differenﬁal assoclaﬂon of the stimuli with prlmry reinforcers to account
for the reinforcing eﬂecta of coudmoned relnfox/'/cm This formulation is..




o ‘ ) 6

not entirely sufficient however, Observing response studies have found that
£ , ’ ' B
an animal will usually work to change from a combination of schédules under

a common or uncorrelated stimulus (eg. 'mixed schedule) to a condition in
. ) )

which each schedule is associated with a particular stimulus (eg. multiple

schedule). This requires some additional factor, in that overall association

]

with primary reinforcement is equal in both of these schedules.
)

The contiguity approach must therefore posmlam non-linearity in the
reinforcing effectiveness of scheduleé of reinforcement. Wyckoff (1 952)
suggested that a single stimulus which was associated with reinforcement
’ half the time was not as reinforcing as a combination, éothiMng one
stimulus which was never associated with reinforcement alternated with
another which was always associated with reinforcement, i.e.,

S T Sso%R+ 50%R <S1009R * S1004R

——D

-

Bower, MéLean and Meacham (1966) have also proposed that the

~

contiguity hypothesis implied a weighted avel;aging process in the determinatioh

of the total reinforcing effectiveness of schedules under correlated stimuli.

<2

i ‘They suggested that the high density component schedules contributed

T
dispréportiouately large amounts to the overall reinforcing effectiveness of

' 9

the combination of separate achedules, and that this disproportionality was
imposed on the stimull associated with those schedules. The implied

‘relationsh,i_p. therefore, between the conditioned reinforcing effect_ivenees of

stimuli associated with a single fixed (eg. FI 2), a variable (eg. VI 2 or

°




mix FI 1 FI 3), and a combination of more than one fixed schedule under

separate stimuli (eg. mult FI 1 FI 3) are not necessarily equivalent.

Information Hypotheses

‘ The' alternative approaches used to account for the reinforcing
effectiveness of conditioned reinforcers utilize a fundamentally different
zipprc;ach. They implement mechanisms other than simpie conditioning or
postulate other mechanisms. 'I‘ypic.ally, these a'pproaches stress the |
predictive relationship between the stimuli and different schedules:of
reinforcement. These interpretations will therefore be labeled the
information hypotheéés. 3 . ' *

Perkins (1955, 1965, 1968) suggested that a schedule‘ correlated
stimulus allowed the animé] to make appropriate pfépafato:y responses,
thereby increasing the total magnitude of reward associated with the si’tuattqn.
Unlike the contiguity interpretation, Perkins' interpretation implies that N\
opportunity to prepare for the occurrence of any primary event, is -reinforcing.
Thus the schedule correlated stimuli would be reinforcing even when they

signal extinction or aversive contingencies.

Al

Berlyne (1960} advanced a similar mechanism to sccount for the
conditioned reinforcing effects of observing stimuli. He proposed that the
negaﬁvedrivem"tmcarmnty‘ mwrmdinnmbm'nltuﬂon-
thatu. Mmdmwnymwmw
mmmm
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W g ‘ ’
X Ty A H
p The temoval of uncertainty \Vas postulated to be reinforcing through drive
+ ‘ . .
reduction. Berlyne suggested that the typical vbserving response paradigm

[ 4

in which two or more schedules of reinforcement alternate unpredictably

without correlated stimulus changes generated uhcertainty. He also stated

4

that respo;ises which resulted in the occurreixce of schedule correlated

stimuy (.i.'e.-', observing responses) were reinforced by uncertainty reduction.

‘/ Both Perkins and Berlyne emphasized that schedule correlated -
stimuli became reinforcers whether they ‘sigrlm.ledmprimary reinforcement or
extinction contingencies. In their interpretations the predictive relationship
of the stimuli with their respective schedules was the source of the éonditioned
reinforcing effectiveneS‘s of the observing stimuli, not the association of a
stimulus with primary Areinforcement. These inform;ition approaches invoke
new mechanism; to agcount for the reinforcing effects of observing stimuli,

; "preparation” in thé case of Perkins and ""uncertainty” in the case of Berlyne.
The major factor differentiating the pl'édiCﬁ(;lﬁ of th£s appfoach from those of
the contiguity approach is that both ;or all) relevant stimuli in an observing

L)

. response paradigm-are thought to be reinforcing, including stimuli associated

with extinction. ‘ '
The interpretations offered by Perkins and Berlyne appear to be

¢ontraindicated by several studies in which variability or uncertainty was

preferred. Leventhal, Morrell, Morgan lnd‘m (1959 iunni s

W e S B

preference for two pellets every other trk




nine seconds of delay of reward over a constant five sec;)nd delay; Pt_n’bols‘
§1962)‘ presentefd da;ta indicating a preference for an alternation between zero
a;ld ten seconds delay ‘of‘ reward over constant five seconds delay; and
Herrnstein (1964) found a preference for a variable schedule over a fixed
interval schedule set at the arithmetic mean of the variable schedule.

In these situaﬁons--anix;:lals preferred the schedule with variability
under a single stimulus condition over a fixed contingency schedule with the
corresponding mean value. These preferences would minimize the
opporml;ity for precise preparatory responses and maxlmi‘ze uncertainty.
Perkins and Berlyne ca;ld rejoin, albeit weakly, by indicating that their
:formulations are in terms of additional reinforcing effectiveness provided by
correlated stimuli and adequate preparation. Therefore, in situations where
variable schedules under a singie stimulus are preferred to fixed scix_edules,
. the additional reinforcing value that they post:xlate may not be o’perat:lve at
.~a.ll or could be outWeighed by some other mechanism.

The information hypothesis implies that a multiple schedule (eg.

.E_ult_ FI1FI3)is more reinforeing than its respective mixed schedule (eg.
mix FI 1 FI,:;) because the sti‘mu-li provide information. This approach is
-indeterminant concerning the effects of the primary reinforcement schedules
in fixed (eg. FI 2), variable (eg. VI 2 or mix FI 1 FI 3), or more than one
-fixed schedule under correlated stimuli (eg. nmlt F11 F13).

Konddl and Gibson (1965) pmtdeddmwﬂohmdlocﬂﬂcal of

memcmwbyﬁoinformmw. They found that a




A ‘ 3 \\"q\

~ mixed FR 50 FI 2 minute schedule wuld maintain observing behavior if both

of the stimuli correlated with their respective schedules were available or

if only the stimulus associated with the FR schedule were available. However,
if the FI stimulus wére available and the FR stimuius were removed,

_observing behavior det€Tiorated and schedule control was lost. This finding

odule stimuli had different reinforcing/ effectiveness.
ﬁeither the preparator} response nor the reduction of untertainty hypotheses
would seem to, have been able to predict these results. As ;{endall and
Gibson noted, there was no reason to suspect beforeband that the FR
étiniulus reduced more uncertainty or providqd‘for better preparatory
responses than the FI stimulus. Kendall and Gibson's ﬁndings were

‘ essentially corroborated by data obtained by Kendall (1é_72) :

’

. ,
Hendry's Information Hypothesis -

Hendry (1969b, 1969c) has recently fo;'malized a.;.)redictive account
of the mechanism involved in the éeveldpment of condiiioned refnforcement.
His approach is based on observing response investigations, and is similar
to Berlyne's a;proach. Hendry (1965) initially gosuilated that stimuli
correlated with a schedule of i.'einforcement were mi'n.forcinf by providing

rinformation', and that both positive and negative discriminative stimuli

'were reinforcing. He furthermauﬁdthﬂam ocould be both




components of a mixed VR ext;nét:ion schedule would reinforce observing
behavior and, furthermore, that the stimulus‘ associated with 'the extinction
component could remforce response contingent removal, This latter finding

supported his contention that a negative stunulus was both posmvely and

negatively remfommg. He also found that the observing response rate was
highest when the probability of obtaining the stiinu!us .associated with the VR

4

, components was at an intermediate value (i.e., near 50%).

Hendry interpreted this final result as strong suppart for the
contention that informatiqn was the reinforcigg factor in observix-)g respc;nse
maintenance, rather.than association with the primary reinforcer: e
pointed out that the assoc‘iation with food was highest when every sti;nulus
was associated with primary réinforcement, however, uncertainty. was
lowest at this percentage. On the othe;r hand, uncertainty was maximal
when either schedhe was;equally probame,. however, association wit}: food
was only at a moder";te value. -

~ Hendry (1969b) pointed out that the traditional discriminative
stimulus approach (Sldnner. 1938; Keller and Schoenfeld, 1950) cdncerning
the source of conditioned reinforcemgnt vilue could not account for all of
the data. Ferster (1953) and Autor (1960) provided evldenc; indicating that
the establishment of a stimulus associated with the 'ﬁnal link in a chain as a
copditlohed reinforcer most likely diq 130t require it to control a specific

reinforced operant. Also, that its i'éinforcing effectiveness typically varied

with the frequency of reinforcement in that link not the specific rate controlled, 'c\\wl

»

2




Kelleher and Gollub's (I962) review has also argued that discriminative ~

stimﬁld'g”progerties are neither necessary nor sufficient for conditioned :
. reinforcement. - R " B
113 addition; Hendry (1969b) noted that there weére data available whict}
were contrary to the predictions of a simple stimulus-reinforcer pairing‘
explanation of c«:nditionet'l rainfoncement.. He cited the findings of Egger *
and Miller (1963, 1963) whjch indicated that the temporaliy. first éﬁmulus to
ﬁold_a neéessa.zy'and sufficient relationship with ‘the subsequent presentation
of food, became a; more'éﬁ'oictive reinforcer than a stimulus which had -
occu«rred closer to food presentation in the traditional sense of "pairing’.
AReaco‘rl'il (1968) provided additional databearing upon theories of
conditioned reinforcement which utilize a framework based on siraple pairing
” of the stimulus with Vthe primary reinforcer: He varied the probability of
shock in the conditioned stimulus (CS) interval and the intertrial interval
(ITT). When the Mmues wereqequal he obtained little conditioning;
however, when shock probability was lower in the ITI, he did obtain
conditjoning. This demonstrated a case where l::ontiguity of the Cg with - '
shock remained the same but‘ conditioning varied with ITI shock probabiljty. °
His finding did not support tbe notion that simple pairing is sufficient to
establish- conditioning or ecndtiqned-minfo‘rcen;ent. ’

" Bloomfield (1972), Wilton.(1972) and Baum (1973) have also proposed

accounts which favor an information approach to conditioned reinforcement

and have added credence to Hendry's attack on "contiguity” and 4control of
. Lo -~ - :

-
L4 )
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responding’ as the basis for conditioned reinforcement. Bloomfield and

Baum have noted, however, that ultimately it is unlikely tha¢Contiguity
theories could be denied by removing contiguity while maintaining a
predictive relationship. In all cases, hypothesized events could be postulated

-

which would allow a contiguity interpretation to be }sed. This, however,

could be viewed as extending the meaning of contiguity to the point that it

becomes equivalént to information.

Information and 'I‘iminLStimuli

Traditionally the observing relsponse method of assessing conditioned
reinforcement has been applied to stimuli correlated with the presence or
absence of primary reinforgiement (Wyckoff, 1952; Prokasy, 1956). This

atype-of.schegule ?orrel'ated stimuli do not exhaust the meaning of schedule
correlated stimuli, hc;wever.. ‘Stimuli correl;ted with two different schedules
both terminating in pﬁmary reinforcement can also maintain observing
behavior (Kendall: 1965a; 1965c). There is a third procedure in which
stimuli can be related to primary reinforcement as infqrmative stimuli.
Stimuli can be temporally correlated with primary reinforcement, such as in
Egger and Miller's (1962, 1;63) designs. Stimuli /Vhich"are correlated with’
the passage of time in a temporal schedule of relnetorcement ’are labeled as
"ti.ming"' or "‘clock" stimuli. Variws.mvesﬂgators have provided data.

. ‘ G,
concerning the discriminative or controlling effects of these temporally

>

correlated stimuli.




Ferster and Skinner (1957) demonstrgted that the addition of timing
stimuli to fixed interval schedules had the effect of delaying the onset of
responding and increasing the abruptness of the transition from the.initial
low rate to the final high rate. Segal (1962) investigated the leffects of
response independent and response dependent timing stimuli ‘in fixed interval
schedules. Her data could not easily be used to assess the reinforcing
effects of the timing stimuli, however, because the response which satisfied
the contingency to produce the clock stimuli also satisfied the fixed interval
requirement. In addition to finding the suppressive ef{ects of early response
indefmndent timing stimuli, she found that response dependent timing stimuli
slightly increased the proportion of responses occurring in the middle
« components of the interval when compared‘ to the condition with rfesponse
independent ?lock stimuli. She also found very low ratés during the first hil
fourth of the interval regardless of whether the timing stimuli were response
dependent or response independent. She interprete& this -latter finding as
éuggesting that the initial stimulus functioned as an S~ or punisher.

Hendry and Dillow (1966) proposed that stimuli which were correlated
;avith the passage of time in interval schedules provided information and
would therefore reinforce observing behavior. They presented data which
indicated that clock stimuli did function as conditioned reinforcers. In one
of Hendry and Dillow's (1966) experiments, observing responses
intermittently produced timing stimuli which partially converted a _;ta.nd__e_g

FI FI FI to its respective chain schedule. In ﬁneir two remaining e;:periments.
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timing stimuli "associated with blocks within a simple FI schedule could be
obtained by an obserw'fing response. Their data indicated -thgt observing
behz-ivior was maintained throughout ‘:l'ie interval. They also found t:at the
-étimulué‘ which controlled the highest observing response rate was typically

the stimulus associated with the middle temporal blo¢k of the interval, not

i
P

~the initial stimulus which the Egger and Miller (1962, 1963) formulation
would have predicted. Egger and Miller had postulated that the first »
stimulus‘to hold a necessary and sufficient relationship with the éubseqxent

presentation of food was the occasion for the maximum amount of drive s

.3

reduction and therefore should become the most powerful cb;iditioned

reinforcer.

o

N The mo;t apparent interpretation of the c;)ntiguity‘ hypothesis was not
‘confirmed by Hendry and Dillow either. The final temporal sti;!ml;xs,L whicoh
was most closely associated with food presentatic:n did not control the
A . . highest observing response rate. 'Hﬁwer. Keli;her. Riddle and Cook (1962) - .
- !

and Kendall (1965b, 1965c) indicated that observing responses may compete

unfavorably with eﬁecﬁvg responses when food controlled behavior is

occurring at a high rate asin the final segment of a fixed interval sthedule.
 m addition to p;)stulatlng that timing stimuli were reinforcing, He@ ; ‘ =
and Dillow (1966) concluded thaf: 1) "timing cannot be accomplished by mere' .
activitfw'i'thmt systematic sensory cmumenceg", in that explicit timing s
stimuli were reinforcing relative to the po timing stimulus ca:&ition; and,

2) "all clock stimuli not just the stimulus closest to reinforcement became o
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.reinforc:ing", in thas all stimuli controlled observing behavior, including the
stimulus associatedewith the temporal block furthest removed from the

occurrence of the reinforcer even whén it controlled a near zero rate on the
food key. )

"Hendry and Dillow interpreted their data as indica:ting thai stimuli,_
other i:han the’i.nitia.l stimulus would reinforce obsérvi;lg behavior, thus
exteﬁding the position of Egger and Milier (19\62', 1963). _Other investigators
have demonstrated that stimuli other than a fmal predictive stimulus would
reinforce observmg reSponses (Mltchell Perkins and Petkins, 1965; Bower,
McLean and Meachgm, 1966; and Kendall, 1969) thus extending a strict
cdntiguity l;ypothésis. JIt would appear, therefore, that neither the first nor
‘the final predictive stimulus is' entirely responsible for the cc;nditioned
reinforcing effects of tim.ing stimuli., It may be fhat the relative frequency
or Ehe temporal point of change of timing stimuli, within a particular
interval,. and between alternative timed intervals may in some way

‘ 3 ’
differentially contribute to thé conditioned reinfording effectiveness of -

stimuli within any particular interval,

r
i »

. Present Proposal

:ﬂr It would be useful to.assess some of the implications of timing

lnformation. Hendry and Dillow (1 966) had proposed that timing stimuli were
lnfor£adve and tbere'tore reinforolng Unformifately they had compared the
tétal reinforcing effectiveness of explk_:it tiJning stimuli with a response

.
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_requirement, relative to the total reinforcing ef.fecti;reness of "mterhal ‘

‘ Lo ' timing stimuli" witj;out a response reqmrr.qxent. It is 1mportant therefore

ey °

_ to assess the remforcmg effectiveness of timing stimuli m a situation where

both alternatxves had 1dent1ca1 response requlrements and one in which food.,

-

‘controlled behavior did ot compete with observing behavior.

~. S . > - o

v An addlnon.a] factor conspicuously 'absent. from Hendry'e information o
.. : i hypothesxs was that he- made no substanha.l statement concerning the
concomltant effects a sﬁmulus can have on the rate of occurrence of behavior.
A ‘s;:imulus can exert control over responsee which follow its' onset as well
as those which precede it. Traditionally, these relationships :have been
“termed stimiilus contrpl and schedule control, respectively. |
‘ (_,/ ' It has been pr0poeed recently éloomﬁdld 1972' Bolles, 1972) t.hat a A
stmmlus correlated with the occurrence of primary reinforcement can lead
) to behavnora.l effects iollowing its ohset due to its predictive property alone.
[' Bloomﬁeld and Bollea cite c'laselcal conditioning and autoehaping (Brown and
A : Jenkins 1968) as examples. Data concerning the factors involved in,
\ | . :mtoshapmg are very sparse, unformnately. The antoshapmg literature

, (eg BrownandJenkins 1968; Williamsandwmiamg 1969‘ Gamzua.nd

\ Williams, 1971) has McM%ever, that a sﬂmulus with & du'ferenﬁal
V) ' . ~——
predlctive* relationship with the occurrence of primary ,roinforcement me
) reliably evoke a co:nplex skeletal behavior, such as key pecldng The ef!ect

qccurswiﬂnoﬁtprlorkeypecktraming hndevenwhenthepeckdelaysor
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finding sugges't's fhat a s‘imple ex;)lanation of autoshaping in terms .of
superstitious behavior is inappropriate.
‘ - It would be useful to extetid' the assessment of the relative reinforcing
and controlling effectiveneés ’of‘ ti:ning stimuli to a variety of ébmplex types
of sequences. The relative reinforcing effectivenqss could bt; determined
when both sequences p;ovidéd some tinking iriforrx;aﬁon but differed with
respect to t’lllel quAantity or qua}ity of information. Hendry's (1969b, 1969¢c)
}proposals suégest that Qario_us ty;‘“)es of i';xformation would have various _
reinforcing or controlling v.alues; but he does not i).rovi-c‘lle aﬁy épe‘qific
predictions. Information theory is in néed .of data on which to build
systematic predictions.
’ A simultaneous assessment of both effects (i.e., reinforcing and
controlling) of the informative stlmuli coqld be 1mplemented in a choice
desig: by providing a choice between two response initiated, but otherwise
response independent,, stimulus sequences terminating in response -
indeée?dent {ooci presentations.' Differential choicl:e measures would indicate -
differential reinforci.né eﬁectivgness of compared®iming sequences. Hendry
(1969b) and Honig (1969) have t;_oth pointed out that choice desigms are
especially sensitive for an @ysis of this type. Different distributions of
stimulus evoked respon&ng during the interval would simultaneously indicat;
the ﬂliﬂex;enﬁal controlling eﬂ"ects of informative stim;xlf.:
An added advantage of this design would be that the stimuli would not

" necessarily function as discriminative stimuli, in that they would not set the -
+ - ?‘_
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_ occasion for a spe(nﬁcally remforced response. The source of their
remforcmg effects would be limited to t.helr 1nformation\ralue That is,
there would be ng, wcessity of interpreting the timing stimuli as reinforcing

by -virtue of‘their Being discriminative stimuli. A subsequent determination

. &

of the effects of the sequences as discriminative stimuli could be made

. - which would allow a comparison of both the reinforcing and controlling
effects of timing stimuli both when they were and were not discriminative *

The initial responsé requirement of a response choice qlesigg' would
insure an orientation toward the key.” Suthertand (1959), Hendry (1969b) and
Bloomfield (1972) all suggest that stimuli which are informative will be
nregistered” and attended to". It should be expected, therefore, that the
stimuli would not only be "potential" stimuli but "effective" stimul}. It | .
would also be eéxpected that whatever differential contro\ informative stimuli

exert on behavior, that that control would be apparent as either a differential

choice or differential distx;ibuﬁon of evoked key pecking within the interval, or
The present investigation was therefore undertaken to assess the
control exerted by timing stimult, The effects that the timing stimuli had on

behavier which preceded and followed their occurrences was observed in

both reSponse independent and response dependent intervals in order to bring
data with a broader base to bear on Hendry's information hypothesis of

L. conditioned yeinforcement. Rather than limiting the design to a simple
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contrgsting of information versus no information, various types of .

2

W
v

information, i.e.,timing stimuli, were consrasted. 'Thus the effectiveness ?
' of sonie qualitative and quantitative types of information was assessed. The
— ‘mztative; type utilized different numbers of c(l)mponent stimuli. The
qualitative type utilized diﬁ'.erent temporal locations for the onset of a second

.stimulus within the interval, Egger and Miller's(1962, 1963) formulation

L

suggests that temporal priority is th:a mzuor determinant of conditioned
reinforcement. Kendall(1969) demonstrated ‘that schedule correlated stimuli
woula -maintain observing behavior early in aninterval even when the stimuli
were availiable later in the interval without a response requirement, and
before any food controlled behavior was necessary - Wilton(1972) has proposed. s
that the alternative which provides a stimulus change followmg a shorter delay
would be more reinforcing than one following aglonger delay. A formal property
common to quantitative and qualitative variations of information of this type has

» not been advanced however.

o




CHAPTER I

METHOD

Hendry and Dillow (1966) postulated that interval schedules with
explicit timing stimuli were more reinforcing than interval schedules without
ex;_)licit timing stimuli. The effectiveness of several patterns of timing

stimuli in both reinforcing the behavior which produced them and controlling

the behavior patterns which occurred during their presence, were assessed

in the present investigation.

Subjects : ;

Twenty-six naive, white carneaux pigeons from three to five years old
Twere ma.intain:ad between 75% and 85% of their free feeding body Weight"a.s .
determined at the beginning of the experiment. - ‘

-

3 ,
Five experimental chambers were used. Four (A,C,D, and E) were
305by305by381min02by}€by 15 inches) liigh, similar to one described by

Ferster and Skinner (195'7) and Hendry (196%b). The top, boitom, and three

21
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sides were pa.inted high gloss white. The remaining sidt;es, the response ST
panel, was an aluminum plate. A grid floor was provided.

Medially located on the aluminum plate, 89 mm (3. 5.inches) above the
grid ﬂoor, a 64 ‘mm (2.5 inch) diameter aperture permitted access to the

\ grain rei.nforcer. Six watt houselights covered with white translucent domes

- were 114 mm (4.5 inches) to eithér side of the food aperture. Two 19 mm

¢ (0. 75 inch) circular translucent gperanda or "keys:' were mounted on the
plate 241 mm (9. 5 inches) sbove the grid floor and 75 mm ( 3 inches ) to
eithei' side of center.. The keys were acijusted to require ammly ‘
15 grams (0. 15 N) force and equal excursion for their-operation. A reéponse
"feedback" relay which could provide audible clicks was centrally mounted °
behind the aluminum plate. Seven-watt Chﬁm tree lights, also mounted
behind the aluminum plate, could tra.nsillum:lnate the keys with various
colors. A vacuum hose provid;d ventilation for these chambers. Chamber E

7 ;

*  had two sheet metal operanda mounted on the grid. These "treadles”

* extended 51 mm (2 Jhches) to either side of each key and projected 102 mm

(4 inches) from the piate. The treadles were adjusted to require '
approximately 60 grams (0.49 N) force and equal excursion for their
operation,

The rexhalni.ng chambér. B, was smaller; it was 280 by 280 by 280 mm

(llbjllbyllinchu)hjgh. Theinterlormrfaddswerepdﬁtedh!zhslm'
white. An expanded metal floor was provided. Meglially located on one wall

114mm(4.51mha¢)|bove&anmr‘a51mm(2ﬁimh)dim&erapemré

st




permitted access to the rei'nforcer.‘ A translucent panel mountgd in the .
ceiling above the food aperture could be m.nsi;.luminated to provide general
illumination. Two 19 mm (0. 75 inch) circular trapslucent keyq were
mounted above the food aperture 229 mm (9 inches) above the floor and

89 mm (3.5 inches) to either side of center. The keys were adjusted to
require approximately 15 grams (0. 15 N) force and equal excursion for
their operation. Sev?—watt Christmas tree lights mounted behind the
response pan‘eI could transﬂluminate the keys with various colors.

All chambers were located in a room in which masldngnoise was
pfesent at all times. Conditions were programmed and recorded from an
adjacent room on sﬁandard;electro mechan‘ical devices (Ferster and
Skinner, 1957; Dinsmoor, 1966). An EBterline Angus 20 pen ev‘ent recorder

was also used.

Procedure

Sessions were conducted daily. Sessions ct;nta.lned appmudmately 50
reinforcer presentations. Varisble periods ’qd’blgckmt ;areceded and
| followed every session. Before the pigeons entered the first phase of their
respective conditions they were adapted to the experimental chamber‘,
magazine trained and shaped to peck both keys which were dark. The birds
ofCondlﬂonEwerenotshapodtokaypeck. Wbenoneotﬂnlargartonr
chambersmused, these pecks were woompaﬂedvﬂhtmkchch

msmmmmmmw'mmomn.

v




r ) * 24
- . The experiment was composéd of five conditions, each condition was
. divided into phases and the phases were divided into subphases. Each

cowedition' used different pigeons and compared a different pair of timing '

s@emes. A change in phases waJ: a major modification of procedures
within a condition whereas a subphase change was ty'pic.ally a minor procedure
change such as a reversal of the sequences associated with a particular side
of the experimental chamber. Changes inyp'rocedures required extensive

. modification of the interlocking apparatus, therefore a phase or subphase
w“asﬁcontinued for all the birds until t;xeré ’did not appear to be any consistent
or systematic changes in the beh;avior of concurrently running ,conditions.

All conditions were programmed using the same basic design, which

is de'picted in Figure 1 using’Mechner'(ISSQ) contingency notation. A peck to

_ either key immediately mum that key, started a recycling timer, and
made the other key inoperative. The ;ecj:cung timer step;;ed a stepper
switch through six positions or "blocks". Each of these blocks co;xld provide
the same stimulus, each block could be associated with 3 diffprent stimulus,
or\ some combination of these could occur, depending upon the particular .
condition. Table 1 indicates the stimulus sequences used in ea;:h condition,

and the label which is used to x;efer to that pattern.

Conditions' AandD myesﬂgated timed intervals which opposed ,
different numbers of timing stimuli or which were quantitatively different.
;n Condition A, a single éﬁmulus intgwd was compared :o a six stimulus
lntorval In Condition D, a three stimulus.interval was compared to d two

¢ -
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Figure 1. A Mechner diagram of the general procedure in all conditions. .
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Table 1. Alternative sequences of timing stimuli available in each condition.

Legend: Y = Yellow R = Red W = White
O = Orange B = Blue G = Green
V = Violet D = Dark .
¢ (]
27




“

Condit:lon

82 83 S4 S5 S6 87

‘Designation

D

VW W W W W Ww

1+5

-

5+1

whe

3+3

3242

3+3

W W W W W W

D

4
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sﬁmuluq interval. The six stimulus interval in Condition A and the three
stimulus interval in Condition D would provide more information, less -

uncertainty, more opportunity for preparation, more precise control over

behavior during the interval, and the stimulus which had the higheséﬁensity

of reinforcement. The alternatives were very different in Condition A, while

the alternatives were more similar in Condition D. \/
3 - W
Conditions B and C investigated timed intervals which all contained

o

two stimuli but which were‘:;qualit'atively differént. In Condition B, a
stimulus change which occurred aftér onelsixth of the interval elapsed was
compared to a stimulus change which occurred following five-sixths of the e
interval, Condition C opposed an interval with a stimulus change in the
- middle, with an interval with a stimulusychangé following five-sixths of the -
interval. The a:lternatives were very diﬁ'erent‘in Qt;x;diﬁon B, while the |
alternatives were more similar in Con&ition C'. ' | \q
It should be noted that cc;mpgﬂsom are betwet;n.sequenceé which ‘
P Ocqntain a terminal stimulus of differént durations, . thus 'poésibly having Q
. different effects when considering gnly the pairing of the ﬁna.l stimulus of .

the sequences with food presentation. Hendry's interpretation of conditioned

reinforcement however, suggests that reinforcing effectiveness stems from the

4

information provided by a stimulus, not as a result of pairing wath primary
reinforcement.- Hendry's information hypothesis subsumes stimulus .
contiguity as a relasionship which provides information. In this r;gnrd,

’ attemptstobalampthewen(;es ghityfacta-swould‘be

'S »
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unwarranted arid could in fact also balance the sequences for the critical

informative facfors.

Reinforcement was typically programmed to occur unconditionally

2

following the sixth block of a timing sequence. Reinforcement consisted of

makihg ,a\f;ililab.le and illuminating a grain hopper (filled with grain) for four

seconds. DPuring reinforcement tile houselights were out, ;nd the keys were

dark m{j inoperative. Reinforceméﬁt was followed by a‘period during which
' /‘\both k’eyé were dark anff a sequence was again available,

v The general procedure was composed of a session in which only one

of the two programmed seqt;ences was available (Type 1); followed by a

-

session"ii; which only the other sequence was available (Type 2); and then a

v

test session during Whicix either sequence could be initiated (i. e., ‘concurrent,
C - Lo »

or choice). Thiﬁs was followed by one session each of 'I‘ype 2, Type 1, and.

. then a concurrent se;sion. This counterbalanced procedure was continued
until no consistent o¥ systéematic cha.ngés in the behavior were evident
!9

(eg. Subphase 1). This procedure was éen followed with a replication in
which the side on which the particular stimulus sequences had occurred was

reversed (eg. Subphage 2). An additional procedureé was uged in Phase I and

" is presented below. Following a determinatjon 9}'the effect and a reversgl,
a change in pbas_és (a major conti;zgency modification) was made. Stimulus
sequences were not reversed at tbe same time 'that a phase was changed.
] In Phases | and I a peck was r?qulred to. start the sequence; however, -

no other pecks were necessary following the choice response. That is, a

-

6\
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response initiated the sequence and the food hoppeér was activated by a timer

ir;e"s;?ecﬁve of any behavior occurring within the interval. This procedure

is referred to as a fixed time EF'I‘) (Herrnstein and Morse, 1957) schedule
in that the elabse ef time is the only schedile requirement. ) Phese I
- utilized a fixed time 12 second schedule while Phase I uﬁ}ized a fixed time
129 second schedule.

In Phase II a key peck was required to sfdrt,tbesequence. In -
addlgon, a peck was required after the elapse of the intér:val'fdhr. food

presentation to occur. This schedule is a fixed interval (FI) schedule which
a r ’ 2

is initiated foﬂcwmg' the choice response. Phase I*utilized a fixed interval

4 <

120 second schedule. Condition B was changed from a FT 12 second

schedule in Phase 1 to al2 second FI schedule in Phﬁse IL

d

Data>
— 24

-

Four dependent measures, *choice", "pause" “ratio", and
L

dn;tributmn" were presented. The data were gathered over the last five

sessions of each procedure for each bitd’ Two measures, choice and pause, -
reflect the relative reinforcing etfectiveness of the altemative timing" *
‘ &

sequences. Two measures, ratio and distribution, reflect the control -
exerted by the timing stimuli on responding in their presepce. These

measures are presented in Fat'u‘res 2 through 12.

o

‘-
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Choice
The meaﬁ 398 range of the ;:hoice responses, in percent, was

presented. By definition of reinforcement the sequehce which maintained
the\greater percentage of choice responses was more reinforcing than its
alternative for that bird. The choice measure (;nswered directly Hendry's
‘proposals concerning the relative reinforcing effectiveness of various pairs. _
Pause

| The mean and rémge of }he pauses (or latency betv\{een the offset of the
grain hopper anc} the‘firs_t ﬁfﬁk) was presented. This me_asure could be used to .
provide an adtﬁt-iona};indicaxion of the relative reinforcing effectiveness of
the timing seqt?énéég.for each bird (Schlosberg and Solo-mon, 1943). The
pause data typically consigted of three different measures. Pause time
collected during sessions in which onl? one of the sequencés was availiable :
(type 1 or type g;usessions) and pause time during the concurrent or choice
sessions. For examplf:' ‘the pause measure would present seb ately the m;ean
and range of tunes during sessions when only the six sti‘wu.llé::;quence was
availiable; the mean and range of pause times during seséions when only‘the
single stimulus éequence wa“sLa.vailiable; and the mean and range of pause
times durilig concurrent or choice 's'essioné v:rhen either séquence could be’
initiated. It should be noted that the choice measure and the ;:fauseq'me':asure<
associated with a particular stimulus sequence were not collected during the

same session. The pause measure is pi‘eeentgd in the second vértical

" “column of each figure.

. ;
'




The mean and range of the ratio (i.e., the mean of responses
occurring during one sequence to the mean in both) (Appel and Hiss, 1962)
of responding during the two sequences was also presented. -A value of
.5 indicates th;t ‘an equal amount of responding occurred during both
stimulus sequences. The ratio méasure is*greater or légs t\han .5 as the
amount of responding in the indicated sequence was greatt;r or less
respectively. The ratio.provided\a comparison of the differential control
exerted by the informa::’ive sequences on the amount of responding for
each bird. The ratio measure also provided an indication of the extent
to which the choice measure was determined by “rela_tive amount of
responding in tt}e sequence (Steiner, 1967; Baum, 1973). The ratiéﬁ
measure is presented in the third vertical column of -each figure.

Disgribution

The distribution measure Wwas the mean percentage of responding

in each consecutive gixth of the sequence taken over the last five sessions.
This measure provided a measure of the sequential control tﬁg timing
sequences exerted on responding in their presence. - It should be neted B
that re'spondin'g i;l the presence of a s’glmxlus can not be attributed to the
reinforcing effectjvene'ss‘of that stimulus. A reinforcer is a stimulus
change following the occurrence of a response, whereas stimulus control
refers to the effects of an antecedent stimt;lus on a subsequent response .

The distribution measure is presented in the fourth, vertical column of
/ : . )
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Condition A

One schedule contained six stimuli while the alternative schedule

contained a single stimulus.

Subjects '

Al, A2, A3, and A4,

Amaﬁs
Chamber A, one of the larger boxes: .

Procedure

Phase 1

The pigeons were manually shaped to peck the two dark keys at a
relatively steady and equal rate. Experimental conditions were then
changed, initiating Phase I. Three types ofﬁsessions alternated in a
counterbalanced order.

In Type 1 sessions only the sequence with six stimuli was available,
‘The houselight under the alternative key and that key were always dark and
pecks to that key had no programmed consequences. A peck to the
operative key was followed with a feedback click and immediately
" transilluminated that key with two seconds each of yellow, orange, red,

violet, biue and green. This sequence was immediately followed

-
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unconditionally with four seconds of access to thé grain hopper regardless
of the behavior which had occurred within the stimulus interval. All pecks'
to the operative key which did occur within the interyal were followed with
feedback clicks. They‘v;ere r‘ecorded according to the timed block in which
they occurred. Following reinforcement the operative key was dark untll a
peck was made to it which initiated the sequence again.

’In Type 2 sessions all trials were forced to the single stimulus
sequence. The houselight under the alternative key and that key were
always dark and pecks to that key had no programmed consequences. A

peck to the operative key was followed with a feedback click and

immediately transilluminated that key with twelve seconds of white light.
' ¢

This sequence was immediately followed unconditionally with four seconds

of access to the grain hopper regardless qf the behavior which had occurred
within the interval. All.pecks to the operative key which did occur within
the interval were followed with fecdback clicks and were isblated and
recorded. according to the timed block in which they occurred. Following
;einforcement the operative key was dark unﬁl a peck initiated the sequt;.-nce
again.

In the final type or Concurrent sessions, bothh&usahghsweremand |
both of the sequences were available. Following the first response to either
key the respective aequememmﬂ;xed. a feedback click occurred, and the
alternative key became inoperative. Fdlowiné each reinforcenient both keys

weredarkandeiﬂnrsoqiianceoml&be initiated.
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The counterbalanced px;ocedure (i.e., Type 1, 'I‘ype 2, Concurrent;
Type 2, Type 1‘\, Concurrent; etc.) was contix'med'for 45 'sessions; ‘followed
by 35 Concurrent only sessions and ﬁnally'55 couhterbﬁanced reversal
sessions in whigh a response to a particular key during the‘int;rtﬁa.l
. condition was followed on that key by the sequence which had followed a peck

’ ‘
to the alternative key.

Phase II | §
The duration of the timirig blocks was increased by a factor of"fé_ﬁ,f}’}rom v
two seconds-to twenty seconds giving a total delay of 120 seconds from t.lié
choice peck to reinforcement. Othernwise, the procedure was unchanged from
- the concurrent procedure. This procedure continued for 36 sessilms, followed
by 21 reversal sessions, in which responses to a particular key were’ followed”

.on that key by the sequence which had followed a peck to the alternative key.* - L

Phase Il .

LS

The reinforcer was contingent on*a response occurring at the end of the

L%
intefval and the ‘sequence duration was 120 seconds in this phase. The final
stimulus remaijned in effect until the response requirement was met.

\ .
Otherwise, the procedure was basically unchanged from Phase 1. Three types
- LY

<

. of sessions alternated in a counterbalanced order as in Phase I. Sessions

~were alternated for 23 sessions. This was followed by 23 sessions in which

response key functions were reversed.
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Results

Phase 1
Figure 2 presents the data for Phase I of Condition A. The four
vertical columns pszent the choice, pause, ratio and distribution
calculations. ' The horizontal rows depict the behavior following.each
:,Ti:e choice data for Phase I mdlcatedthat the same ﬁming s'equ‘ence . \
was not initiated most frequently before and after the response Key, functions
were reversed in all birds. That is, there was key preference rathgr than a

sequence pre.tereoce Tymcally pauses were shorter preceding the initial

,

reeponse on the preferred key. The ratio of requnses during each sequence
iﬁﬁcabed that typica.lly the six stimulus sequence control.led the greatest
relative amount of responding before a.nd after. the key reversa.l .

The distribution of the mpondingyrhichoccurredduringthe
intervals under this(procednre indicates that substantially different
behaviors occurred during alternative intervals. Almost all responuing was
concentrated in the first two seconds of the single stimulus sequences. The
responses which initiated the interval were counted within \t'he first block of
this distribution and the obtained distribution was indicative of responding
mormmuaaﬁm:awwmchmu@)m; interval and -
responding at a low rate throughout the rest of the interval. The distribution

dreaponﬁwhﬂ;emgﬂchoo&inedeixsﬁmuﬂmdﬁﬁeren{




Figure 2.

stimulus séquence. '

Data for Phase I of Condition A.. The four vertical columns
present the choice, pause, ratio and distribution calculations,
The horizontal rows depict the behavior following each subphase.
The choice column gives the percentage of the free choice

trials which were the gix stimulus sequence. The mean and
range is presented for each bird. The pause column presents
the mean pause, in seconds, preceding the initiation of each type
of sequence. The squares represent the mean pause before the
six stimulus sequence; the triangles represent the mean pause ®
before the single stimulus sequence; and the circles represent
the pause during sessions in wb.ich either sequence could be
initiated. The mean and range ’i8 presented for each calculation -
for each bird. The ratio column depicts the relative amount of -
responding during the alternative sequences in terms of the six
stimulus sequence. The ratio is formed by dividing the mean
number of résponses per six stimulus sequence by the mean
number occurring per six stimulus sequence plus the mean
number per single stimulus sequence. A value of .5 indicates
that an equal amount of responding occurred under both stimujus
sequences. The ratio measure is greater or lesser than .5 as
the amount of responding in the six stimulus sequence was’
greater or lesser than the single stimulus sequences respectively.
The mean and range of the ratio measure is presented for each
bird. The distribution column presents the relative amount of
responding in each consecutive sixth of the interval for each:
sequence for each bird. The solid lines present the distribution
ofmpouﬂngdarmgthe six stimulus sequence. The dotted
lines presént the distribution of responding during the slngle

" 39
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however. A burst o{ responses occurred at the beginning of the interval
followed by a subsequent decrease. However responding tendeg to increase

. again in the middle blocks of the interval and subsequently decrease toward

L. 3

the end of the interval.

" Phase II ‘

Figure 3 presents the data for Phase II of Condition A. The
four vertical columns preéent the choice, pause, ratio and distribution
calculations. The mmm rows depict the behavior following ;gch
subphase. .

The choice measure indicated that two birds maintained a
preference for the single stimulus sequence when the interval duration was
120 seconds. The ratio measure indicated that the tendency for the six
stimulus sequence to cqntrol more responding than the single stimulus
sequence was comparable to Phase I.

The distribution measure remained rel:ﬂvely similar to the
distrmlﬁmobmmqmpﬁaselevenwmemwmrm@m

beenincreasedt;yafactoroften. Tbedistﬁbuﬁonofresmnd;nginﬂne )

single stimulus sequence was concentrated in the first twenty seconds

- of the interval. This type of distribution was indicative of responding
onceormabixrstwhlchmiﬂateﬂthsm\tervalandmpo;ﬂinc/,ata?rate
throughout the rést of the interval. ‘Responding under the six stimulus

sequence was different. Following the initiation burst and subsequent {




Figure 3. Data for Phase II of Condition A., The vertical columns present
the choice, pause, ratio and distribution calculations. The )
horizontal rows depict the behavior following each subphase.
The choice column gives the percentage of the free choice trials
which were the six stimulus sequence. The mean and range is
presented for each bird. The pause column presents the mean
pause, in seconds, preceding the initiation of a sequence. The

% mean and range is presented for each calculation for each bird. ¢
The ratio column depicts the relative amount of responding
during the alternative sequences in terms of the six stimulus
™ sequence. The ratio is formed by dividing the mean number of-

' responses per 8ix stimulus sequence by ‘the mean number
occurring per six stimulus sequence plus the mean number per
single stimulus sequence. A value of .5 indicates that an equal
amount of responding occurred under both stimulus sequences.
The ratio measure is greater or lesser than .5 as the amount of
responding in the six stimulus sequence was greater or lesser
than the single stimulus sequences respectively. The mean and
range of the ratio measure is presented for each bird. The
distribution column presents the relative amount of responding
in each consecutive sixth of the interval for each sequence for

oy - each bird, The solid lines present the distribution of responding
during the six stimulus sequence. The dotted lines present the
N distribution of responding during the single stimulus sequence.

»
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deerease, responding increased iﬁ the middle'blocks of the interval and

3

tended to decrease during the remainder of the intgrval.

Phase I ' - «

‘Figure 4 presents the data for Phase IIl of Condition A. The four
vertical coiumns pres;nt the choice, pause, ratio and distn’buttiOn
calcula;tions. The horizontal rows dépict the behavior following each
subphase.

‘ The choice measure imiicaﬁi{w that all birc.1s initiated the single
stimulus sequence more frequently than the sequence which contained six
stimuli when the reinforcer was contingent on a response at the end of the
interval, The range of preference in one subphase for one bird was large
however. Longer pauses occurred before the initiation of the six stimulus
sequence in a{l cas‘:s.‘The ratio measure indicated a tendency for more
responding to occur in the single stimulus sequence.

. The distribution ﬁneasure ind;cz;ted a coniinued difference in the pattern
of responding in the two sequences. In the aequeﬁce‘whjch contained six
stimuli, almost all fesponding qccurred in the final sixth of the interval.
The seq;:nce which contained a single stimulus throughout the interval,
generated a steady anrease~in the percentage of respohses in succeeding

twenty second blocks.




Figire 4.

Data for Phase III of Condition A. The four vertical ‘;K{lm
present the choice, pause, ratio and distribution calc ons.
The horizontal rows depict the behavior following each subphase.
The choiee column gives the percentage of the free choice trials
which were the six stimulus sequence. The mean and range is
presented for each bird.. The pause column presents the-mean
pause, in seconds, preceding the initiation of each type of

‘sequence. The squares represent the mean pause before the six

stimulus sequence; the triangles represent the mean pause
before the gingle stimulus sequence; and the circles represent
the p’anse during sessions in which either sequence could be -
initiated. The mean and range is presented for each calculation

~ for each bird. The ratio column depicts the relative amount of

respopding.during the alternative sequences in terms of the six
stimulus sequence. The ratio is formed by dividing the mean
number of responses per six stimulus sequence by the mean -
number occurring per six stimulus sequence plus the mean
number per single stimulus sequence. A value of .5 indicates
that an equal amount of respondingbecurred under both,
stimulus sequences. #he ratio measure is greater or lesser -
than .5 as the amo‘mtofnespondinginmesix stimulus sequence
was greater or lesser than the single stimulus sequences
reepectlvely. The mean and range of the ratio yneasure is
presented for each bird. The distribution column presents. the

" relative amount of responding in each consecutive sixth of the
. interval for each sequence for each bird.  The solid lines present

the distribution of responding during the six stimulus seguence,
The dotted lines presant the distrﬂ:mtion of respondjng du‘ring the

single sﬁmulus sequence.
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) Procedure

e

Condition B

This procedure opposed two sequences, both of which had two

stimuli and both otf which were comj:osed of a stimulus which was one-sixth
of the inferval in duration and a stimulus which was five-sixths of the
interval in duration. The 5+1 sequence provided a stimulus change when

one-sixth of the interval remained before the occurrence of food. The

1+5 sequence provided a stimulus change when ﬁve-s°ixths of the interval

|17 e TSI tanasAes e o

remained before the occurrence of food.

: Subj ects

B1, B2, B3 and B4.

A .
Chamber B, the smaller box.
1:‘

-

F

. Phase I : .

»

The’pigeonswelfémamalqushapedtopeckthetwodarkkeys.
The schedule requirement was increased to a concurrent v{'rtablq interval
one mimute schedule under dark keys. When a relatively steady and equal

rateocanrredtobothkeys?hmlminiﬂated.

When the intertrial condition was in effect a peck to Key A deactivated
o ‘ '




Key B and immediately illuminated Key A with ten seconds of white light
followed by two seconds of orange light. This sequence was followed
unconditionally with four seconds access to the food hOpper regardless of the

behavior which had occurred within the interval. During the intertrial
. 4
re

d

—

condition a peck to Key B deactivated Key A, Mi;nmediudy ilk
Key B with two seconds of red light followed by ten sec8nds of green light.
This sequence was followed unconditionally with fogr :seconds access to the
food hopper regardless of the behavior which had occurred within the interval.

This procedure was continued for 14 sessions and was followed by 20 sessions

mwhichap;cktoaparﬁcnhrkeymfollowedbyﬂresﬂmulus sequence

which had followed a peck to the alternative key. A peck to Key A was
followed by two seconds of white light followed by ten seconds of orange

light. A peck to Key B was follewed by ten seconds of red light followed by

two seconds of green light. _ J‘J
Phase II | )
- The pigeons were previously under the experimental procedures
of Phase 1. Experlmenta.l conditions were modified in}daﬂng Phase I1.
The procédures used were identical to Phaselwi:htbemq:ﬂonofﬂxe
addtﬂonotaresponuconﬂngencyattheendofﬂ:eﬁmedinterval. The
ﬂnalgmhigwmﬁnsremﬂnedmeﬂectpnﬂlﬂwconung/enéymmet.
Thik procedure was continued for 23 sessions and 'was followed by 23 sessions

in wﬁch the Yesponse key functions were reversed.
i .
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Results

Phase I

The alternatives in this condition were a 5+1 sequence which was
characterized by a ten second stimulus followed by a two second stlmulﬁs
and a 1+5 sequence which was characterized by a two second stimulus,
followed by a ten second stimulus. Figure 5 presents the data for Phase I
of Condition B. The four vertical columns present the choice, pause,
| ratio and distribution calculations. The horizont%l rows depict the

behavior following each subphase.

The choice data indicated that two birds initiated the 5+1 sequence
more frequently before and after the reversal, while two contimied to most i
frequently initiate whichever seﬁueme was available on Key A, Differential
pause data were not available in this condition. The ratio ca.lc:xlathn
ffndlcated that two birds which maintained a prc.!fereme for the 5+1 s@ence
also maintained a higher proportion of .respomiing‘dnrlng the preferred
sequence.

The distribution of responding during the intervals in this cond.iﬂon
indicated that substantially different behaviors occurred during the o .
alternative intervals. Almost all responding was concentrated in the- |
ﬁrsttwc:seconds during the 1+5 sequence. The 1+5 sequence was a two .
second stimulus followed by a ten second stimulus. The 5+1 sequence,

however, generated a large amount of responding in the final two seconds




e

Figure 5. Data for Phase I of Condition B. The four vertical columns
present the choice, pause, ratio and distribution calculations.
The horizontal rows depict the behavior following each subphase. »
The choice column gives the percentage of the free choice trials
which were the 5+1 sequence. The mean and range is presented
for each bird. The pauge column presents the mean pause, in
seconds, preceding the initiation of a sequence. The mean and
range is presented for each calculation for each bird. The ratio
column .depicts the relative amount of responding during the
alternative sequences in terms of the 5+1 stimulus sequence.
The ratio is formed by dividing the mean number of responses
per 5+1 sequence by the mean number occurring per 5+1 sequence
plus the mean number per 1+5 sequence. A value of .5 indicates
that an equal amount of responding occurred under both stimulus
sequences. The ratio measure is greater or lesser than .5 as
the amount of responding in the 5+1 sequence was greater or
lesser than the 1+5 sequences respectively. The mean and range
of the ratio yheasure is presented for each bird. The
distributiof bolumn presents the relative amount of responding in
each consecutive sixth of the interval for each sequence for each
bird. The solid lines present the distribution of responding "
during the 5+1 sequence. The dotted lines present the -
dist#ibution of responding during the 1+5 sequence.

. -‘ ‘
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Y
of the interval. The 5+1 sequence in this condition was a ten second

stimulus followed by a two second stimulus.

Phase 1 - )
‘ Figure 6 presents thé 32'3 for Phase II of Condition B. The four

vertical columns present the choice, pause, ratio and distrih.ltioin d
calculations. The horizontal rows depict the behavier foi_lqwing each

subphase.
The choice measure indicated that;two birds maintained ar

L]

preferenée for the 1+5 sequence, and one maintained a preference for the .
5+1 sequence. The ratio of responding measure indicated that two birds -

tended to respond more in the 5+1 sequence while two responded more in ’

the 1+5 setiuence; - .

— 4 a

., -The distribution measure indicated that both sequences generated

-

. & ,
S “ .mqsf :espondi.ng in the'.ﬁna.l two seconds when the Tesponse contingency was
’ in effect. The 5+i sequence which had a stimulus change immediately
preceding the final block had a prt.mamced increase during the final block.
g The 1+5 sequence in v;hich the final stimulus change occurred ten seconds -
» before the response requlrexi:ent exhibited a more' gradual increase ln the

percentage of responses wh;ch occurred in succeeding blocks of the interval.




*
-

Figure 6. Data for Phase II of Condition B. The four vertical columns
- \ present the choice, pause, ratio and distribution calculations.
- The horizontal rows depict the behavior following each subphase.
The choice column gives the percentage of the free choice trials
which were the 5+1 sequence. The mean and range is presented
for each bird. The pause column presents the mean pause, in
seconds, preceding the initiation of a sequence. The mean and
range is presented for each calculation for each bird. The ratio
column depicts the relative amount of responding during the
alternative sequences in terms of the 5+1 sequence. The ratio is
formed by dividing the mean oumber of responses per 5+1 sequence
by the rhean number occurring per 5+1 sequence plus the mean
number per 1+5 sequence. A value of . 5 indicates that an gqual
.- amount of responding occurred under both stimulus sequences.
The ratio measure is greater or lesser than .5 as the amount of
responding in the 5+1 stimulus sequence was greater or lesser
than the 1+5 sequences respectively. The mean and range of the
. ratio measure is presented for each bird: The distribution
‘column presents the relative amount of responding in each
. consecutive sixth of the interval for each sequence for each bird.
Thie solid lines present the distribution of responding during the
5+1 sequence. The dotted lines present the distribution of
responding during the 1+5 sequence. '
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Condition C

This procedure opposed two sequences, lzoth of which had two’
stimuli. The 5+1 sequence provided a stimulus change when one-sixth of
the interval remained before the occurrence of food. The 3+3 sequence
provided a stimulus change when three-sixths of the interval remained

before the occurrence of food.

«

Subjects
C1, C2, C3 and CA. 2

Apparatus '
Chamber C, one of the larger boxes.

Procedure

Phasel '

nd <

This condition used a2 procedure almost identical to that of

e
Condition A. The pigeons were manually shaped to peck the two dark keys
and the feedback contingency was in effect. Sessions were alternated
between forced and free trials fn a counterbalanced fashion. The 5+1
light sequence followed a response to Key A and was ten seconds of red
light followed by twdmseconds of green light. Responses to Key B were
:oilowedlutheoocurrénce of the 3+3 sequence which was six seconds of

2 o
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orange light followed by' six seconds of white light.
:I‘bis procedure was ‘continued for 45 sessions followed byﬁ35
Concurrent sessions and finally 55 reversal sessions in which a response to
a particular key was followed on that key by the sequence which had followed

a peck to the alternative key.

Phase I

The duration of the timing blocks was increased by a factor of ten in
this phase. The pigeons had been under the experimental proce;iures of
.Phase I. The expe‘rimenta.l conditions were modified jnitiating Phase II. The
procedures used were similar to Phase I with the exceptions tfxat the timing -
blocks were 20 seconds each making the iqterva.l 120 seconds in durahgﬁ:“
and that all sessions wefe the Concurrentg type. The 3+3 sequence followed a
response to Key A and was 60 seconds of white light followed ﬁy 60 seconds
of orange light.. Responses to Key B were followed by the 5+1 sequence which
was 1‘00 moﬁs of red light followed by 20 seconds of green li;g‘int. ‘This
procedure was continued for.36 sessions and was fellowed by 21 reversal

sessions,

Phase H}"m
The reinforcer was resp’onse contingent in this phase. The pigeons

had been under the experimental procedures of Phase I[I. Experimental

conditions were modified initiating Phase IIl. This phase used a procedure

! i
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almost identical to that of Phase I. In Phase III sessions alternated R
between forced and free trials in a counterbalanced fashion. The light
sequence for a response to Key A was 100 seconds of red light followed

with 20 Qecot{ds of green light. Responses to Key B were fouowe& with

60 seconds of white light and then 60 seco;mds of orange light. The
feinforcer was response contingent following the elapse of the interval.

The final timing stimulus remained in effect until the chontingency was met.'
This procedure continued for 23 sessi‘ons, and was followed by 23 reversal
sessions in which a peck to a particular key was followed on that key by the

-

sequence which had followed a peck to the alternative key.

Results .

Phase I

Figure 7 presents the data for Phaée I of Condition C. The four
vertical columns present the choice, pauée, ratio and disfribution
calculations. 'fhe horizontal rows depict the behavior following each
subphasey 4

The choice data for Phase I of Condition Ctadicated that in two of four

—

m\birdsihe5+ 1 sequence, whi hyaé characterized by a ten second stimulus
followed by a tv;ro second ns, ;raa jnitiated more frequently than the' |
3+3 seq.nence, which was characterized by a six second stimulus followed

by 8ix seconds of another stimulus. The pause data indicated a tendency for

L3



™~ .
) £
Figure 7. Data for Phase I of Condition C. The four vertical columns
present the choice, pause, ratio and distribution calculations.
The horizontal rows depict the behavior following each subphase.
The chaice column gives the percentage of the free choice trials
whi¢h were the 5+1 sequence. The mean and range is presented |

¢ - for each bird.. The pause column presents the mean pause, in
seconds, preceding the initiation of each type of sequence. The
’ squares represent the mean pause before the 5+1 sequence; the
Iy triangles represent the mean pause before the 3+3 sequence;
v and the circles represent the pause during sessions in which

either sequence could be initiated. The mean and range is
~ presented for each calculation for each bird. The ratio column
. ‘ : depicts the relative amount of responding during the ‘alternative
' sequences in terms of the 5+1 sequence. The ratjo is formed by
dividing the mean number of responses per 5+1 stimulus
- .8equence by the mean number occurring per 5+1 sequence plus
: the mean number per 3+3 sequence. A value of .5 indicates that
an equal amount of responding occurred under both stimulus
sequences. The ratio mdasure is greater or lesser than .5 as
o the amount of responding in the 5+1 gfimulus sequence was
' greater or lesser than the 3+3 sequences respectively. The mean
‘and range of the ratio measure is presented for each bird. The
solid lines present the distribution of responding during the 5 +1
sequence. The dotted lines present the distribution of responding
during the 3+3 sequence. .

N
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60
longer pauses before the 3+3 seqﬁence in three of four birds. The greatest
d.i:fference occurred in the bird with the most pronouneed preferenge for the

.’ 5+1 sequence. The ;atio data indicated i:hat the 5+1 sequence Tended to
.control more responding than the 3 +3 sequence.
ﬁ"I‘he d‘;stribution mMres for this conditign indicated that in the
s 5+1 sequence most resbonding occurred during the final two s'ecor_xc\is, or
at the onset of the final stimulus. The response ;iis't;ribution for the 3+3
sequence also increased at the onset of the final sti’muius, whiclh was in
the middle block during this sequence; ‘During the 3+3 sequence the rate
tended to dgcré;tsq toward the end of the mterva.l
Phage'fl .
° Figure 8 presents the data for Phase II of Condition C Tt.1e four
vertical columns present tﬁe choice, pguse, mﬁo and distz:ibution

calculation&. The horizontal rows_.depict the bebavior following éach

subphas?a. o
The choice data for Phase II of Condition C indicated that two birds
maintained a preference for the 3+3 sequence. The ratio of the amount of

: f : ‘ h
responding controlled By the two sequences indicated that in thrée of four

birds more responding occurred during the 5+1 séquence than in the 343
] o
%

sequence.

[
S

’ /
The distribution data indicated thit the 5+1 sequence which contained °

. . %
a 100 second stimulus followed by a 20 second stimulus generated most




>

o

Figure 8.

Data for Phase II of Condition C. The four vertical columns
present the choice, pause, ratio and distribution calculations,
The horizontal rows depict the behavior following each subphase.
The choice column gives the percentage of the free choice trials
which were the 5+1 sequence. The mean and range is presented
for each bird. The pause column presents the mean pause, in
seconds, preceding the initiation-of a sequence. The mean and
range is presented for each calculation for each bird. The ratio
column depicts the relative amount of responding during the
alternative sequences in terms of the 5+1 sequence. The ratio
is formed by dividing the mean number of responses per 5+1
sequence by the mean number occurring per 5+1 sequence plus .
the mean number per 3+3 sequence. A value of .5 indicates that
an equal Amount of responding occurred under both stimulus
sequences. The ratio measure is greater or lesser than . 5%s
the amount of responding in the 5+1 sequence was greater or
lesser than the 3+3 sequences respectively. The mean and
range of“the ratio measure ig presented for edch bird. The
distribution column presents the relative amount of responding in
each consecutive sixth of the interval for each sequence for each
bird. The solid lines present the distribution of responding
during the 5+1 sequence. The dotted lines present the
distribution of responding during the 3+3 sequence.
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responding in the final stimulus preceding the occurrence of food. The 3+3
sequence which contained two, 60 second stimuli, also generated most
responding at the onset of the final stimulus with a tendency for the a.mouot

of respondipg to decrease toward the end of the interval. =,
~ . ' \‘\
Phasem‘ . coT s ."n,

-

~ The data for Phase III of Condition C is presented in Fig'ure 9. . Tbek

four vertical colgm'ﬁs‘ ﬁfesent.the cyoice, Rause,, ratio and distribution
calcylations. The’ hoi'i;onta.l rows depict the behavior following each
- .‘ . ) - -, - ’

[ 1

subphase. R NN .

The 5+1 sequence m Pba.se m of Condttion C conta.ined a 100 second

stxmulus folloWed by a2 20 seoonﬁ stimulus, while the 3+3 sequence

'

contamed two, 60 second sﬁmu],l The choicé data indicated that typically

' gide preferences were mgiptained across the reveraal Pausing was

- shorter before m.{tiatmg the preiarred sequenge The ratio measure

indicated that the sequence vzhich controlled t& rwat responding before the

key reveraa] a.lso controlléd the most responding a.f;er the reversal.

!

: 'I'he distributich data indicated tha&ct.he 5+l abquence which pmvided’

a stimulus change immediately before the flnal. sixth of the interval

generateg almoﬂt ali respbndyig’fn tbe final sixth. The 3+3 sequence which

' "'provided a stimuﬁuﬁ chhnge ha.l.t‘yay ﬂmngI; tbe interval generated a eteagy

mqreaseinthepereeutageofreepomm&\qlasthauofthemtergal

1
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Data for Phase III of Condition C. The four vertigal columns
present the choice, pause, ratio and distribution calculations.
The horizontal rows depict the behavior following each subphase.
The choice column gives the percentage of tHe free choice trials
which were the 5+1 sequence. The mean and range is presented
for each bird. The pause column presents the mean pause, in
seconds, preceding the initiation of each type of sequence. The
squares represent the mean pause before the 5-1 sequence; the
triangles represent the mean pause before the 3-3 sequence; and
the circles represent the panse during sessions in which either
sequence could be initiated. The mean and range is presented
for each calculation for each bird. The ratio column depicts the
relative amount of responding during the alternative sequences in
terms of the 5+} sequence. The ratio is formed by dividing the
mean number of responses per 5+1 sequence by the mean
number occurring per 5+1 sequence plus the mean number per
3+3 sequence. A value of .5 indicates that an equal amount of
responding occurred under both stimulus sequences. The ratio.
measure is greater or lesser than %5 as the amount of responding

the 5+1 sequence was greater or lesser than the 3-3
sequences respectively. 'The mean and range of the ratio
measure is presented for each bird. The distribution column
presents the relative amount of responding in each consecutive
sixth of the interval for each sequence for each bird. The solid
lines present the distribution of responding du'x‘/ing the 5+1
sequence. The dotted lines present fhe distribution of
responding during the 3+3 sequence.
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"Condition D

This procedure opposed a sequence with three stimuli with a

1

sequence with two stimuli, The 2+2+2 séquence provided a stimulus change

N
.when four-sixths and again when two~sixths of the interval remained before

the occurrence of food. The 3 +3 sequence provi)ed a stimulug change

when three-sixths of the interval remained before the occurrence of food.

Subjects

D1, D2, D3 and D4.

.

Apparatus

Chamber D, one of the larger boxas'.

. !

Procedure '
’ e

Phase I ‘ o NS

’Ias condition used a proce&nxre almost identical to that of
Condition A, The pigeons we:re manually shaped to peck the dark keys and
the feedback comtingency was in e.ffecf; ,Session: were alternated between
forced and free trials in 2 counterbalanced guhz;»n.. The 2+2+2 sequence
followed a response to key A and was four seconds of red light, followed by
four seconds gt ‘green .Ught, followed by four seconds of blue "light.

Responses. to Key B were followed by the 3+3 sequence which was six
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seconds S white light followed by six seconds of orangé light. This
procedure was contimued for 45 sessions which was followed by 35

Concurrent sessions and finally 55 reversal sessions.

Phase I
&
The duration of the timing blocks was increased by a factor of ten-in
this phase. The pigeons had been under the experimental procedures of
Phase 1. The experimental conditions were modified, initiating Phase 0.

The procedures used were similar to Phase [ with the excepﬁons that the

timing blocks were 20 seconds each making the interval 120 seconds in

duration, and that all sessions were the Concurrent type. The 3+3

" sequence followed a response to Key A and was 60 seconds of white light

followed by 60 seconds of orange light. Responses to Key B were followed -
by the 2+2f2.seq1 which was 40 seconds of red light followed by 40
secands of green light followed by 4'0 seconds of blue iight. This

procedire was continued for 36 sessions and was followed by 21 reversal ‘

Phase Il

The reinforcer was reSponse ponﬂpgent' in this phase. The pigeons

had been under the exl;e(rlmenh.l procedures of Phase II. Experimental

conditions were modified initiating Phase III. This phase used a procedure

almost identical to that of Phase I. In.Phase III, sessions alternated |

-,
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between forced and free trials in a counterbalanced fashion. The light

- sequence for a response to Key A was 40 seconds of red light followed by

40 seconds of green light followed by 40 seconds of blue light. Responses

to Key B were followed with 60 seconds of white light and then 60 seconds of
orangelight'. The response contingency was in effect, and the final timing

| stlmulus remained in effect until the response contingency was met. This
proc@re was contimed for 23 sessions and was followed by 23 reversal

:
4
sessions,

Figure 10 presents the data for Phase I of Condition D. The four

o

vertical columns present the choice, pause, ratio and distribution
calculations. The horizontal rows depict the behavior following each
subphase. ‘ §

The choice data indicated that sequence preferences were not

\

maintained across the key reversal. The ratio calculation indicated that the

relative amount of responding c':ontrolled by a seqxence'was maiixtained

across the reversal, ;

The distribution data replicates the trend which had occurred in the

other conditions. A high proportion of the responding occurred at the onset

of the stimulus immediately preceding food and the proportion of

"

- ""
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Figure 10. Data for Phase I of Condition D. The four vertical columns S

present the choice, pause, ratio and distribution calculations.
The horizontal rows depict the behavior following each subphase.
The choice column gives the percentage of the free choice trials
which were the 2+2+2 sequence. ¢{The mean and range is presented
for each bird. The pause column presents the mean pause, in
seconds, preceding the initiation of each type of sequence. The
squares represent the mean pause before the 2+2+2 sequence;
the triangles represent the mean pause before the 3+3 sequence;
and the circles represent the pause during sessions in which
either sequence could be jnitiated. The mean and range is
presented for each calculation for each bird. The ratio column
depicts the relative amount of responding during the alternative
sequences in terms of the 2+2+2 sequence. The ratio is formed
by dividing the mean number of responses per 2+2+2 sequence by
the mean number occurring per 2+2+2 sequence plus the mean
number per 3+3 sequence. A value 6f .5 indicates that an equal
amount of responding occurred under both stimulus sequences.
The ratio measure is greater or lesser than .5 as the amount of
responding in the 2+2+2 sequence was greater or lesser than the
3+3 sequences respectively. The mean and range of the ratio
measure is presented for each bird. The distribution column
~ presents the relative amount of responding in each consecutive
. sixth of the interval for each sequence for each bird. The solid
lines present the distribution of responding during the 2+2+2
sequence. The dotted lines present the distribution of
responding during the 3+3 sequence.
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responding in subsequent two second blocks tended to decrease.

' Phase IT _ Te——
Figure 11 presents the data for Phase II of Conditlon D. The four
“\)rertical columns present the choice, pause, ratio and distribution

calculations. The horizontal rows depict the behavior following each

<

subphase.
* . ¢
The choice data indicated that there was not a consistent sequence
T

preference across the key reversal in three of four binig, Paiu“.e times

increased almost by a factor of 100 with the increase of the interval

duration by ﬁ factor of .tgn. ’ .

*a

The d18tnbut10n data indicated that the sequences continued to

generate subsmntta.lly different response distribuﬁons during the alternative -

-

~

intervals. These distributioiis were similar to those generated in Phase I

which had only a twelve second interval.
‘ ' b

L

Phase I1 I
- . ¥ v .ot \ :
IR ~ Figure 12 presents the data for Phase Il of Condition D.. The four \
a ’ B

vertical columns present.the choice, pause, ratio and distribution . -

14

has e Lo ’ y
calculations. The horizontal rows depict the behavior following each
' a

subphase. T

©

" The chqic‘e data indicated that there was not a consistent sequence

preferenpé{cross the key reversal in ﬂxreej of four birds. Typically the 3+3 ..

.‘-

@ , , . -~ -~

- ' . . .
'




o Figure 11. Datd for Phase II of Condition D. The four vertical columns
present the choice, pause, ratio and distribution calculations.
, The irqrizontal rbws depict the behavior following each subphase.
i ) The clioiqe éoi\.l.mn gives the percentage of the free choice trials
. I which were the 2+2+2 sequence. The mean and range is -
presented for each bird. The pause column presents the mean
pause, in seconds, preseding the initiation of a sequence. The
mean and range is presented for each calculation for each bird.
The ratio column depicts the relative amount of responding
: during the alternative sequences in terms of the 2+2-2 sequence.
. The rétio is formed by dividing the mean number of responses
per 2+2+2 sequence by the mean number occurring per 2-2-2
sequence plus the mean number per 3+3 sequence. A value of
N .5 indicates that an equal amount of responding occurred under
e both stimuluss sequences. The ratio measure is greater or
- lesser than .5 as the amount of responding in the 2+2-2 sequence
j . . was greater or lesser than the 3+3 sequeé(:es respectively. The
e ~ mean and range of the ratio measure is presented for each bird.
. The distribution calumn presents the relative amount of
responding in each consecutive sixth of the interval for each
) ‘sequence for eachird. The solid lines present the distribution
. . - of responding during the 2+2+2 sequence. The dotted lines - ~,
p present the distribution of responding during the 3-3 sequence. °
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Data for Phase III of Condition D ‘f“he four vertical columns

- present the choice, pause, ratio and distribution calculations.

The horrzonta.l rows depjct the behavier follewing each subphase.
The eho1ce éolumﬁ gives the perce?itage of the free choice trials
"which wére the 2+2+2 sequence. The mean and range is
présented for each bird. The pause column presents the meap
pause, in seconds, preceding #hé initiation of each type of
sequénce. The squares represent the mean pause before the «
. 2+2+2 sequence; the triangles represent t»ﬁe inean pause before
" the 3+3 séquence; and the circles represent the pause during
sessions in which either sequence could be initiated. The mean 4
and range, is presented fof ‘each calcidation for each bird. The
ratio column depicts ‘the relative amount okeSpondmg during
tbe‘alternatlve sefuences.in terms of the 2+2-2 sequence. . The
ratio ig med by. tﬁvidmg the mean number @f responses per
2+2#2- ence'by the mean numder occurring per 2-2-2
sequence.plus ti]e mean number per 31‘3 sequence. A value of

.5 indicates’ ﬂ)_at an egual ‘amount of responding océurred under
‘both'stimulus séquences. The ratio measure is greater or
lesser. than the 33 pquences respectxvely The mean and range
of the ratjo- mqasure is presented for each bird. The distribution
column presents the relative amount of responding in each
" consecutive sixth of the interval for each sequence for each bird.
The solid lines present the c;is'trxbutlon of respondmg during the

2+2+2 8 ce, The dot&ed hnes present the dxstrnbunon of
respondifg during the 3*3 sequem?e. : : .
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L3N A . ) ’ 76
sequence controlled more responding than the 2+2°+2 sequence.
' The distribution measure indicaled substantially different behaviors
in the alternative intervals. Both sequences generated a stead;r increase in

N the percentage of responses occurring in succeeding sixths of the interval

following the onset of thé‘final stimulus,

a%




. Condition E
&

X This. procedure was used to assess the probability of a differential

-

sequence preference generated by some mechanism other than the
association or relationship of the stimuli with food presentation, such as

differential sensory reinforcement (Kish, 1966). N

Subjects
T

El, E2, E3, E4, E5 and E6.

Apparatus : ‘ .
Chamber E, one of the larger boxes. It was fitted with a 102 by

' 102 mm square treadle beneath each key.

Procedure ¢ e
Three birds were assigned to a control group and Lthrée birds were
assigned to an experimental group. One hour sessions were conducted vdaily.

3 .

~ The number of treadle depr%ssions were recorded.
- .i

Phase ER 2 .

Both groups'were exposed to 22 sessions during which behavior had no

programmed consequences.

4

1
4

.
‘1

P




3,‘

A2

Phase II

No programmed consequences followed any behavior of the control
group. For the e:;perimental group, a depression of the left treadle was
followed by t.l;e transillﬁmination .of th(i left key with twelve seconds of white
light. A depression of the right treadle was followed by the transillumination
of the right key with two seconds each of ye].low.w, orange, red, violet, blue

and green light, Both groups were exposed to Phase II for 22 sessions.

Phase ITI

For the control group, no programmed consequences followed any
behav%o‘r. . Fo;' the experimental group, the éreadle functions were reversed.
A depression of the left treadle was followed by thé transillumination of the
left key with two seconds each of yellow, orange, red, violet, blue and
green light.” A depression of the right treadle was followed by .the

- transillumination of the right key with twelve seconds of white light. Both

groups were exposed to Phase II for 22 sessions.

Phase IV .
Both groups were exposed to 22 sessions during which behavior had
R s

no programmed consequences,




Results .

¢

No consistent preference for either sequence developed. There was

however a general increase in the overall number of treadle depressions in

. Phase ITI with a subsequent decrease in Phase IV. This effect occurred in

both the experimental and control ‘group, however, and therefore cannot be

attributed to the reinforcing effects of the key stimuli. The mean number of

treadle depressions per session for the last five days of each phase for each

<

bird is given in TFable 2.

-

3}

s

-
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‘ ]
Table 2. Mean treadle depressions per hour, for each bird during each
phase of Condition E. '
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‘ . Summary of Results
: e g
: 'i‘h-e choice measure for the various phases of Conditions A through D
indicated ;:hat a consistent sequence preference occurred in only the FI 120
@ se;:ond phase ofl Con:iition A, which opposed a six stimulus sequence with a
| single sﬁml;lug sequence. All four birds iﬁitiated the single. stimulus
sequence mm-é frequently. The range of preference for one bird in"one
; L subph;se was large however. In general throughout other conditions and T
5 - phaseé there was a freqﬁent occurrence ot: ran‘gves of preference in the order
. " of 40%. 7 )
During the FI phgse’é'ofﬁonditions A, B, C, and D, thé onset of the
final stimulus typically occasioned a steady increase in rate. Preceding the
“onset of the final stim.ulus. few responses were err'xitted. However, during
the FT phases (i.e., Phase I and I) of Conditjons A, é, c’, and D, onset of
th!; fl(pal stimulus typically generated a sharp increase in the response rate
followgd by a subseq.uent decrease. This pattern occur're‘d during both the
12 Bec!om interval and the 120 second interval.

-

There were gwo stimulus sequences which did not yield the otherwise ¢

v

typical increase in responding at the onset of the final stimulus during the
FT phases; the six stimulus sequence and 6]0 1+5 sequence. " The six

- ° N J
stimulus sequence generated an increasing rate through the first half of the

entire stimulus interval followed by a decreasing rate to the end of the

’

] .
interval. The 1+5 sequence generated the highest rate of respohding during

L




83"
the first stimulus.
Longer pauses often occurre&i preceding the sequence chosen most
frequently, and often more responding occurred in the preferred_ sequence.
Condition E, the novelty costrol condition, which opposed a six
stimulus s?quenceWith a single stimulus, without primary reinforcement,

indicated no evidence of a differential sequence preference.

%
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CHAPTER III

AR

DISCUSSION

The results of the test of the reinforcing effectiveness of timing
stimuli did not support Hend'ry's hypothesis. The more informative ‘stimulus
sequence was nbt consistently preferred. It was found that timing stir;mli
evoke key pe‘clzingAwhich varies in rate across the stimulus interval and

differs in distribution across differing timing sequences. The response -

requirement at the end of the stimulus sequence in the FI procedure aJ\tered

these distrfbutions of responding during the sequepce and may have ix;ﬂ:en(:ed .
’ 2
a preference for the less informative stimulus sequenc'e.

Hendry and Dillow (1966) investigated the reinforci;;g effectiveness of
timing stimuli in interval schedules. In their procedure a fixed interval
sch‘é‘dule under a single stimulus was in effect on one key, while timing
stimuli correlated With‘conseét;tive sixths of the interval were intermittently
available on a sep?rate ke;. In general they found that response contingent
stimuli which were correlated with the passage of time‘during in}erval
schedules could reinforce the response which produced them (i.e., timing

. l
stimuli were reinforcing). They concluded that "all ¢lock stimuli, not just

84




> the stimulus closest to reinforcement, became remforcing. "

The present investigation, however, indicated that not only was there

* f 4 .
e
no consistent preference for the various informative sequences, the only

reasonably co&siste'nt preference was for a non-informative sequence. The
present data therefore contrast .With Hendry and Dillow's findings as well

as their hypotheses.

-
.

Differential Reinforcing Effectiveness

Conditions A and D allowed 'investig;ation of timed intervals wﬁich
opposed different numbers of timing stimuli. In andition A, a single‘ »
stimulus interval was compared to a six stimulus interval. In Condition D,

a three stimulus interval was compared to a two stimulus ’mtexjva.l. The six

3

stimulus in‘terva.l in Condition A and the three stimulus interval in
1 Y) . .

Condition D provided mote information, less.uncertainty, more opportunity -
/ ' ) . - ) ' ’
for preparation, more precise control over behavior during the interval,
.and the stimulus which had the highest: density of reinforcement. The - P
rs \.Al 2

alternatives were very different in Condition A, while the alternatives were

more similar in Condition D, - - A e
Cor;ditions B‘;md C iﬁvestigﬁéﬂ timed intervals which all conta;ned

tv»:o stimuli but which were qualitatively diife’arent. In Condition _!3. a stimulus

change Which occurred after one-sixth of the intervai elapsed was coméaréd

to a stimulus.change which occurred following five-sixths of the interval.

Condition C opposed an interval with a stimulus changé in the middle,

”

B =
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with an interval with a stimulus change following five-sixths of the inteTval,
. L] . ’ < N .
The alternatives were very different in Condition B, while the alternatives

o . .
‘ 1

L]
were more similar in Condition D, 4
‘ v

Of Conditions A»through D, a consistent sequence preference occurred

A

only in the condition which opposed a six s:timulus sequencé with a single

<

‘stimulus sequence. This preference occurred during the 120 second response

: N oL ‘
contingent or FI phase and the single stimulus sequence was preferred. One

' ‘bird had a wide range of preferences, however. These findings indicate that
timing stitr‘xu‘li which are 'c~6rre1ated with the presentétion of primary

. N
re‘uﬁorcbment are not reinforcing, relative to a non-timing stimulus condition.
. ’A}térnative 'mter;;retatiorns for the obtained results in the present"
study can be generated, but do not appear compeliing. * Poor stimulus Cc;ntrol

or "inattention" would not scem to be an adeduate explagation for the lack of

consistent preferences for a particular informative sequénce. The
A D \

[ 4
distributionimeasures indicated a very consistent difference between

alternatives (this is discussed in more detail below). It would also seem

' -
unlikely th#¥ stimulus factors unrelated to food presentatizfx, such as

"sensory reinfox:cement" or "novelty" {(Kish, 1966) could account for the

’

present‘findings. The results of Condition E indicated ho dominant

_ differential preference for a particular stimulus sequence when primary
. 4 o .

RVITR »

1
i

reinforcement was absent.
An appeal to such factors as key or side preferences also seems
-, ‘
unwarranted. The frequent occurrence of a wide range of sequence

A
<
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preference within and betw;aén pigeons suggests an absence of any preference.
Furthermore, pigeons are not u'sually known to form sti'ong key, color, or

' side preferences (Hendrs,', 1969b; Ricci, 1573). .In any event, if the

reinforcing effectiveness of temporal information is not relatively stronger
———

than a position bias, then it would seem to have little predigtive usefulness.
_This argumerit is not to say that the data in the present experiment indicate
no key bias, however. ‘All choice factors were equated excepé the stimulus '

sequences; therefore, if the stimuli were not differentially reinforcing, key

L4

bias could be the only factor controlling choice.

Explanations of the present results which rely upon the competitipn of

o

contiguity and infermation factf_)rs are inappropriaﬁe, in that Hendry subsumed

contiguity as a procédure which provided ir;formation. Stimuli are postulated

to be reinforcing only because of their information content. Thus, controlling

for contiguit}; while testing Hendry's hypothesis is unwarranted, in addition

-

to having possible confounding effects.

Differential Controlling Effectivenegs ('Evoked'" Responding)
Vé
The effectiveness of information in differentially'cdntrolling behavior

provided dramatic differences in response distributions. A differe‘ntial effect
of i{:format%on was demonstrgted .between _all alternative pairs of timing
se:f:xences.' In addition, the c;)ntrolling effect that a particular timing)
stimulus had on-behavior was also dramatically differeqt dependipg upon
whether or not a response was required af the end of the stimulus sequence

o
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(i.e., between fixed time and fixed interval schedules).

The most notable characteristic of the distribution of responding

within the fixed time intervals was th)% sharp incre;'\se in response rate at the
onset of the final stimulus. This incyease was usually followéd by a
subsequent ”decrease in the cases where the final stimulus was more than
. one-sixth of the interval in duration. 'i‘his finding was sqn;ewhat similar to
those reported by Farmer and Schoé'nfeld (1966) and Zeiler (1970).
Farmer and Schoenfeld (1966) found that a stimulus associated with
- : . the occurrence :f food in a fixed interval schedule, when 'presented at .(Sther
) portions of the 'ihtgrval,. would substantially increase the respon‘ée rate durmg e
its occurrence. Zeiler (1970) investigated the effects of a stimulus which was ~
: termiﬁally associated with primary reinforcement and which unprédictably
changed keys in successive qua;'ters"of a fixed‘interval schedule. He reported
that a burst of resfoéding followed by a pause frequently occurred to the
positivg stimulus immediately dfter a position change.
' The distribution‘ of responding in the six stimulus sequence, during
both the 12 and 120 second fixed time schedules ;wag similar to Hendry and
Dillow'g (1966) finding Maximum responding occur@ in the middle portion
~ of the interval. Hex;lry and Dillow had sugggested that the stimuli in the ’
middle portion of the interval were ‘more reinforcing because of the high

-

observing rates during that portion of the interval. In the present

experiment timing stimuli were in effect without a response requirement ‘

' other than the initial choice response however. The obtained response

» ;{
.
u
. . .

fé" . ~ R
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.
distributions could not be used to indicate reinforcing effectiveness, nor

could thc;y be labeled observing behavior. This finding would suggest that
the rate change obtained by He.n;iry and Dillow could be due to factors of
stimulus con?rol rather than reinforcement properties.

2

The similarity of the various response distributions during the 12
second and the 1:20 second phases indicated that the response ;'ates. were
controlled by @}le relative pattern‘sf the timing stimuli rather than the
absolute time to food presentation. . These results systematically replicated
and extend to fixed ﬁ\ﬁ}e suhedules the finding that explicit stimuli in fixed
. & ) .
interval schedules exert a greater control over the patterning of behavior
"than the absolute duration of the 1nterval (Ferster and Skmner, 1957; Segal,
1962; Zeiler, 1970). They also suggest that respondmg is controlled by
- relative time or information more than by absolute time or contiguity,
The source asd the maintenance of the behavior in the timing interval
¢ is subject to several interpretations Respoqghng in the fixed time intervals
' was mitially high, most likely as a result of the concurrent variable ;nterval
shaptng procedure Continued responding could have been maintained by an ¢
adventitious correlation of food presentation with a revnse occurring at the
P
end of the interval (Skinner, 1948; Hermsteln and Mor \4957) or by the
extended strengthening effect of the reinforcer on responses occdrring

earlier in the interval (Dews, 1966; 1970). The rate decrease at the end of

the stimulus interval would then have to be interpreted as reflecting an

increase in adventitiously maintained behavior, other than key pecking,

. \
. ) /
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immediately prior to the onset of food {(Shull, 1970). " However, some
é.d;iitional mechanism ;vou‘ld then ha_ve to be postulated to explain why !:hat
behavior so reinforced did not predominate throughout the interval. ’Qx_e/
subsequent decrease in response rates following the onset of the final

stimulus suggests that most likely key pecking during the éequences was not

/maintained-ent:irely by a superstitious contingency. This is further supported

by the difference in the behavior generated by the fixed time and the fixed
8

interval phases. - The fixed interval (response dependent) procedure could be

JE—

thought of as; the limiting case of a superstitious contingency.
An alternative- ifxterpretation of the controlling factor of the behavior

during the sequences could be that it represented some type of adjunctive

14

behavior (Falk, 1972) such as autoshaping. Brown and Jenkins (1968) found -

that pigeons would peck a key which was temporarily illuminated immediately
prece;ding tl;e onset of food,rwith no response contingencies having been
programmed. Williz;lms ;).nd lel;ams (1969) found t':hat this bebavior was
r'naintained even when the key pecking eliminated the presentati(;n of food for

o

that trial. I‘t should be noted that with respect to the Williams and Williams

procedure, responding which eliminates the possibility ng food presentation

[

can in no way be reinforced by food presentation. . )
o X

4

Additional Findings

. i

The present results suggest that a least effort analysis of the -

preference is not appropriate. The present findings also indicate that choice




in general is not nece_ssariljr determined by least effort as measured by

relative number of pecks. There was frequent choice of the sequence which

‘e

generated the greater amount of responding during the interval. The choice

and ratio measures therefore appear incons;istent with this frequently
proposed idfemrqtétion of the possible determinants of observing bel;a\}ior
(Steiner, 1967; Baum, 1973). Baum suggested that observing beha’vior may
be maintained Secause it decreased the amount of non-reinﬂ-)rc.:ed behavior,
and ﬁlerefore lowered the overall response cost.

Longer pauses often occurred preceding the initiation of the seque:i:e ]
chosel; most often. This finding supports the contention that pause and choice* .
are nat necessarily equivalent measures (Skinner, 1850). The péuses were l
not differentially related to the stimulus sequence either howe;ver. If pause
apd'éhoice are considered as alternative ;fneasures of preferenée or
reinforcing effectiveness, the pause measuré adds additional support to the\
present choice finding that ﬁﬁm information is not sufficient to eétablish '
conditioned reinf\orcing/effectiveness. )

Wyckoff (1959) had éuggestéci that conditioned reinforcing efféctiveness
was relat‘ed to ""cue strength”. Cue strength was presunrably related to the
ability of the stimulus to either control a differential distribution, differential
réte.- or differential pause. The present datajn(!icate that none of these

measures reliably predict differential reinforcing effectiveness of a ‘

stimulus,




Theoretical Implications

Hendx_-y's Information Hypothesis

Tl;ere are two alternatives for accounting for the present findings
within Hendry's infbrmatiqn hypothesis. First, "timing i;xformaﬁon" r:ay be
used in the m.ore restrictive sense of being a necessary but not a sufficient
condition for conditioned rei;lfomement. This would imply that although
timing stimuli are not necessarily ~reinforcing relative to a situation which is
not ';axplicitly timed (such as the present findings); it could still be argued
that all conditioned reinforcers are reinfofcing because they provide temf)ora.l
information. Secondly, it could be argued that only the first stimulus in the
sequence was in the app;'opriate position to réi.nforce the choice response.
Sut;sequent stimuli, although conditioned rei.'nf;f'cers by virtue oY being
te;nporally informative, ‘'may not have affected choice because they were
separated from the choice respt;nse by a delay.

Neither of these interpretations could adequately handle the iindxn\g
that the single stimulus was preferred in an FI 120 second schedule. In terms
of the immediate com@eme of the choice 'response, there \ﬁvould be no
reason to predict beforehand that the first of six twenty secqpﬂ stimuli had
less informative value than the initial portion of the single stimulus, If
timing information were ’a necessary condition for conditioned reinforcement,

it would have to be proposed that in some cases a single stimulus contains

more timing information than a six stimuhis sequ e or that other factors

&

-
3
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easily o;erride the effecfi)venesS of the teMmpral inférmatioia. In either
case such a hypothesi:c; wou‘ld be di‘fﬁcult’t.c:) utilize.

' ;V_eyant (1957), k;lleen (1971), Duncan and Fantino (1972) and
Schneider (1972) utilizing chofce designs; and Hendry (1965), Palya (1968) '
and Kendall (1 9’72) utilizing concurrent designs have presented data from
situations somewhat s?mjlar to the present procedures. . Tt’les‘e findings could
be taken as critical of a proposal which suggests a reinforcing effec’f
timing stimuli. Neuringex\ (1969) has even suggestéd‘that the second link of

a concurrent chains procedure i8 established as a reinforcer primarily on

2

ttf basis of the overall time to primary reinforcement and is not affected by
even procedural modifications.

Additional findings (Ayres, 1966; Seligman: 1966; Thomas, Berman,

w3

Serednesky and Lyons, 1968; Scheuer and Keeter, 1969; Rescorla, 1972)

_ have been presented from designs similar to Egger and Miller's (1962, 1963)

L4
5
s}

original procedure. These results do not 'supporf'the notion that conii;tioned
reinforcers are the result of temporal priority. A review of the literature '
does not seem to pro;ide egual substantiation for the not;on t.ha; gniing
stimuli are rem_ﬁtorcinél The p_r'i_n}aryv advocates seem to be only Hendry

«

and Dillow-(1966). o

General Contiguity Hypotheses
Although the present study did not assess various contiguity

hypotheses, the data may be interpreted withi'n. a fra‘nework of that type.
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Contiguity interpretations could emphasize a direct primary reinforcement

-

mechanism or alternatively a freqpeqcy of reinforcement mecl:}anisr}l. "
Originally, thé contiguity positidn emphasized close temporal paii’ing .

of the response and the reinforcer to account for the effect of reinforcement.

However, behavior could also be maintained in situations in which the

Ca occurrence of the reinforcer did not immediatel'y follow th; effective

response. Mechanisms were therefore postulated to account for the

6 reinforcer functioning with a delay interv Hull (1932) proposed that

reward was n‘xaximally effective on response which immediately preceded

3

*it, but was also capable of directly reinforcing earlier responses to a

-

kS

lesser extent. Dews (1970) and Perkins (1968) have recently advanced

somewhat similar notions.

.

According to this type of a.pproach the choice behav-io_r of the present
. experiment could have been maintained directly by primary reinforcement.
The alternative choice respon.ges would have been equally reinforcing in that
' ™

they were -followed w1t}/1 a reinforcer following éqgal delays. This approach
could be invoked to account for the absence 'of preference in the p;-esent
design, however it would have difficulty"accmnt;g for the obtained

] preference for the single stimulus sequence. (2

An alternative contiguity approach, ind one which is more consistent
with a broader range of findings, suggests that conditioned reinforcing
effectiveness is related to the frequency of reinforcement aasociated»viith

that stimul®s. This hypothesis has been substantiated using numerous

v
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procedures such as chain (Kelleher and’G‘ollub, 1962) and second order
(Kell;eber, 1966) scht?dules.‘ ’i‘his agproach could suggest that the sequences
were equally positive in that the overall frequel;cy of reinforcement was the

same in both of the available timing intervals. Thi overall frequency of

reinforcement position could draw additional support from studies utilizing
L]

concurrent chains designs. Schnéider (1972) assessed preference for

‘ .
various two component chain schedules and found no preference as long as

6 - -
thé overall reinforcement densities remained equal. Neuringer (1969) found

relatively equal preferences for temporally equal interval schedules even

when those intervalg

ntained different respons% contingencies.
K 4 .

T e SN '
The equal overall frequency of reinforcement could be advanced to . .
— account for the lack of preference in the present experim‘ent. However, like

the direct primar)—r reinforcement approach this position would have difficulty %
accounting for the obtained preference for the single stimulus interval. An
alternative frequency of reinforcement interpretation which could account

for a preference for the single stimulus would emphasize the reinforcement

f x;equency of the stiﬁmlus which immed_ia.tely followed the choice response.

An analysis of this type .is supported by the data presented by

Kendall (1972). He found that withholding the availability of the fil‘lal , ‘
stimulus in an optionally timed fixed interval sch;dxle d;acreased tirhing :
behavior, while unavailability of thg initial stimuli did not substantially |
decréase timing behavior. This data indicated that the possibility of

obtaining the final stimulus was primarily responsgible for maintaining the
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timing behavior. /

In both Kendall's (1972) and Hendry and Dillow's (1966) procedure the
stimulus most closely associated with food presentation could occasionally
follow and therefore directly reinforce the observing response. In the
_present study the pigeons had an option of initiating the interval with one (_)f
two timing sequefices. Once 'miti;,ted the interval and sequence remained in
effec; unt11 food presentation. The particular stimulus which invariably
followed a choic% response was correlated with maximum separation from
'food presentation except in the case of a choice of the single stimulus
sequence. This sequence provided a stimulus which was also in effect
immediately preceding food presentation.

“

An explanation baséd on these factors would suggest that the choice

i

was typically between two stimuli which were no'sociated with food and,

»

were therefore both functionally negative and equal (Ferster and Skinner, 1957;
Segal, 1962). The case in wh}ch the single stimulus was chosen- ' 8ix
stimulus séquénce could be taken as evidence for this positic’m.' This \ -
interpretation, would have diffi_culty accounting for the lack of preference for
the single stimulus in the fixed time sche\lul;s and the relatively small
dégree of preference in the fixed int;arval schedule however, in that the
choice was between a positive and ‘a negative stimulps in those cases.

h The obtained results are not éntirely compatible with eiti:}ér the direct

primary reinforcement or the frequency of reinfoi‘cemen’gexplanatiqns.

Consistency of the present findings with those c'ontigtﬁty mechanisms could




-

be established by either of two approaches.

)

One approach would question thé results obtained in Condition A, which

compared the reinforcing effectiveness of a single stimulus and a six
stimulus sequence. Preference for the single stimulus sequence in the fixed

interval phase could in some way be aberrant. Support for this notion could

be obtained by &ontrasting that single obtained preference with the lack of

. preference under a wide variety of alternative procedures in the present

experiment. This analysis would assume that it is not meaningful to consider

the six stimlus versus single stimulus procedlxre as different than any eof the
other sequence; comparisons.

Alternatively, ‘the absence of preference for the single stimulus in the
fixed time phases of Sondition A coulé be que:stiouedT Support for this notion
could be obtained by pointing out that two of four birds prefex:red the single-
stimulus sequence in the 120 second fixed time phase.

Corroborative evidence for the present findings however, suggésts that
the single stimulujs preference was not aberrant. Duncan and Fantino (1972)
pre'sented data which indicated a preference for a fixed interval schedule
with a single stimulus over an equivalent two stimulus chain FI FI schedule.

Both the fixed interval and the chain schedule had equal programmed

reinforcement densities. They also found an increased preference when

-
I

longer overall intervals were used. Hershiser and Trapold (1972) also

utilized alternatives with equal reinforcement frequencies. They found a

-

preference for a stimulub directly associated with food presentation over a

“
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situation which provided a signal which was different than the stimulus
preceding food presentation.

The alternative approach for integrating the obtained r‘esults with;a
contiguity analysis would suggest .that both frequency mechanisms interaet
in some way.to produce the result; of Athe single stimulus condition ;)r that
aﬁ additional factor is responsible for that effect. It c0‘uld be pointed out
that the preference was obtained during the fixed interval phase. During that .
phase the single stimulus was a discriminativq stimulus and its rélat'wely
grea;‘.er reinforcing effectiveness could be due to its discriminative properties
alone (Keller and Schoenfeld, 1960). It is also possible that requiring a key

i . .

peck at the end of the interval ensured that exposure to“,the singl‘e stimulus
was more closely and consistently paired with primary reinforcement.

4
Although the contiguity approach fares much better than the inforpration

approach in providing an explanation for the results of the present &

~

investigation, it has pot proven to be a necessarily more testable mechanism
(Herrnstein, 196§)~{ovr as a necessarily more predjcti;re frameyor!c (Egger .
and Miller, 1962, 19\3/; Baum, 1973). All in all both existjng theoretical
hypothese;s (i.e., contiguaity and information) for the empirical process oi’ !

conditioned reinforcement appear to lack necessary predictive power.
- -

Q ’ 0,‘




Theoretjtal Insufficiency Lo : o

A

A strict interpretation of a contiguity or pairing >hypothesis would

e
g .

suggést that the efficacy of the pairing operation was determined by the v

—_—

temporal separation of the stimuli. This .is not the case however. The

magnitude gf the effect from a strictly simultaneous, forward, or backward

Pavlovian procedure is not ordered in terms of gemporal s‘eparati{)n.

Typic.ally the CS must péecede the UCS. In addition, result‘s have been ‘

obtained from both operant (Hendry and Cohlbourn, 1967) and Pavlovian
(Seligman? 1966) procedure; which indicate that a stimulus neéd not be

’directly contiguous with a primary reinforcer to establish it as a§conditioned
reinforcer or as a conditgoped stimulixs.

A simple gontig}}i‘\ty nqtién would also sugéest that a continuouslyl
presented stimulus would become a con’ditionéa reinforcer ar co_n;h'tion;ed
stimulus. Thf's is not the case (Terrace, 1966; Rescorla, ;968}. A simple
contiguity approach is not adequate to account for these findings. They do

suggest an-analysis in terms of some informational construct however, ih

that to be effective the stimulus must

i

ede and be associated with an

increased probability of the primary geinforcer.
] Information th'éory sugges at information is'deternjined by the
degree of contingency of one e-ve‘nt on another, and that a nergaﬁve prédiction
is equivalent to a positive prediction in terms of information. It also
suggests that additional or subsequent stimuli which are eqﬁally coxjrelated

with the previously predicted event do not provide information or are

2
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redundant. Obtained data cannot be explained in terms of simple information J‘
as such, howevey. Alternative ‘mformative stimuli do not have th¢ same
‘ O . R ’/ .

reinforcing effectlveness {Bower, McLean and Meacham, 1966 Dinsmoor,
o)

Flint, Smith and Vlemexs"ter, 1969; Kendall, 1973b) and redundant stimuli
&\
can be reinforcing (Hendry, 1969¢; Kenda.ll, 1973a). \//

.Y

' 'coptiguity and information are distinct but unfortunately neither are

® - M .
The predictions geherated by the strictly formal interpretations of

completely supported by the data.” Intuitive notions of information and

‘contiguity are equally distinct but also equallf; strained when compared to

c N o)

the available data. A reliable conditioned reinforcing effect can ogcur with
L J i

a stimulus in the signaled absence of primary reisforcement. It is difficult

to see how the stimulus in that case weuld provide reievant information.

g

This effect has been demonstrated in procedures such as maintained conditioned

- reinforcement designs and in higher order Pavlovian conditioning:
Afternaﬁvely, behavior can be maintained without any contiguous explicit

| stimulus changes, most notably; in unsignaled avoidance procedures. It is
obviousctherefore that qualiofica.tions mu#t be added to’either positien in order
to ‘accoun; for thé‘available data. | ) ‘ T e

Various posmo:;s have béen advanced Bloomfield (1972) has proposed

ra mechanism based entirely on information, while Réscorla (1972) has 3 N
advanced a basic contiguity ;R‘sitio_n. Schuster (}969) suggeste@ a strictly

functional atheoretical perspettive, whereas Bolles (1972) has advocated an

;j\
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entirely different theoretical structure, .

It is difficult to assess at this point a clear undisputed differentiating
iggue separating ipformationeand contiguity which would lead to an é:fperimeﬁt
verifying all varieties of one position and refuting all possibilities of the other.
At present neither the formal nor ‘the intuitive predictions of the contiguitj and
information approach are sufficient to account for the currently available d?.ta.

~ : ;
Considering the complex effects as well as the negligible effects information

can have on behavior, it may be more appropriate to establish a much®e )
broader and éysteaatic data base before hypotheses are advanced.

J ' \ -
Conclusions

Two conclusions seem warranted from the present mv/esngatmn of the\

_ reinfércing efiectiveness of timing stimuli.

1. 'I‘iming inforrnation (in terms of procedurally correlated stimuli;’
pro;:e&uraily correlated stimuli which control different behéviors;
or procedurally correlated stimuli.which control differential

- : behaviors and set the occasion for a specific required operant):

‘is not a sufficie;xt property to establish that stimulus sequence as

a differential conditioned reinforce;'.

2. Timing information has a dominant effect on behavior occurring

i in its presence and appears to be cé.pabie of reliably and
systematically controlling complex behaviors such as key pecking

in both fixed time and fixed interval schedules.

'
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\ - GLOSSARY -

Autoshaping. A procedure which correlates a stimulus with a primary event;
usually a visual stimulus, grain presentation, and with pigeons. This typically
_ results in responding directed at the stimulus.

-

Adventitious. Not programmed, accidental, seemingly causal.

Choice Response. A response which enables one of a set of mutually
exclusive events.

Clock Stimuli. Stimuli which have a fixed temporal relationship with the
.occurrence of some event, usually. the reinforcer.

Component. A unit of a complex schedule, usually a schedule itself.

Concurrent Schedules. Schedules of reinforcement which are in effect
simultaneously. The requirement for both schedules cannot be met by the
same response. “ ’

Condition. The set of procedures which utilized the same stimulus sequences
and the same birds. ' ’ ,

Conditioned Reinforcer. A stimulus which functions as a reinforcer only after
some specific training history.

Contiguity Hypothesis. A term used to group conditioned reinforcement

_theories which explain the reinforcing properties of the observing stimuli or
timing stimuli as a result of stimulus-reinforcer "pairings''. This approach
implements simple conditioning procedures and stresses the reinforcing
effects of the positive or most favorable stimulus.

Contingency. Causal dependency, such as if X then Y; where X is typically a
response or some temporal delay and Y is frequently food presentation,

Discrinfinative Stimulus. 1. A schedule correlated stimulus which sets the_
occasion for the reinforcement of an explicit response. 2. A stimulus which
is.consistently related with a schedule of reinforcement.

110
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Effective Response. A response which could satisfy t.he primary
- reinforcement contingency.

Fixed Interval (FI) Schedule. A schedule which specifies that the first
response following the elapse of a fixed interval is followed by the
reinforcer.

'Fixed Time (FT) Schedule, A schedule which specifiés that the "'reinforcer"
(e.g. food presentation) follows the elapse of a fixed time regardless of
behavior occurring in the interval.

Information. Value of a stimulus which reliably and selectively precedes a
schedule of events, especially food presentations. A stimulus is said to be
informative if its occurrence enables a better prediction of a subsequent
event. ) -

Information Hypothesis. A term used to group conditioned reinforc¢ément
theories wlnch stress the predictive relationship of the stimulus to the
primary event'to account for the reinforcing effectiveness of both the negative
and positive stimuli.

Observing Response. A response which may be followed with a stimulus ~
which is correlated with some property of the schedule in effect and which
cannot differentially satisfy the primary reinforcement contingency.

Preparatory Response. A response which modifies the effects of the
reinforcer,

Reinforcement. A stimulus change which is followed by an increase in the
probability of the response class which immediately preceded its
occurrence.

Session. One continuous exposure to the expenmenta.l procedures, usually
fifty reinforcements.

Stimulus Control. The covariance of an antecedent stimulus property and a
~ subsequent response property.

Stimulus Sequence. The order of the stimulus units in a particular trial
stimulus, such as six seconds of red followed by six seconds of green.

Superstitious. A term applied to a behavior which is maintained by
adventitious reinforcement.
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Timing Stimuli. Stimuli which have a fixed temporal relationship with the
occurrence of some event, usually the reinforcer.

&
" Uncertainty. A postulated drive state generated in situations in which two 2
or more mutually exclusive behaviors are appropriate.
.
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