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Educational chatbot development informed by clinical 
simulations
Alicia M. Drelick , Casey Woodfield and Justin E. Freedman 

Department of Wellness and Inclusive Services in Education, Rowan University, Glassboro, NJ, USA

ABSTRACT  
This manuscript introduces an innovative approach to developing educational 
chatbots informed by clinical simulations to enhance learning experiences. 
With the rapid interaction of generative AI in education, this work provides a 
structured process to creating chatbots that simulate interactions for 
educational purposes. The four development phases, Conceptualization, 
Protocol Design, Technical Design, and Trials and Revisions are grounded in 
the foundational practices of clinical simulations. This approach bridges gaps 
between theory and practical application of emerging technologies while 
emphasizing the role of humans at the center of AI-enhanced learning. In 
addition to technical guidance, pedagogical strategies for introducing 
chatbots to students are provided. This comprehensive framework can 
provide educators with tools to create and implement dynamic learning 
tools to create more personalized and immersive experiences.
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Generative Artificial Intelligence (GenAI) tools offer broad possibilities for content generation, trans-
lations, image creation, problem-solving, and question-answering (Dwivedi et al., 2023). Mishra et al. 
(2023) note that the initial release of platforms such as ChatGPT, Google Gemni, and Claude made 
some educators feel that this advancement would lead to cheating, plagiarism, and overall adverse 
effects on student learning. Many schools responded by limiting access to these tools. This proved 
ineffective, as AI tools quickly became embedded in applications such as Google Apps for Education 
(GAFE) and Microsoft Suite (Mishra et al., 2023). Nevertheless, many educators continue exploring 
new technologies to enhance their instruction.

One such technology is chatbots, which rely on GenAIto simulate conversations and interactions 
through voice or text responses (Adamopoulou & Moussiades, 2020). Chatbots can “create new 
avenues for creative expression and help establish immersive and interactive learning environ-
ments” (Mishra et al., 2023, p. 238). Pérez et al. (2020) report that the early use of chatbots in edu-
cation was primarily focused on serving as a teaching assistant or service assistant, providing on- 
demand information, or completing tasks. AI users can now create custom chatbots with intuitive 
development interfaces like Poe and ChatGPT; this advancement allows educators to create chatbots 
that enhance learning activities with tailored, interactive experiences. Research into the effects of 
using these tools and practical guides for educators is key to ensuring the integration of GenAI 
and chatbots is educationally, ethically, and technically sound (Hwang & Chang, 2021; Okonkwo & 
Ade-Ibijola, 2021; Pérez et al., 2020; Torrado et al., 2023; USDOE, 2023).

In designing a custom GenAI chatbot for students, educators must be informed by best practices 
and research-based approaches. This manuscript proposes a process for conceptualizing, 
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developing, and implementing a chatbot customized for student participation in simulated inter-
actions as an instructional activity. Our process integrates foundational research on clinical simu-
lations with emerging techniques for designing chatbots to support educators in creating 
meaningful and innovative learning experiences while upholding ethical standards.

Background

Clinical simulations in education

Clinical simulations are instructional tools developed in the 1960s by neurologist Howard Barrows for 
medical education. In this now widely-used approach, medical students engage in a face-to-face 
encounter with a “standardized patient,” portrayed by an actor trained to consistently display 
characteristics of medical concern to each medical student with whom they interact (Barrows, 
1987). Clinical simulations allow doctors and nurses in training to practice engaging with a 
patient in a context indicative of a medical setting and provide their instructors with an opportunity 
to assess their studens’ dispositions and diagnostic skills (Bambini et al., 2009).

Based on this model, Dotger (2015) partnered with a medical simulation center to adapt the use 
of clinical simulations for teacher education. In this domain, pre-service teachers engage in a situ-
ation that approximates a challenge they might encounter in schools. Multiple actors are trained 
to portray a standardized individual, such as a concerned parent or colleague, using a protocol of 
predetermined traits and scripted prompts. Participating pre-service teachers, on the other hand, 
are given only a brief overview of the scenario (e.g. the premise of the encounter) and are asked 
to respond naturally, relying on their own instincts and skills. Following the video-recorded simu-
lated encounters, pre-service teachers participate in a structured small-group debriefing with 
peers and are also asked to watch and reflect on the recording (Dotger, 2015). Teacher education 
courses across disciplines such as mathematics, science, music, English and physical education 
have incorporated clinical simulations into their curricula. This approach has also been adopted 
by educational Leadership and Counselor Education programs (Dotger & Chandler-Olcott, 2022). 
Freedman et al. (2020) extended the use of clinical simulations outside of professional education 
to examine how college students with disabilities advocate for instructional accommodations 
when engaging in meetings with a standardized professor.

Barrows’ (1987) tenets for clinical simulation offer a conceptual framework that guides the design 
of simulated scenarios. These tenets – prevalence, instructional importance, clinical impact, and 
social impact – can frame the pedagogical purpose of simulations. Prevalence suggests that experi-
ences are designed to address a common issue that will be encountered in practice. Clinical impact 
focuses on rarely experienced but potentially critical situations that require a particular type of train-
ing. Simulations with instructional importance aim to build specific skill sets and gradually prompt 
deeper learning. Finally, the social impact tenet focuses on programs that have a substantial 
benefit for certain individuals or groups (Barrows, 1987). Dotger and Chandler-Olcott (2022) has 
drawn upon these tenets to develop the problem-based context for clinical simulations in teacher 
education. For example, mathematics pre-service teachers engage with a standardized high 
school student who is experiencing difficulty solving a common equation (prevalence), and counse-
lors in training engage in a simulation with a standardized high school student who is exhibiting 
signs of suicidal ideation (clinical impact). Drawing on Barrows’s tenets for simulation design, edu-
cators can recreate elements of carefully chosen situations, creating immersive learning experiences 
for students in low-risk environments.

Clinical simulations are underpinned by the theory of situated cognition, which posits that learn-
ing occurs in situ; it is interrelated with a given social and cultural context and cannot be abstracted 
from the situation in which it occurs (Lave & Wenger, 1991). Drawing on this emphasis on learning 
through enculturation to the practices of a community, Dotger (2015) proposed clinical simulations 
as a signature pedagogy in teacher education. A signature pedagogy is one that asks novice learners 

2 A. M. DRELICK ET AL.



to put discipline-specific knowledge into action and carefully reflect on their decision-making 
process and the impact of their choices (Shulman, 2005).

Clinical simulations provide an approximation of a professional context for pre-service teachers 
that introduce them to elements of the cultural expectations of the profession as they decide 
how to respond to the questions and concerns of another human being. Whether used within pro-
fessional education programs or to locate students in other sociocultural contexts, clinical simu-
lations are an example of situated learning that provides a shared experience for students via 
engaging with and reflecting on encounters with a standardized individual who has been trained 
to convey uniform verbal cues and dispositions. However, developing and implementing face-to- 
face clinical simulations require a significant resource investment. AI tools, such as chatbots, can 
offer a cost-effective and widely accessible method of applying elements of clinical simulations to 
develop simulated interactions for students.

Chatbots in education

Chatbots’ ability to simulate conversations allows them to broaden simulated learning experiences 
in new ways. Okonkwo and Ade-Ibijola (2021) describe chatbots as technology capable of emulating 
human interaction, allowing users to engage with auto-generated responses. Chatbots can serve 
various purposes, including as teaching agents, peer agents, teachable agents, and motivational 
agents (Kuhail et al., 2023). As the name reflects, teaching agents can provide students with instruc-
tional information. Meanwhile, peer agents serve as more of a guide or assistant in accessing infor-
mation. Teachable agents simulate a conversation where content is being taught to the chatbot, 
allowing a student to demonstrate mastery. A motivational agent provides positive feedback and 
encouragement. Teaching agents, which embed elements of motivational agents, are the most 
common role of educational chatbots (Kuhail et al., 2022). Table 1 defines and outlines examples 
of applications for each purpose.

Hwang and Chang (2021) suggest the benefits of using chatbots in education include enhanced 
engagement, personalized learning opportunities, and innovative pedagogical approaches. While 
the possibilities for chatbot creation are nearly endless, some researchers have created exemplars 
to guide exploration into their utility. For example, Guo and colleagues (2023) used task-specific 
chatbots to prepare and support students in debating activities. Graesser et al. (2005) developed 
an early chatbot that served as a tutor for middle and high school students. Ondáš and colleagues 
(2019) highlighted the impact of multiple chatbots designed for educational purposes, including a 

Table 1. Examples of educational chatbots by design purpose.

Chatbot 
purpose Definition Example of application

Teaching 
agent

Simulates instructor by engaging in education 
conversation, presenting learning material or helping 
access knowledge

Chatbot presents mathematical problems to 
students. Chatbot can ask questions, provide hints 
or give feedback through problem solving.

Peer agent Simulate a learning companion or peer-to-peer 
conversations. Typically less knowledge than 
teaching agents but can foster engagement and 
collaboration

Chatbot used to support learning a new language. 
Provides translation and opportunity to practice 
social exchange

Teachable 
agent

Simulates a novice learner seeking to learn about a 
topic a student is working to master. Often a user 
provides feedback to demonstrate their knowledge

Chatbot created to ask about historical events. Users 
provide key information and the chatbot asks 
followup questions allowing user to provide 
additional context, reinforcing their learning.

Motivational 
agent

Designed to encourage and support users in the 
learning process. Can help set goals, manage time, 
and provide praise to accomplishments.

Chatbot created to support online learning. 
Encouraging messages provide reminders to start 
and complete tasks, personalized goals can be set 
and empathy and redirection can be provided if a 
user express frustration

Note: Derived from Kuhail et al., 2022.
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voice-based chatbot built for smart home speakers such as Amazon’s Alexa. The focus of these tools 
was to increase connectivity to information, support efficiency in accessing information, and make 
interactions familiar to students.

The approach to chatbot development we describe is guided by the U.S. Department of Education 
(2023) recommendations for AI development, which include: Emphasize Humans in the Loop; Align 
AI Models to a Shared Vision; Design Using Modern Learning Principles; Prioritize Strengthening 
Trust; Inform and Involve Educators; Focus R&D on Addressing Context and Enhancing Trust and 
Safety; Develop education-specific Guidelines and Guardrails (see Figure 1). First and foremost, 
any learning experience should center on both the learner and the educator. As such, this generation 
of chatbots should be guided by student input and experience (USDOE, 2023). Teachers should also 
embed humanistic approaches to instruction, including reflection and considerations for future 
instruction. By creating instructional loops centered around students and educators and drawing 
from a long-standing model of clinical simulations, we offer a pedagogical process for developing 
and utilizing chatbots as instructional tools. Our intent is to leverage GenAI’s ability to customize 
interactions, a feature that has the potential to establish new opportunities for creative expression 
and immersive learning while increasing engagement and access (Mishra et al., 2023).

While the ability to create chatbots customized for student use is novel, simulating conversations 
for educational purposes is well-established (Dotger & Chandler-Olcott, 2022). Both AI-generated 

Figure 1. USDOE Recommendations for AI tools and systems in education. Image from: U.S. Department of Education, Office of 
Educational Technology, 2023, p. 55.
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chatbots and face-to-face clinical simulations offer the potential to create interactive learning experi-
ences that intentionally situate students in a specific context. In the subsequent sections, we propose 
a process for developing chatbots that are informed by tenets of clinical simulation design (Barrows, 
1987), principles of designing educational chatbots (Kuhail et al., 2022), and components of clinical 
simulations in educator education (Dotger & Chandler-Olcott, 2022).

A process for developing chatbots informed by clinical simulation designs

In this four-step process, informed by clinical simulations for education, we guide educators through 
conceptualization, information gathering, technical design, and trials and revisions. (See Figure 2). 
We discuss how overlaying chatbot design strategies with frameworks for developing clinical simu-
lations can provide a robust approach to embedding chatbots into instruction to prompt the gen-
eralization of acquired skills.

Conceptualization: building the context

This phase focuses on the theoretical and planning phases. Developers should consider the overall 
objectives and educational outcomes intended to be addressed through chatbot interaction. Just as 

Figure 2. Visual of four-step process for developing chatbots informed by clinical simulation designs.
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Barrow’s (1987) tenets for clinical simulation design have been applied in medical and teacher edu-
cation (Dotger & Chandler-Olcott, 2022), these tenets can also guide educators in conceptualizing 
the context in which students will engage with a chatbot. Educators can choose to prioritize a situ-
ation that is likely to occur frequently (prevalence); that may occur rarely but be highly impactful, and 
necessitate specific skills (clinical impact); that align with other learning experiences to build specific 
skills over time (instructional importance), or that addresses an issue or skill relevant to particular 
individuals or social groups (social impact). Prioritizing one or two of these tenets can help educators 
carefully attend to the purpose of the experience and consider the potential impact of the inter-
action on students’ short- and long-term learning.

Developers should be mindful of the needs of their users–in this case, students–when establish-
ing the context and purpose of the chatbot interaction. In addition to factual information and peda-
gogy, educators should consider students’ cognitive, social-emotional, and academic needs when 
designing chatbots while also generating common questions and search terms relevant to the 
subject area (Kuhail et al., 2022; Ramadais & Xinogala, 2023). Mateos-Sanchez et al. (2022) offer an 
example of this kind of user-informed data collection, which began with interviews to determine 
design priorities based on the lived experiences of the target audience for the chatbot and drew 
on non-experimental observations for additional insight into design considerations. Deveci Topal 
et al. (2021) further examine student needs by inquiring about chatbot perceptions in pre-design 
interviews; their questions focused on preferred features and functions and students’ opinions on 
interactions with the chatbot.

In addition to determining how the chatbot will interact with end users, determining what infor-
mation is needed for the data set generating exchanges is equally essential. Guided by the chatbot’s 
purpose, designers must collect data to support interactions. This varies based on the intended use. 
For example, teachable agents must have the knowledge. Ramandanis and Xinogalos (2023) ident-
ified various ways of training chatbots for education, including using previously collected or con-
structed data sets. This could include educational materials, corpora data (i.e. Wikipedia), or 
previous student experiences (i.e. work samples, interviews) (Ramandanis & Xinogalos, 2023). 
Additionally, chatbots can be trained using machine learning, which would require chatbots to 
expand outside of a dataset provided, such as searching the web. For the purposes of the process 
we outline based on clinical simulations, we focus on creating “walled gardens” (Klein, 2023) to par-
allel the use of carefully constructed protocols.

Protocol design: compiling the knowledge base

Once the context and purpose of a chatbot interaction have been identified, information is needed 
to develop a dataset to supply a chatbot with data to inform its interactions effectively. The quality of 
interaction with a chatbot depends wholly on the quality and size of the dataset provided to train the 
chatbot (Goyal et al., 2018). A high-quality dataset should be one that is likely to lead to an inter-
action that is both authentic to the context and meaningful in that it allows participants to make 
decisions and apply their current knowledge and skills. Efforts to create an engaging experience 
should be guided by research relevant to the selected context and a process for developing research 
results into a training protocol that will guide how a chatbot interacts with a user, including what 
information is shared.

Using protocols to train actors for clinical simulations in teacher education can provide a helpful 
example to inform chatbot development. Clinical simulation protocols of standardized individuals 
(SIs) rely on research collected from multiple sources, such as interviews with experienced pro-
fessionals (e.g. educators and school leaders) and reviews of professional literature (Dotger, 2015). 
These data are used to create an approximately three to five-page interaction protocol. Given to 
actors during live training, this protocol describes the context of the interaction, character-building 
information, such as dispositions and background, nonverbal communication, and verbal prompts– 
specific statements or questions for each actor to communicate to the participating pre-service 
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teachers. During this training, actors typically ask questions and provide feedback about how to enact 
the SI consistently across a range of potential participant responses (Dotger & Chandler-Olcott, 2022).

A similar training protocol can be developed as the foundation for the knowledge base of a 
chatbot. Based on research collected from interviews and reviews of current literature about a 
given context, a protocol can be developed that resembles that of a standardized individual protocol 
for clinical simulations used in teacher education (Dotger, 2015). A protocol sets parameters for the 
character traits and the purpose of the interaction and provides specific examples of prompts for the 
chatbot to communicate. However, there are notable differences between designing a knowledge 
base for a chatbot and training live actors that create both challenges and possibilities. One chal-
lenge to training a chatbot is replicating elements of the back-and-forth “what if … ?” discussion 
with live actors that elucidates how to respond to a range of potential statements and questions 
from a participant. Sample predictive responses should be included in the chatbot’s knowledge 
base to address this gap. The use of chatbots can also increase the amount of training input. 
Whereas live actors are provided a brief three-to-five-page protocol that is the end product of back-
ground research and analysis of the context, the chatbot knowledge base can include curated 
research, such as selected de-identified data from pre-design interviews and a synthesized literature 
review. When doing so, it is imperative to identify raw data to protect privacy and to be mindful of 
copyright and fair use policies.

Technical design: putting it together

Technical design is the applied phase of chatbot development. This section will detail the technical 
and practical steps of creation. First, a platform for creating the chatbot should be investigated. Plat-
forms can be web-based or mobile. Further, different platforms have accessibility options that best 
support students of various ages and abilities, such as speech-to-text or text-to-speech features. 
Additional considerations for selecting a platform relate to data security and student privacy 
(USDOE, 2023). While cost is a notable consideration, free should not sacrifice security and 
accessibility.

Each platform for creating chatbots will have its own interface with unique prompts or commands 
used to build out the chatbot. Using the selected tool’s chatbot-building interface, clearly define the 
role outlined in the conceptualization phase. Provide additional context by outlining the design prin-
ciple(s) selected to guide the interactions. Further, the characteristics that comprise the chatbot’s 
persona contribute to a greater connection during the interaction. In developing the chatbot’s 
persona and engagement, educators should review the design principles for educational chatbots 
summarized by Kuhail et al. (2023), as outlined in Table 2.

In applying Kuhail et al.’s (2023) design principles during technical design, educators can create 
chatbots that focus on both the pedagogical delivery of information and the social interactions with 
students. Further, these principles can be used to train a chatbot to provide the desired support for 
student users.

Finally, the designer should determine if a chatbot should have access solely to the knowledge 
base provided in the dataset or if it can explore the World Wide Web. Klein (2023) suggests using 

Table 2. Educational chatbot design principles.

Design principles Definition

Personalized learning Ability to customize the output to meet individual users’ needs
Experimental learning Encourages users to construct knowledge through engagement
Social dialog Focuses on conversational exchanges over content
Collaborative learning Engages in co-constructing knowledge by engaging on completing a task together
Affective learning Ability to provide encouraging or sympathetic feedback based on user interaction
Learning by teaching Users demonstrate and increase mastery by explaining concepts
Scaffolding Gradually build knowledge through structured engagement

INTERACTIVE LEARNING ENVIRONMENTS 7



“walled gardens” or GenAI with limited datasets to provide a safer and more reliable experience. 
Further, creating a walled garden can ensure that reputable sources are provided, increasing the 
trustworthiness of the response (Klein, 2023). Our process reinforces Klein’s (2023) recommendation 
since, drawing on the use of “standardized individuals” in clinical simulation, this allows for a more 
consistent experience rooted in the carefully curated knowledge base.

Trials and revisions: improving interactions

USDOE (2023) asserts that “teachers need to be involved in the design and evaluation of AI systems 
before they are used in classrooms and when needs for improvement are observed” (p. 53). As such, 
chatbot designers must engage with their bots before using them with others. For education pur-
poses, sample conversations should mirror expected engagements with students. Pérez et al. 
(2020) warn that chatbots can present ethical, diversity, and accessibility concerns. For example, 
chatbots may present biased responses when engaging with users of different genders (Pérez 
et al., 2020). A chatbot developed to help explore careers could guide more male users into STEM 
fields than female users due to the data set provided to train the model. Further trials should con-
sider the experience of all users and anticipate biased responses during testing. Designers can return 
to the design interface to revise commands and expectations. Careful consideration should be given 
to the bot’s tone.

Attention to accessibility is also warranted during the trial and revisions phase. Griol et al. (2017) 
noted that students with disabilities, in particular, can experience benefits such as increased motiv-
ation, higher engagement, and the development of metacognition skills through the use of edu-
cational chatbots. Mirsha and colleagues (2023) further assert the ability of chatbots to create 
new immersive learning opportunities for students. Mateos-Sanchez et al. (2022) suggest inter-
actions are aligned with the learning process for individuals with disabilities and have capacities 
for the use of assistive technologies such as text-to-speech and speech-to-text tools. Designing 
tools that are accessible to all users is a dynamic process that necessitates ongoing evaluation 
and revision.

Implementing chatbots informed by clinical simulations as instructional tools 
opening and closing activities

Chiu et al. (2023) findings underpin the importance of supporting educators to effectively implement 
chatbots for instructional purposes. To uphold the Cardona et al. (2023) emphasis on humans in the 
loop, chatbots created via the above-described process must be bookended with carefully crafted 
guidance and reflection opportunities. The authors urge educators seeking to implement our out-
lined chatbot design process to consider educator-led opening and closing activities as inseparable 
from the use of the chatbot itself. Drawing from research on clinical simulations as instructional tools 
for postsecondary students (Freedman et al., 2020; Dotger, 2015), we recommend three key touch-
points to guide educators in implementing a chatbot informed by clinical simulations: Preparation, 
real-time debriefing, and post-reflection.

Pre-interaction preparation: a focus on context. In addition to designing and responsively 
adapting the chatbot, educators can proactively reduce barriers to student engagement with a 
chatbot by orienting students to the experience in advance. This pre-interaction preparation 
should include the following components: (1) Scenario setup (e.g. the premise of the encounter 
and advanced notice of what will occur when interactions begin) (2) Explicit reminders about the 
simulated nature of the chatbot interaction as a form of practice (3) Instructions to engage using 
their best judgment. This guided introduction to the activity mirrors the process of orienting stu-
dents to a structured opportunity to practice a conversation, such as that used in clinical simulations 
in teacher education.
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Real-time debrief: a focus on the experience. We suggest using the simulation-informed chatbot 
with multiple student-chatbot pairs engaging simultaneously as a cohort. As Dotger and Chandler- 
Olcott (2022) note of this aspect of implementing clinical simulations as signature pedagogy, this 
consistency promotes joint analysis and deep learning. Following the activity, we recommend an 
immediate instructor-facilitated debrief across pairs. This debrief offers space for students to share 
reactions to their in situ experience interacting with the chatbot and to connect about their 
common experiences. The information gleaned from debriefs can also inform responsive revisions 
to the chatbot design.

In-depth reflection; a focus on content. A final step of our recommended implementation cycle 
of simulation-informed instructional activities is an individualized opportunity for students to reflect 
on their decision-making process and contributions. If appropriate, students can review their conver-
sation dialogue. This kind of reflection might focus on students’ choices about self-representation 
and supportive planning for future conversations (either with a chatbot or otherwise). We suggest 
educator-designers mediate these reflections through structured questioning with an open-ended 
response format to create space for students to incorporate communication modalities of their 
choice (Figure 3).

We consider the steps of designing (see Figure 1) a simulation-informed chatbot and implement-
ing it as an instructional activity with multiple touchpoints (see Table 2) to be inseparable com-
ponents of our overall process. This approach–design, practice, reflect, repeat, revise–is an 
adaptation of well-established use of clinical simulations– a signature pedagogy in educator prep-
aration (Dotger & Chandler-Olcott, 2022) – and as a tool for students to develop nuanced interactive 
approaches in low-stakes contexts to the realm of generative AI. The inseparability of the design and 
implementation process ensures that the use of carefully designed chatbots is rooted in DOE’s 
central recommendation to maintain the “humans in the loop” use of AI in education. The iterative 
design, implementation, reflection, and revision process ensures that human interaction remains 
central to and meaningfully involved across all aspects of simulation-informed chatbot use, dis-
tinguishing our procedures as contributing to a novel and reliable form of pedagogical practice in 
education.

Future of chatbots as instructional tools

The role of chatbots in educational settings is unfolding and expanding. With the ability for educa-
tors to create their own educational chatbots, the possibilities for engaging students in unique learn-
ing experiences are limitless. Hwang and Chang (2021) call attention to the limited research on the 
use of chatbots in K-12 and the need to improve the design process for this audience. Educators and 
designers must focus on implementing research-based practices in their design and use of chatbots. 
Given this, we have proposed this chatbot design and implementation process based on research on 
clinical simulations in education. This process aims to provide guidance and structure to ensure 
student interactions are meaningful, engaging, and address the intended purpose.

As AI rapidly evolves and develops, we continue to improve GenAI tools like chatbots to better 
meet students’ learning needs and build educators’ skills in using them in pedagogical activities. 
Refining and enhancing chatbots will necessitate a process to evaluate their effectiveness in edu-
cational settings. Gonda et al. (2018) suggest an evaluation process to ensure a chatbot meets 
the principles for good practice in teaching. Evaluating chatbot designs in this way can allow devel-
opers to focus on providing a more effective learning support tool and making ongoing revisions 
using feedback loops where data from interactions informs future learning. Future efforts should 
focus on creating a formal evaluation tool for educational chatbots that is easy to navigate, practical, 
and reliable, similar to the scale developed by Stoyanov et al. (2015) for rating mobile applications 
that promote health and well-being.

While chatbots can serve various functions in education–from answering basic questions to 
serving as a peer tutor to simulating a college interview–educators play a key role in supporting 
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Figure 3. Chatbot implementation process guide.
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their effective utilization and maximizing learning. Incorporating human-led interactions into the 
design and use of any education chatbot allows the content or skills learned to be generalized to 
real-world applications. Much like clinical simulations have evolved into what can be considered a 
signature pedagogy in educator preparation (Dotger & Chandler-Olcott, 2022), our simulation- 
informed chatbot design and implementation process offers possibilities for a new kind of mediated 
learning activity for students across all fields, including those in which human-led clinical simulations 
are well-established pedagogical tools.
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