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ABSTRACT 

 

DEVELOPMENT AND EVALUATION OF A MODELING PLATFORM FOR 

EVALUATING IMMUNOTHERAPEUTIC EFFICACY IN THE TUMOR 

MICROENVIRONMENT 

 

Dylan A. Goodin 

March 29th 2024 

 

The tumor microenvironment (TME) represents the complex outcome of numerous 

tumor, stromal, and immune interactions, and whose composition can significantly affect 

treatment response. Particularly, immunotherapeutic efficacy is subject to multiple tumor-

specific TME interactions that may be difficult to evaluate/predict clinically. 

Mathematical modelling has been formulated to evaluate specific aspects of the TME, 

including vasculature, ECM deposition, and immune-tumor interactions. However, the 

computational challenge of simulating multiple TME interactions has led to sacrificing 

varying degrees of model generalizability and clinical relevance. This work describes 

increased computational performance of a 3D continuum model that simulates tumor 

tissue, ECM, and vasculature using a Message Passing Interface (MPI) CUDA-

accelerated framework (Chapter 2) and expanding biological scope to include TME 
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immune interactions (Chapter 3). Model performance is scaled to 2.56x2.56x2.56 cm3 

domain sizes while preserving mm-resolution interactions. The model’s host tissue phase 

is expanded to include an immune component. This component includes multiple innate 

and adaptive immune species whose local activation influences the TME into varying 

degrees of pro- or anti-tumor states. This model is applied to simulate the effect of a 

macrophage-mediated immunotherapeutic regimen against multiple breast cancer liver 

metastases (BCLM) simultaneously in a simulated mouse liver lobe (Chapter 4). The 

model results indicate that tumor burden could be potentially curbed with treatment 

intervals lasting less than 7 days. The effects of anti-Programmed Death Ligand 1 and 

antigen-loaded chitosan nanoparticle immunotherapies were quantified against primary 

and liver-metastatic pancreatic ductal adenocarcinoma (PDAC), finding that applying 

both therapies simultaneously may synergistically decrease tumor burden (Chapter 5). 

Lastly, as a first step towards evaluating the patient-specific TME immune landscape for 

BCLM, a machine learning workflow is presented that classifies expression of BCLM 

imaging mass cytometry (IMC) data from paired primary IMC data, with validation 

subset AUROC ≥0.75. Longer-term, this overall work could be applied across a broad 

spectrum of tumor types and therapeutic approaches to identify optimal strategies tailored 

to specific tumors. Chapter 2 is published in Computers in Biology and Medicine. 

Chapter 3 is published in the Journal of Theoretical Biology. Chapter 4 is published in 

Immunology. Chapters 5 and 6 are in preparation for submission.
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CHAPTER 1: INTRODUCTION 

 

Metastatic formation is a hallmark of advanced staged cancers that can carry 5-

year survival rates ~25% or lower [1-6]. The liver is a common site for metastatic 

formation, being diagnosed at breast cancer diagnosis in up to 25% of cases [2, 5, 7-9], 

and present in nearly 80% of pancreatic ductal adenocarcinoma (PDAC) patient autopsies 

[10]. Further, 47% of PDAC patients are diagnosed at stage IV and have a 5-year survival 

rate of <5% [5]. Breast cancer liver metastases (BCLM) are poor, with a 5-year survival 

rate of ~20%, and a median survival <28 months [2-4]. Thus, there is a critical need for 

developing treatment strategies that are effective at both primary and metastatic sites. 

 

The tumor microenvironment (TME) is a major contributor to reduced patient 

survival, hosting a complex array of interactions between the tumor, extracellular matrix, 

vasculature within the extracellular matrix, and innate and adaptive immune species, 

which poses a challenge to successful therapy [11-25]. Primary PDAC lesions, exhibit 

desmoplastic growth characterized by a high stromal concentration that lowers immune 

species penetration [14-16] and sparser vascularization that reduces availability of 

systemically administered chemotherapeutics [16, 21-23, 25]. Breast cancer liver 

metastases (BCLM) preserve normal stromal concentration [26] and are avascular [17], 

creating physiological drug resistance [11-13]. 
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Immunotherapies have shown promise in treating a variety of cancer types by 

exploiting various events in the TME [27-31]. Cytokines can be administered to promote 

an unspecific immune response and have seen success in treating metastatic renal cell 

carcinoma [32, 33] and metastatic melanoma [34, 35]. Adoptive cell therapy involves 

training immune species, such as cancer-infiltrating lymphocytes, to eliminate tumor 

burden [36]. Antibody therapies promote an anti-tumor immune response, such as 

Trastuzumab to treat human epidermal growth factor receptor 2 (HER2) positive breast 

cancer [37, 38]. Immune checkpoint inhibitors target pathways that regulate immune 

response, such as Ipilimumab (anti Cytotoxic T-lymphocyte associated protein 4 [CTLA-

4]) to treat metastatic melanoma [39] or Tremeliumab (anti-CDLA-4) with Durvalumab 

(anti Programmed Death Ligand 1 [PD-L1]) in a STRIDE (Single Trmelimumab Regular 

Interval Durvalumab) regimen to treat hepatocellular carcinoma [40]. Cancer vaccines, 

such as Sipuleucel-T to treat minimally symptomatic metastatic castration-resistant 

prostate cancer [41, 42], aim to promote an adaptive immune system response using 

antigen-presenting cells [43]. Oncolytic viruses, such as Nadofaragene firadenovec in 

bacillus Calmette-Guerin (BCG) unresponsive non-muscle invasive bladder cancer [44], 

selectively infect and lyse tumor cells and can invoke both innate and adaptive immune 

responses [45]. Thus, the difficulty of improving cancer prognosis across a diverse set of 

TME pathophysiologies has been targeted with a plethora of immunotherapeutic 

approaches that often rely on interactions within the TME. 
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However, despite continued progress in immunotherapeutic development, the 

TME remains an obstacle to successful therapies for many cancer types. Cytotoxic T-cells 

(CTL), a common cell species targeted by immunotherapy [46-50], can be hampered by 

PD-L1 expression in the TME [51-53] which promotes CTL exhaustion, a condition 

noted for reduced CTL cytotoxicity [54-56]. However, a recent clinical trial observed that 

an immunotherapeutic strategy targeting PD-L1, Tremelimumab and Durvalumab in a 

STRIDE regimen, was ineffective in treating metastatic PDAC [24]. A recent proposal for 

BCLM treatment entailed nanoalbumin-bound paclitaxel (nab-PTX) encapsulated in 

porous silicon multistage nanovector vehicles (MSV) taken up by macrophages in the 

BCLM TME [57-60]. These macrophages remain within the vicinity of the tumor, 

releasing the nab-PTX and increasing cytotoxicity. This approach has shown promise in 

vitro [57, 59, 60] and in vivo [58]. 

 

Evaluating tumor response to current immunotherapy strategies necessitates a 

comprehensive evaluation of the affinity of a particular cancer’s TME to a specific 

treatment regimen. Given the complex nature that the TME presents to predicting 

treatment response, a critical need has emerged to complement in vitro and in vivo studies 

with a systems-level analysis in which patient-specific tumors and the corresponding 

TME may be repeatedly and consistently evaluated in a low-risk environment to identify 

promising candidate therapeutic types and regimens. Furthermore, biopsy and resection 

of liver metastases are generally discouraged for liver metastases [12, 61-63], making 

acquisition of patient-specific TME data an ongoing challenge. 
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Mathematical modelling offers an opportunity to fulfill this role by simulating the 

interactions between the tumor and the TME [64-71]. Previous work has grown in silico 

tumors to evaluate therapeutic properties to complement in vitro and in vivo studies [57-

60]. A recent model was developed to simulate multiple phenomena in the TME, 

including subcellular metabolism, discrete tumor, normal, and endothelial cells, diffusion 

of oxygen, glucose, vascular endothelial growth factor, and therapeutics, and creation and 

spread of blood vasculature [70]. However, two major hurdles must be overcome for 

wider use of mathematical models of the TME as a therapeutic platform: (1) evaluating 

the aggregate effect of immune species interactions and (2) computational performance 

required to simulate centimeter-scale tumors seen clinically [72, 73] while preserving 

cell-scale interactions. In response to the former, mathematical models have emphasized 

specific interactions to make therapeutic predictions, potentially neglecting many 

immune-tumor interactions in the TME that may affect tumor response [64, 65, 67, 74-

79]. For the latter, models that have simulated centimeter domains have either sacrificed 

model resolution [80] or model complexity [80, 81], depending on the study’s objective. 

Additionally, recent mathematical models that simulate an increasing number of TME 

interactions have been limited to millimeter-scale volumes [70, 71]. Thus, evaluating 

immunotherapeutic efficacy on patient specific tumors, both primary and metastatic, by 

simulating TME interactions necessitates a cm-scale simulation that acknowledges cell-

scale (sub-millimeter resolution) interactions and is informed by TME composition. 

 

Previously, a 3D model of the TME was developed to simulate tumor and ECM 

interactions [82, 83]. This model includes tumor growth, oxygen and glucose release 
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from vasculature and carbon dioxide and lactic acid release from tumor tissue, solid 

pressure gradients that influence said growth, ECM production by myofibroblasts and 

degradation by matrix degrading enzymes, angiogenesis in response to release of tumor 

angiogenic factors by the tumor, and release of tumor growth factors. However, the 

model did not simulate immune species, and its computation time hindered applicability, 

being limited to sub-centimeter domain sizes. Ideally, improving model performance 

while including immune interactions would make this model applicable to 

immunotherapeutic evaluation. 

 

Here, the journey of increasing 3D model performance, laying a foundation for 

assessment of TME interactions and evaluating tumor response to novel 

immunotherapies, is documented. Chapter 2 of this dissertation describes the 

implementation of a Message Passing Interface (MPI) framework that interfaces with 

Compute Unified Device Architecture (CUDA)-capable graphics processing units 

(GPUs) to increase model performance. Chapter 3 describes the addition of an immune 

species component to the model, including monocytes, macrophages, neutrophils, natural 

killer cells, dendritic cells, helper and cytotoxic T-cells, B-cells, and myeloid derived 

suppressor cells (MDSC), as well as local immune-immune, immune-tumor, and 

immune-ECM interactions. This model is then extended to simulate treatment of multiple 

breast cancer liver metastases via nanotherapy in an in silico mouse liver lobe in Chapter 

4. The 3D model is used to simulate treatment of a cm-scale PDAC and a mm-scale 

PDAC liver metastasis using anti-PDL1 therapeutic and antigen-loaded chitosan 

nanoparticles (CNP) in Chapter 5. Finally, as a first step to creating a platform to inform 
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simulations of immunotherapies of BCLM with patient-specific TME data, Chapter 6 

documents the development of a machine learning workflow that predicts patient BCLM 

TME from paired primary tumor breast data.
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CHAPTER 2: SIMULATION OF 3D CENTIMETER-SCALE CONTINUUM TUMOR 

GROWTH AT SUB-MILLIMETER RESOLUTION VIA DISTRIBUTED 

COMPUTING1 

 

2.2 Introduction 

Representation of tumor growth in clinically-relevant contexts has generally been 

explored via three main types of models: continuum models that simulate tissue-scale 

behavior, discrete models that define individual cells and their interactions, and hybrid 

models utilizing a combination of both approaches. These efforts have been traditionally 

constrained by the computational cost to numerically solve the associated equations, with 

the results limited to representing mm-sized or smaller tumors. For discrete models the 

challenge has been to simulate billions of cells and their interactions, while for continuum 

models the cost of representing cm-scale domains becomes computationally prohibitive. 

In particular, models based on continuum mixture theory to simulate tumor growth have 

been developed [84-88] and analyzed [89-91], building upon earlier work to represent 

tumor tissue as different phases of a mixture [92-112]. However, more complex 

continuum models have struggled to achieve high performance simulations at patient-

scale (cm) resolution.  

 
1Goodin, D. A.; Frieboes, H. B. Simulation of 3D centimeter-scale continuum tumor growth at sub-

millimeter resolution via distributed computing. Comput Biol Med 2021, 134, 104507. DOI: 

10.1016/j.compbiomed.2021.104507 
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Lorenzo et al. used a continuum two-phase model to simulate a prostate tumor 

with 2.66 cm3 volume from CT-scan [81]. Antonopoulos et al represented a 4.2 x 4.2 x 

4.2 cm3 domain for 3 simulated months with 2.2 mm3 resolution [80]. While both models 

reached cm scale, multispecies representation and vascularization were not incorporated. 

Wise et al. developed an adaptive multigrid framework for simulating a continuum 

multispecies tumor model using a single-core computer process, finding that time 

required to simulate a single day of tumor evolution at 1*10-2 days per time step increases 

from ~12 min during early time steps to ~400 min by end of simulation [113]. In [66] the 

model of [84] was coupled with a lattice-free random walk angiogenesis model [114-

117]. Recently, a mixture model with continuum 3D representation of tumor, vasculature, 

and extracellular matrix (ECM) was presented in [118, 119]. Open Multi-Processing 

(OpenMP) parallelization benefits were offset in [118] by increased model complexity: 

early model performance was 156 min per simulated day to ~280 min per simulated day 

for 1*10-2 days per time step. In these models, coupling of tumor and vasculature in a 

biologically realistic 3D representation to simulate clinically-relevant tumor growth 

incurs a high computational cost. Consequently, the numerical implementation to solve 

the coupled equations has hindered these models from reaching practical application, 

especially in terms of simulating patient tumor response to potential courses of treatment 

in a timely manner to drive clinical decision-making. 

 

Outside of the context of continuum models, several parallelized implementations 

have been developed over the past decade to improve performance. In [120], a tumor 
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model parallelization saw a 5.2x performance increase over a single-process approach 

using eight processors. OpenMP implementations have improved tumor modeling 

performance, as shown in [121, 122]. An early effort at parallelizing a Cellular Potts 

model used Message Passing Interface (MPI) but remained a 2D simulation [123]. 

Models have benefitted from multiple approaches, including an MPI-based parallel solver 

named NAStJA [124-126] and Compute Unified Device Architecture (CUDA) based 

solvers [127, 128]. A near 30x uplift over CPU-based implementations using a CUDA-

based solver was seen in [127]. Likewise, cellular automata tumor modeling has 

benefited from CUDA and CPU-based parallelization approaches [129-131]. A tumor 

simulation using finite element methods leveraged an MPI framework to attain ~4x 

performance improvement by spanning the simulation across 16 processes [132]. 

Performance gains for a finite-element method were also realized using Galois, a 

software package that employs an amorphous data-parallelism model [133]. Recently, a 

hybrid model was parallelized using the framework to simulate ~1 cm3 melanoma 

evolution [134]. Of note, Antonopoulos et al.’s continuum model in MATLAB 

emphasized macroscopic tumor phenomena, simulating a cubic 4.2 cm length domain at 

2 mm3 resolution. By simulating fewer equations at a lower resolution than in [118], the 

model was capable of simulating ~3 months of tumor evolution in 10-12min [80].  

 

Complementing these previous efforts, this study presents a distributed computing 

implementation of the mixture model in [118, 119] via a combined MPI-CUDA 

implementation to simulate cm-scale vascularized 3D tumor growth tissue at sub-

millimeter resolution. 
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2.2 Materials and Methods 

2.2.1 Model of Tumor Growth 

We fully parallelize the continuum 3D model presented in [118, 119], which used 

openMP. Briefly, the model simulates evolution of a single tumor cell phenotype in an 

environment with host cells and ECM. Tumor tissue vies for resources against healthy 

tissue while balancing the need for nutrients, metabolites, and ionic species, including 

oxygen, carbon dioxide, lactate, bicarbonate, sodium ions, chloride, and H+ ions. 

Crowding in a limited tissue space is abstracted into solid mass pressure and pressure 

from surrounding fluids. These pressures drive velocity in the solid tissue mass and create 

buildup of elastic energy on the surrounding ECM. Matrix degrading enzymes and 

myofibroblast concentrations increase due to remodeling of surrounding ECM to 

compensate for strain induced by tumor growth.  

 

During tumor growth, tissue distal from vasculature can be deprived of resources. 

The tumor releases angiogenic factors to encourage growth of surrounding vasculature 

towards hypoxic tissue. Increased vessel leakiness has been well-documented from such 

relatively quick vasculature changes; the body compensates for edema by increasing 

lymphatic growth [135]. Therefore, the model simulates lymphatic growth with 

independent terms to the vasculature, although both are closely related mathematically 

and physiologically. However, vasculature effectiveness is limited physiologically by the 

diffusion rate of oxygen. Thus, interior hypoxic regions in sufficiently large tumors will 

operate at varying levels of anaerobic glycolysis, building up lactic acid. In a sufficiently 



11 

hypoxic state, tumor cells become apoptotic or necrotic, represented as dead cell volume 

fraction. 

 

Numerically, this model is solved using a geometric multigrid solver. At its finest 

multigrid level, the solver uses evenly-spaced points to define model solution resolution. 

By increasing the number of points per side of the cubic domain and using a point-to-

point distance <100 µm, sub-mm precision is retained while increasing the domain size 

beyond a centimeter on a side. At each point on a cubic domain, a solution for model 

variables is generated, with solution generation occurring after 𝜃 units of simulated time 

elapse. Key equations in non-dimensionalized form and the numerical solver are 

summarized further in Supplementary Material. 

2.2.2 Limitations of openMP-based solver 

Three limitations of openMP-based solver in [118, 119] include: 

 

1. When tested using 1283 grids, maximum performance was obtained using only 8 

cores out of 32 on a 32-core processor on the University of Louisville Cardinal 

Research Cluster (CRC), potentially due to insufficient memory bandwidth. 

Further testing on an AMD 2990WX exhibited more promising results, indicating 

that nascent CPUs may fare better from openMP. However, limitations to core 

counts would further constrain gains. 

2. openMP is a shared-memory architecture that runs on non-distributed systems, 

limiting performance gains to a single PC, workstation, or High Performance 

Computing (HPC) node. 
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3. Many PCs have insufficient RAM to hold larger tumor model spaces. Table 1 

summarizes expected RAM footprint for varying model sizes. 

 
Level Size 

2563 5123 

Points on a Side 130 258 

Maximum Level size Simulated (#Points on a side) 256 512 

Upper Bound RAM Required per process with eight processes on the 

finest level with an equal distribution of level data (GB) 
3.3 25.5 

Total RAM Required for single process on the finest level (GB) 13.6 
107.

6 

Maximum spherical tumor diameter that could be simulated with 50 µm 

point resolution (mm) 
12.8 25.6 

Table 1 Memory footprint for varying model sizes using model in [118, 119]. 

2.2.3 Distributed computing solution 

To simulate tumors at patient tissue cm-scales, model in [118, 119] requires 

sufficient computational resources to function at a 5123 sized domain and, according to 

Table 1, over 100GB RAM are necessary. Because single-socket computers do not 

typically possess this much RAM, a new solution generator is required for long-term 

parallel computing.  

 

For this purpose, this study implements the numerical solving scheme of [119] 

using a two-stage parallelization framework. First, numerical computations were 

rewritten for GPU computation using CUDA. This framework handles all Multigrid-

related computations, including Gauss-Seidel red-black smoothing, restriction, 

prolongation, and error correction. MPI handles distribution of information across 

multiple processes, freeing the program from the RAM and processing limitations found 

on single-system parallelization frameworks. On each system, Nvidia’s CUDA library 
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allows for faster processing of model data using GPU-bound computing on fewer 

systems. Thus, the new model framework is a two-part MPI-CUDA model. 

 

The type of simulation being considered, generally known as HPC, requires 

consistent communication between multiple data processors Architectures configured for 

Big Data, in which data processors are designed to perform tasks at a coarser resolution, 

are unideal for datapoint-level communication [136]. Further, common Big Data 

platforms, such as Hadoop and Apache Spark, rely on either disk-based queries or exhibit 

possess significantly more overhead than comparable MPI-based HPC implementations, 

respectively, making MPI a more viable distributed computing framework for our 

purposes [136-139].  

 

Overall algorithm in MPI-CUDA tumor model is identical to model in [118, 119], 

save that the conditions for block generation have changed. Under the previous 

framework efficiency was defined as 𝜂 =
#𝑃𝑜𝑖𝑛𝑡𝑠 𝑖𝑛 𝐹ℓ+1

𝑡,𝑟−1

#𝑃𝑜𝑖𝑛𝑡𝑠 𝑖𝑛 𝐵ℓ+1
 where the set of all flagged 

points in level ℓ at time step 𝑡 and solver iteration 𝑟 − 1 is represented as 𝐹ℓ
𝑡,𝑟−1

and the 

set of all points within blocks in level ℓ is represented by 𝐵ℓ. To prolongate to a new 

level, 𝜂 had to be lower than a pre-defined cutoff efficiency. In the new framework, the 

decision process is simplified to an all-or-nothing behavior where a single flagged point 

on ℓ will cause the solver to operate over the entirety of the domain on level ℓ + 1 (i.e., 

Ωℓ+1). This behavior can be interpreted as creating a block 𝐵ℓ+1 whose size is determined 

by prolongating block 𝐵ℓ = Ωℓ using the prolongation operator function 𝑃ℓ+1
ℓ (𝑋ℓ) for 

some set of points 𝑋 on ℓ. This decision can be summarized as 𝐹ℓ
𝑡,𝑟−1 ≠ ∅ ⇒ 𝐵ℓ+1 =
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Ρℓ+1
ℓ (𝐵ℓ) = Ωℓ+1. Memory management is thus greatly simplified, since the solver either 

finishes at level ℓ or processes level ℓ for a given time step. Consequently, this decision 

also increases workload on levels where only a subset of Ωℓ requires smoothing. 

 

While this method simplifies memory management, it can sacrifice solution 

accuracy. Residual error is calculated as: 

‖𝑅ℓ − 𝐿ℓ(ψℓ
𝑡,𝑟)‖

𝐵ℓ
= √

1

|𝐵ℓ|
∙ ∑ ∑(𝑅𝑝,𝑣 − 𝐿𝑝,𝑣)

2

𝑣∈𝑉𝑝∈𝐵ℓ

 Equation 2.2.1 

where RHS and LHS solutions are 𝑅𝑝,𝑣 and 𝐿𝑝,𝑣, respectively, for all points 𝑝 in 

block 𝐵ℓ+1 and variables 𝑣 in the set of all tumor model variables 𝑉. 𝑅ℓ, 𝐿ℓ, and ψℓ
𝑡,𝑟

 are 

defined in 2.5 Supplementary Material. When size of 𝐵ℓ+1 is not fit to the flagged 

points, sensitivity to local error is decreased. Thus, model error will be artificially high. 

This was corrected by redefining 𝑝 to fit the set of all flagged point 𝐹ℓ
𝑡,𝑟−1

: 

‖𝑅ℓ − 𝐿ℓ(ψℓ
𝑡,𝑟)‖

𝐹ℓ
𝑡,𝑟−1 = √

1

|𝐹ℓ
𝑡,𝑟−1|

∙ ∑ ∑(𝑅𝑝,𝑣 − 𝐿𝑝,𝑣)
2

𝑣∈𝑉𝑝∈𝐹ℓ

 Equation 2.2.2 

This method allows for easy memory transfers from CPU to GPU while retaining 

solution accuracy.  

2.2.4 Model architecture 

Flow of information during execution differs from the previous architecture. MPI 

implementation has two classes of processes: 
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1. Administrative process (AdP). Responsibilities include construction of model 

domain and decisions pertaining to solution convergence. There is only one 

process designated as AdP within MPI-CUDA runtime. 

2. General Computation Process (GCP). GCPs take up a non-overlapping cubic 

region in Ω. Each can operate on more than one level as designated by AdP at 

start of model execution. 

 

Algorithm 1 summarizes the process for any computation function X that is 

neither restriction nor prolongation. Before synchronization, each GCP must unload its 

corresponding GPU Pm containing unsynchronized data before executing X on GPU Pn. 

Preceding execution of function X on level ℓ, all data across GCPs is synchronized to 

avoid race conditions. Of note, in Algorithm 1 the binding rules for GPUs Pm and Pn are 

left to the implementer. Ideally, processes are bound in a non-overlapping fashion to a 

single GPU. That is, two GCPs g and h are the same if and only if mg = ng = mh = nh, but 

hardware limitations may require an overlapping allocation in which multiple MPI 

processes share GPU resources.  

 

Algorithm 2.2.1– Run function X on GCP g on level ℓ. 

RunFunction(X, g, ℓ, m, n)  { 

  

Select GPU Pm 

  

If GPU Pm contains unloaded data addressed to GCP g { 

  Unload Ωℓ data from Pm 

  Synchronize Ωℓ with all GCPs on level ℓ 

 } 

  

Select GPU Pn 
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Load level ℓ data associated with GCP g onto GPU Pn  

  

Run X on Pn 

  

} 

 

Processes are applied to level ℓ sequentially filling a single region of the model in 

a manner depicted by Figure 1, in which level ℓ, level ℓ + 1, and level ℓ + 2 operate 

over the same domain object, represented by the triangle. Level ℓ contains a single 

process. Adapting a method of hierarchical process filling proposed by [140], on level 

ℓ + 1 three additional processes are required to process level ℓ + 1. All four processes, 

including region 1 on level ℓ + 1, restrict to region 1. Same relationship exists between 

levels ℓ + 2 and ℓ + 1. One-eighth of domain covered by a single GCP unit in level ℓ is 

retained locally while other 7 parts of Ωℓ+1 are sent to seven other GCPs. Thus, amount 

of work increases linearly with number of levels, since processes on each level after and 

including level ℓ have same domain size [140]. This also means that each GCP on a 

previous level must operate on the final level ℓ𝑚𝑎𝑥. Scaling this approach for 3D, total 

amount of processes required is: 

Processes Required = {
1, 𝑛0 > 𝑚0

8𝑚0−𝑛0 , 𝑛0 ≤ 𝑚0
 Equation 2.2.3 

where 𝑛0, 𝑚0 ∈ ℕ , the finest level ℓ𝑚𝑎𝑥 has 2𝑚0 points on a side, and each 

process holds 2𝑛0 points per side per level with maximum RAM usage. Thus, for 𝑛0 =

𝑚0 − 1 ⇒ #Processes = 8𝑚0−(𝑚0−1) = 8 processes. Because a portion of computational 

work remains on every finer level after a process is first introduced, processes are utilized 

to a greater degree over a non-hierarchical filling method. 
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Figure 1 Multilevel Nodal Geometry on sequential levels 𝓵, 𝓵 + 𝟏, and 𝓵 + 𝟐. 

Processes on level ℓ, ℓ + 1, and ℓ + 2 operate over equally sized datasets regardless if 

operating on Ωℓ, Ωℓ+1, and Ωℓ+2, respectively. This is because the simulated distance 

between points is halved on level ℓ + 1 and halved again on level ℓ + 2, thus the density 

of information keeps pace with the addition of more GCPs. This approach is extended in 

this work to a three-dimensional simulation domain. During restriction, GCPs locally 

restrict their domain data and consolidate their information in the -i and -j direction to 

nodes marked with 𝐺ℓ or 𝐺ℓ+1. Prolongation reverses this process by transferring 𝐺ℓ data 

along the +i and +j direction. 

 

At the beginning of model execution, a single AdP is designated. AdP starts by 

defining process boundaries determined by the maximum sized domain that each GCP 

can contain. To agree with domain Ω, cubic domain Ω𝐷 for each GCP has side length 2𝑘, 

where 𝑘 ≤ ℓ0 + ℓ𝑖𝑛𝑑𝑒𝑥. Value of 𝑘 can be specified at runtime or be empirically derived 

by hardware availability. The resulting size is the fundamental size for each GCP. 

Consequently, coarsest level ℓ0 may define a domain Ω0 that is larger than a single GCP. 
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For process 𝑛 operating over a subset of Ωℓ, denoted Ωℓ
𝑛, a set of GPUs is paired 

with process 𝑛 to process Ωℓ
𝑛. For this study, we assume Ωℓ

𝑛 is cubic. If required by 

hardware constraints, Ωℓ
𝑛 is subdivided into subdomains 𝜔𝑗

ℓ that are sufficiently reduced 

to fit in GPU RAM. Subdomains have following properties for 𝑚 subdomains on level ℓ: 

 

1.  𝜔𝑗
ℓ ⊆ Ωℓ

𝑛, 𝑗 ∈ {1, … ,𝑚} 

2. 𝜔1
ℓ ∩ ω2

ℓ ∩ …∩ 𝜔𝑚
ℓ = ∅ 

3. 𝜔1
ℓ ∪ 𝜔2

ℓ ∪ …∪ 𝜔𝑚
ℓ = Ωℓ

𝑛 

4. 𝜔𝑗
ℓ ≠ ∅, 𝑗 ∈ {1,… ,𝑚} 

 

If a single GPU has enough RAM to hold Ωℓ
𝑛, then 𝑚 = 1. Because of stencil 

operations, a one-point shell layer around each subdomain is required. Next, GPUs 

receive relevant constant terms from the model, e.g., point spacing on level ℓ and domain 

dimensions. Finally, function X is called on all GPUs. After computation, data are 

unloaded as required to allow data to synchronize between all Ωℓ
𝑛 on Ωℓ. Due to memory 

transfers from GPU to CPU, this process constitutes the bulk of this method’s overhead. 

2.2.5 Data synchronization 

When syncing data across GCPs, there are three vectors that must be defined: (1) 

a syncing vector, 𝑆, (2) a process vector, �⃗⃗⃗�, that points from self to an adjacent GCP, and 

(3) a data vector, �⃗⃗⃗�, for directing synchronized information to the correct cubic feature 

(i.e., face, edge, or corner). Because processes are arranged as cubes in a Cartesian grid, 

there are 26 possible syncing directions for each GCP. Described by graph theory, each 

GCP forms a star graph S26 with its neighbors. Any MPI send-and-receive operation is a 
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two-step process, in which any link (𝑢, 𝑣𝑚) for 𝑚 ∈ {1,2, … ,26} from center node of star 

graph 𝑢 to vertex 𝑣𝑚 must be traversed in both directions. For maximum performance, 

perfect matching is desirable, meaning that on level ℓ, half of GCPs are sending data and 

half of the GCPs are receiving data during the synchronization command. In addition, at 

any given moment of synchronization, any chain of successive links on ℓ must be acyclic 

to prevent hanging. Synchronization process in this model, therefore, has two objectives: 

(1) creation of a unified timing structure that ensures synchronization across all nodes on 

level ℓ without program hanging and (2) derivation of �⃗⃗⃗� and �⃗⃗⃗� at each link in star graph.  

 

On each GCP every value in a 3x3x3 syncing stencil is cycled through in a preset 

order. With the center process of the stencil as the center of a GCP’s domain, each stencil 

cell represents a cubic feature. A syncing vector 𝑆 points from the origin to the cubic 

feature represented by an index of the stencil, representing a link on the star graph. MPI 

synchronization commands used in this framework do not resume execution until sending 

and receiving operation is completed. Thus, by cycling through all possible syncing 

vectors in a set order on all GCPs, every 𝑆 at a given step of the syncing process will be 

parallel, ensuring that the vector field of all syncing vectors has zero curl and, hence, 

fulfilling objective 1. For a given 𝑆, the GCPs send data in a checkerboard pattern, with 

one half of the GCPs acting as senders and the other half as receivers. For a sending GCP 

𝑠 operating in Ωℓ
𝑠 and a receiving GCP 𝑟 operating in Ωℓ

𝑟, 𝑠 sends the cubic feature 

indicated by 𝑆 = �⃗⃗⃗�𝑠 = �⃗⃗⃗�𝑠 to the receiver whose �⃗⃗⃗�𝑟 = �⃗⃗⃗�𝑟 = −𝑆. Then, the 

sending/receiving roles are reversed so that a cubic feature Ωℓ
𝑟 is sent to Ωℓ

𝑠, giving both 𝑠 
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and 𝑟 the data required to update their respective cubic feature. This process is repeated 

for all 𝑆 such that any GCP 𝑛 on ℓ can perform stencil operations anywhere in Ωℓ
𝑛. 

 

While �⃗⃗⃗� and �⃗⃗⃗� are parallel to 𝑆 for interior synchronization events, syncing 

events on the border of Ωℓ involve cubic features that do not correspond to the syncing 

stencil. In these situations, vectors �⃗⃗⃗� and �⃗⃗⃗� are derived from projections of 𝑆, thus 

linking objective 2 to objective 1. This allows the model to consistently synchronize 

information across all GCPs on ℓ without interaction from AdN and without forming 

cyclic subgraphs. 

 

In the case of restriction, information must be consolidated from GCPs that exist 

on levels greater than or equal to ℓ + 1 to GCPs that operate on both level ℓ and level 

ℓ + 1. As represented in Figure 1, the filling method creates 2x2 squares of GCP 

domains. Each square contains a single GCP (𝐺ℓ) whose operating domain spans 

partitions of both ℓ and ℓ + 1. 𝐺ℓ’s domain is at the minimum (i,j) corner of the 2x2 

square. Restriction is performed locally on each GCP on ℓ + 1, and the results are 

consolidated along the j-axis first followed by the i-axis at the corresponding 𝐺ℓ. For each 

2x2 square, this process moves all restriction information to each 𝐺ℓ while parallelizing 

the restriction process. Likewise, prolongation involves distributing level ℓ data to all the 

corresponding GCPs on level ℓ + 1. Distribution process reverses the consolidation 

process by distributing first from the 𝐺ℓ along the i-axis and then the j-axis. Prolongation 

calculations are then done locally on all GCPs on level ℓ + 1. On level ℓ + 2 the 

restriction and prolongation processes scale to include nodes from both level ℓ (𝐺ℓ) and 
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nodes on level ℓ + 1 (𝐺ℓ+1). For this 3D model the preceding restriction and prolongation 

processes were scaled to a 2x2x2 cube region for each 𝐺ℓ. 

2.2.6 Performance timing 

All timing results for openMP vs. CUDA test and MPI tests were obtained using 

time.h clock statements and operated on a reference homogenous tumor shape with 

heterogeneous vasculature created for this model runtime. Computer used for comparing 

openMP to MPI-CUDA framework has AMD 2990WX 32-core processor, two Titan 

RTX GPUs with computation load placed allocated to the non-display GPU, and 128GB 

of DDR4 RAM at 2666MHz. Both GPUs were set to WDDM mode. CUDA test case 

consists of two MPI processes: one AdP and one GCP. When running on a single PC, 

negligible overhead occurs from process communication thus a two process MPI-CUDA 

runtime is akin to a single process CUDA task, differing only in slight overhead due 

convergence decisions and process initialization steps. Furthermore, MPI-CUDA runtime 

was configured to run on a single, non-display Titan RTX GPU. Parameters other than 

time step size and tolerance were same as [119]. Time step size and tolerance for openMP 

and CUDA-only tests was 𝜃 = 5*10-3, and 𝜏ℓ𝑚𝑎𝑥 = 1*10-3, respectively. Lastly, each of 

the University of Kentucky’s Lipscomb Compute Cluster (LCC) nodes used for MPI tests 

comprises two 20-core Intel Xeon 6230 processors, 192GB of RAM, and four Nvidia 

V100 32GB GPUs. 

2.2.7 Simulation of cm-scale tumors with sub-mm resolution 

Two large tumors were simulated: (1) ~1 cm tumor in a 2563 domain, and (2) ~2 

cm tumor in a 5123 domain. The two simulated tumors are identical in shape to the 

performance tests, being homogeneously defined with an initial volume fraction �̃�𝑉 =
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0.65. The shape was defined using a combination of sinusoidal functions and bivariate 

normal distributions (as shown in Graphical Abstract). The initial conditions are included 

in 2.5 Supplementary Material. This domain size was derived from the diffusivity of 

oxygen ( 10-5 cm2/s [141, 142]). Both 2563 and 5123 simulations operated with resolution 

of 50 µm lengths (1.25 * 10-4 mm3). Eight nodes on the LCC with eight CUDA-solving 

processes per node were used for both simulations. Screenshots were taken for the initial 

state, 167 time steps into the simulation (5 simulated days) and 267 time steps into the 

simulation (8 simulated days). Table 2 lists computational solver parameters used for 

both domains.  

Parameter Description 

Value Assigned for cm-

Scale Runs 

2563 5123 

ℓ𝑔𝑙𝑜𝑏𝑎𝑙 Finest level that always spans Ω 2 

ℓ𝑚𝑎𝑥 Finest grid used for Ω 4 

𝜎 
Tolerance reduction factor from level ℓ to 

ℓ + 1 
1.10 

𝜃 Time step size (days) 3*10-2 

𝛾 Cycle Index (1 for V-cycle, 2 for W-cycle) 1 

𝜏ℓ𝑚𝑎𝑥 Solution Tolerance for level ℓ𝑚𝑎𝑥 2*10-3 

𝑣0, 𝑣1, 𝑣2, 𝑣𝑏 Preset number of smoothing steps 4,2,2,2 

𝑟𝑚𝑎𝑥 
Maximum number of Smoothing Steps 

before Divergence Exception is raised 
15 45 

𝐶ℓ 
Maximum gradient difference allowed for 

Universal Gradient Test for the FLAG 

routine on 𝜙𝑉. 

0.05 

𝑑ℓ 
Number of cells inward from the bound to 

include in near-boundary extra smoothing 

steps (for zero-indexed level ℓ) 
2ℓ 

Table 2 Computational parameters from [119] used for tumor simulations. Initial 

values are set pre-model runtime. Values not listed are same as [119]. 
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To increase model metabolite stability in the charge-balance equation, sodium 

concentrations were introduced throughout the model domain. A small increase in 

concentration of carbon dioxide, lactate, bicarbonate, and H+ at the borders was applied 

to ensure convergence. As shown in Figure 7, the distance traveled by molecules before 

being absorbed by blood vasculature is significantly smaller than the distance between 

the tumor and the domain borders. This change, then, does not significantly affect the 

outcome by later points in the simulation. Before vasculature formation, the molecular 

species travel closer to the model borders, as noted in the smaller 2563 case. To more 

accurately simulate a larger tumor mass and to provide sufficient oxygen and glucose to 

the model domain, more mature vascularization was created at the model borders and 

within the domain. Biological variables and parameters for long term 2563 and 5123 

simulations are in 2.5 Supplementary Material. 

2.2.8 Statistics 

All timing results were obtained for at least n = 3 simulation runs, with error bars 

representing 95% confidence interval (CI) of average value. 

2.3 Results 

2.3.1 Comparison of openMP and single MPI-CUDA process: CUDA contribution to 

model speedup 

Tumor simulated for openMP vs. CUDA-only test was a 1283 domain with initial 

condition in Figure 9A. Domain size was cubic with 4mm side length; thus, resolution of 

simulation was 31.25µm (from diffusivity of oxygen, 10−5 cm2/s [141, 142]). Parameter 

values were unchanged from [118, 119]. Each coarser level ℓ − 1 has twice the distance 
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between points as its corresponding finer level ℓ. From Figure 2A, a 14.7x performance 

increase of CUDA over openMP was seen for first-time step. In the second time step, our 

CUDA framework was 7.9x times faster than openMP. Due to corrections made in MPI-

CUDA framework, this approach converged with fewer cycles than original openMP 

implementation. It is probable that convergence would be improved in openMP-based 

code if flux term changes were applied. However, we verified performance improvement 

by evaluating time per smoothing step. Figure 2B shows 10.7x improvement over 

original openMP implementation. Further, because of adaptive grid methods described in 

[119] that were used in openMP Multigrid algorithm, only a subset of the domain was 

solved over on the finest two levels of simulation; thus, openMP spends more time doing 

less computational work than our CUDA framework. Finally, because AMD 2990WX 

possess 32 cores, it is difficult to find current single socket computers capable of 

equivalent performance. Although it is possible that AMD 2990WX memory bandwidth 

may not fully utilize all CPU cores as effectively on a multi-die CPU system, the 

distinction is unlikely to close the performance gap. Consequently, it is reasonable to 

expect that performance improvements of CUDA over openMP will scale across other 

platforms. 
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Figure 2 Performance comparison for first two time steps between openMP and 

single-process MPI-CUDA instance in 1283 domain. (A) Execution time; (B) V-cycle 

solvers. Error bars are 95%. 

 

Model accuracy was ensured by comparing model input to openMP numerical 

solutions in [118, 119]. To ensure model consistency across varying numbers of MPI 

thread counts, initial conditions and end-state after two time steps were compared 

between separate runs using SHA-256 hash. All algorithm behavior is represented in first 

two-time steps; thus, comparing first two time steps is sufficient to confirm solution 

integrity. This hash was created with printouts of volume fractions, pressures, 

metabolites, growth factors, and other model variables. Matching hashes implied that 

integrity of solving process was not impacted during development or by varying thread 

counts. This analysis also confirmed that MPI synchronization produced equivalent 

results for 1, 8, and 64 GCPs. 

2.3.2 MPI Contribution to Model Speedup 

To confirm that MPI increases performance over a single GCP MPI-CUDA 

instance, the LCC was used. Using same initial condition (Figure 9B) and resolution of 

31.25µm, domain size was increased to a cube with 2563 interior points (2583 including 

border points). Thus, domain size was cubic with 8mm side length. All computational 

parameter values differing from [118, 119] are in Table 3.  

Computational 

Parameter 
Description 

openMP vs. MPI-

CUDA Single 

Process 

MPI-

CUDA 

LCC 

𝑛ℓ𝑚𝑎𝑥 
Edge length of finest cubic domain 

Ωℓ𝑚𝑎𝑥 
128 256 

Domain Size Side length of Ωℓ𝑚𝑎𝑥 (mm) 0.4 0.8 
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𝜎 
Tolerance reduction factor from level 

ℓ to ℓ + 1 
4.0 

𝜏ℓ𝑚𝑎𝑥 Solution Tolerance for level ℓ𝑚𝑎𝑥 0.001 

Table 3 Computational parameter values for CUDA-MPI tests. All other parameters 

were retained from [118, 119]. 

 

Triplicate tests were performed at three different numbers of MPI processes: 

 

1. Two process MPI-CUDA case: one AdP and one GCP. This test was akin to that 

used on AMD 2990WX test and baseline for cases 2 & 3. 

2. Nine process MPI-CUDA case: one AdP and eight GCPs. For an eight GCP setup 

the finest model domain was split into octants, with each process operating over a single 

octant. In this setup, each LCC Restriction operation from ℓ𝑚𝑎𝑥 to ℓ𝑚𝑎𝑥 − 1 maps eight 

GCPs to a single GCP for processing. One LCC node was used with two MPI-CUDA 

processes assigned to two of the four available cluster GPUs. 

3. Sixty-five process MPI-CUDA case: one AdP and 64 GCPs. For this setup, an 

extra layer of 64 nodes is added at the finest level. Restricted information is sent to layer 

ℓ − 1 containing eight of the 64 GCPs. Further restrictions to levels ℓ − 2 and coarser 

behave identically to case 2. Four LCC nodes were used with four MPI-CUDA processes 

assigned to each of the 16 available GPUs. 

 

Single process case used same test case in openMP vs. CUDA test but scaled to 

larger domain. Eight-GCP and 64-GCP cases were distributed to two and four nodes, 

respectively. To measure effect of process density of each GPU on performance, for two 
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groups, (1) 8 GCPs and one AdP and (2) 64 GCPs and one AdP, the number of nodes 

available was doubled; thus, 8-GCP-Low-Density test had two nodes with four GCPs per 

node while 64-GCP-Low-Density test had eight nodes with eight GCPs per node. 

 

Averaging the ratios in timing results when moving from 8 GCPs to 64 GCPs for 

time steps 2 and 3 in Figure 3, a total improvement of 5.3x is observed. Multi-process 

allocation can bottleneck due to competition for memory bandwidth and simulation 

speeds. In eight-GCP case, four GPUs held two GCPs each; 16 GPUs held four processes 

each in the 64-GCPs case. To quantify performance lift by redistributing processes across 

more GPUs, two extra runs were performed with eight GPUs running one process apiece, 

increasing performance by 1.2x over the original case. This decreased the performance 

impact of switching to 64 processes from 2.8x in four GPU case to 2.4x in the eight GPU 

case. Similar to 8-process case, moving to 64 processes at 2 processes per GPU (for a 

total of 32 GPUs) increased performance 1.3x over 64-process runtime with 4 processes 

per GPU (16 GPUs). In total 64-GCP-Low-Density distribution outperforms CUDA-only 

distribution (1-GCP) by 6.7x. Combined with gains with CUDA over openMP, MPI-

CUDA framework has capacity to simulate larger tumor masses in a distributed manner at 

speeds not possible under the previous framework. Furthermore, larger scale simulations 

benefit from increased resource availability, making 64 GCPs the selected distribution 

method for 2563 domain and 5123 domain simulations. However, there are diminished 

gains for scaling across more nodes, suggesting that this approach may weakly scale to 

project size. 
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Figure 3 Mean performances per time step for MPI-CUDA processing a 2563 

domain. Error bars are 95%. 

2.2.1 Simulation of cm-scale tumors 

The 2563 simulation that ran on 32 V100 GPUs took about 2 h real time to 

simulate 5 simulated days with an average time per time step of 43.2 s. An additional 

93.8 min were required to reach 8 simulated days. For 5123 simulation, same 32 V100 

GPU setup took ~31.5 h to reach 5 simulated days at average rate of 11.3 min per time 

step. Additional 26.5 h were required to reach 8 simulated days. Here, average rate per 

time step increased to 15.9 min per time step. 

 

Figure 4 shows 5123 domain simulation of ~2cm diameter tumor at 5 and 8 

simulated days. Viable and dead tissues are evident. Pronounced release of tumor 

angiogenic factors (TAF) is triggered by hypoxia, which leads to angiogenesis and 

growth of blood vasculature (Figure 5). However, both blood and lymphatic vasculature 

concentrations decreased overall. Cellular respiration leveraged increased oxygen supply, 

thereby raising carbon dioxide concentration. ECM concentration remained relatively 
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stable (Figure 6). As tumor mass compressed internally, matrix degrading enzymes 

(MDE) concentration shifted away from periphery, explaining local ECM loss at i=1.27 

cm plane. Decline can also be attributed to lower concentration of myofibroblasts in inner 

tumor. Because myofibroblasts are created by the model within ECM and become 

necrotic at low oxygen levels, their concentration remained relatively stable from 5 to 8 

simulated days. Meanwhile, a layer of higher viability tumor mass formed near 

vasculature in the peritumoral space. Negative pressure from tumor and ECM necrosis 

shifted the viable tumor layer towards interior regions, distancing this viable tissue from 

blood vasculature. This layer became necrotic and is present at both 5 simulated days and 

8 simulated days. While tumor growth factor (TGF) concentration rose in peritumoral 

range over the 3 simulated day period, encouraging increased tumor proliferation at 

periphery, MDE concentration decreased locally at i=1.27 cm plane.  
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Figure 4 Evolution of ~2cm diameter tumor in 5123 domain at simulated (A) 5 days 

and (B) 8 days. Viable, dead, and tumor angiogenic factors (TAF) are shown (plane jk). 

 

Figure 5 Tumor vessel evolution for ~2cm diameter tumor in 5123 domain. (A) Blood 

vasculature. (B) Lymphatic vasculature. (C) Oxygen. (D) Carbon dioxide. 
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Figure 6 Tumor matrix evolution for ~2cm diameter tumor in 5123 domain. (A) 

Extracellular matrix (ECM). (B) Matrix degrading enzymes (MDE). (C) 

Myofibroblasts. (D) Tumor growth factors (TGF). 
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The highly hypoxic nature of the tumor resulted in a persistently high H+ and 

lactic acid concentration from bicarbonate buffer and anaerobic glycolysis (Figure 7). 

Glucose, being necessary for both aerobic and anaerobic glycolysis, is scarcer in the 

internal tumor portions and continues to decrease in peritumoral region over time. Carbon 

dioxide, being formed by aerobic glycolysis, was consumed, in part, by the bicarbonate 

buffer, increasing bicarbonate prevalence. 

 

 

Figure 7 Evolution of metabolism-related variables for ~2cm diameter tumor in 5123 

domain. (A) Glucose. (B) Lactate. (C) Hydrogen ion (H+). (D) Bicarbonate. 

 

Simulations of ~1 cm tumor in 2563 domain generally yielded similar results as 

the larger tumor in 5123 domain using same parameter values (Figure 8). After an initial 

drop in mass due to lag in angiogenic response, both tumors assumed a growth pattern by 

8 simulated days. Despite an overall decrease in density in the interior portions of the 

tumor, the 5123 �̃�𝑉 = 0.1 isosurface exhibited a growth rate of 2.6% volume per day. The 



33 

more robust (blood and lymphatic) vascularization of the smaller tumor is evident at this 

timepoint earlier than in larger tumor, as are higher TAF and MDE concentrations. 

 

 

Figure 8 Rate of change of tumor variables (%change/day) at 8 simulated days for 

(A) 2563 domain and (B) 5123 domain. From left to right: total tumor; viable tumor; 

dead tumor; TAF (tumor angiogenic factors); blood vasculature; lymphatic vasculature; 

O2 (oxygen); CO2 (carbon dioxide); ECM (extracellular matrix); myoFB 

(myofibroblasts); MDE (matrix degrading enzymes); TGF (tumor growth factors); GLC 

(glucose); LAC (lactate); H+ (hydrogen ion); HCO3 (bicarbonate). 
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2.4 Discussion 

This study implements a distributed computing (parallelized) implementation of 

the mixture model in [118, 119] to simulate 3D continuum tumor growth at cm-scale at 

sub-mm resolution. Compared to previous work, the model here accounts for a richer set 

of biological phenomena, simulating ECM-tumor interaction, blood and lymphatic 

vasculature evolution, metabolic consequences of anaerobic respiration, acidity induced 

via the bicarbonate buffer, and secretion of diffusible factors in response to hypoxic 

conditions. These results highlight how identical parameter sets perform at in different 

domain sizes, 2563 and 5123, suggesting future work required to fine-tune parameter sets 

best suited for large-scale growth. 

 

The CUDA-MPI approach improves the model performance over the previous 

openMP approach [119] by ~50x. This value comes from accumulating the benefits seen 

across the smoothing test from openMP vs. CUDA (Figure 2B) and the step time 

duration between 1-GCP vs. 64-GCP test (Figure 3). Using the 1-GCP vs. 64-GCP-Low-

Density increases total performance improvement to ~70x that of the previous openMP 

approach. Because of differing testing approaches and non-equivalent hardware, these 

performance improvements cannot be directly compared to other tumor modeling 

approaches. Nevertheless, cumulative improvements demonstrated here are in similar 

league to those in [127, 128, 132], demonstrating immediate benefits of using CUDA-

MPI over openMP. To our knowledge, these results mark the first time a multigrid 3D 

continuum tumor model has been fully parallelized. Based on the performance metrics 

obtained, we anticipate future work to simulate tumor sizes as in [134]. These 
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improvements are also consistent with Navier-Stokes Multigrid simulations where CPU-

side parallelization across 64 processors saw a 50x improvement in speed [143]. A 

different Navier-Stokes solver using an MPI-CUDA framework achieved a 21x 

performance uplift over an 8-core Intel Xeon baseline using 2 GPUs and a 130x 

performance uplift using 128 GPUs [144]. Huang et al. created an MPI-CUDA 

framework to implement a Sparse Equations and Least Squares method for use in seismic 

tomography. Their results report a 37x performance uplift using 60 CPU cores relative to 

a single core baseline; using 60 GPUs nearly doubled performance over their 60 CPU 

results [145]. These values suggest that our model’s performance benefits are on the same 

order of magnitude as similarly parallelized problems. 

 

Continuum tumor mixture models, due to the numerous interwoven phenomena 

simulated, have many guiding equations, leading to multiple variables and quantities to 

evaluate and compute. As such, the memory required per point in model domain at level 

ℓ (Ωℓ) may be significantly higher than the raw variable count suggested in the case of 

Navier-Stokes equations. RAM constraints on GPUs become increasingly difficult to 

navigate as biological precision and generalizability are pursued by more specialized 

model equations. While MPI can involve more GPUs and lower the per-GPU RAM 

requirements, we recognize that this study used Titan RTX and V100 GPUs, both of 

which possess over 20 GB of RAM. GPUs with lower RAM capacity individually and in 

aggregate would with current technology have difficulty running highly-detailed 

continuum tumor models, potentially relegating such models to high-end desktop PCs 

and, in the case of cm-scale modeling, to larger compute clusters. 



36 

 

While the parallelization performed on the tumor model is significant, further 

development is required before deployment in a clinical environment. First, a more 

finely-tuned parameter set could help achieve persistent intra-tumoral increasing 

concentrations, such as ECM, required to simulate large-scale particular cancer types. 

Second, this process structure has no fault tolerance. If a single GCP were to fail to 

respond, the program would exit without completing the model. Fault tolerance has 

already been implemented in Big Data cluster libraries, such as Hadoop and Apache 

Spark [136, 138]. Thus, future implementation may draw from techniques used by these 

Big Data frameworks.  

 

With the addition of Multigrid technologies such as adaptive grid meshes, 

computational workload would be reduced and would increase model performance. For 

some problem sizes, a CUDA-MPI framework may not be optimal due to the overhead of 

passing data for processing to GPUs. Indeed, an openMP/MPI framework has 

outperformed CUDA-MPI tasks when operating on a smaller mathematical model [146]. 

It is suspected that a tradeoff point exists, which could be a subject for future research. 

Evaluation of openMP-MPI vs. CUDA-MPI at varied grid levels may lead to further 

optimizations of mixed grid sizes.  

 

Additionally, because of parallel synchronization constraints, the adaptive grid 

mesh method previously used in [118, 119] was discarded in favor of a modified residual 

calculation procedure as detailed in 2.2 Materials and Methods. An adaptive grid mesh 
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implementation would require adaptive process assignments to subsets of non-global 

domains and, if implemented at MPI level, may better utilize processing resources. In 

many cases only a single V-cycle was required to converge to selected tolerance. A 

minority of time steps, especially time steps directly after and including initial time step, 

required more smoothing iterations to achieve tolerance; it is likely that using a different 

multigrid cycle, such as the F-cycle, would improve convergence performance in those 

cases [147]. Some other minor performance improvements can be made, such as 

consolidating the AdP with a GCP to reduce thread count by one. From a GPU 

standpoint, with RAM counts on GPUs increasing significantly over the past half-decade, 

2563 currently and 5123 in the future will likely become entirely GPU-side computations 

within a couple GPU generations. Further refinement could thus reduce MPI’s 

contribution by removing most memory transfers.  

 

Because of its low cost of failure and ideal reproducibility, in silico simulation of 

clinically-relevant tumor-sized growth could help to analyze patient treatment, especially 

when coupled to tumor-specific parameters. Flexibility afforded by parameters leveraged 

in this model may yield a platform for accommodating a wide range of characteristics, 

anticipating tumor evolution and forecasting on patient potential outcomes. Further, 

discovering which model parameters influence positive clinical outcome could posit 

opportunities for novel clinical approaches and provide a basis for further exploration. A 

faster turnaround would offer a more responsive methodology of engaging with 

oncological hypothesis testing and to focus in vitro and in vivo experimental effort.  
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With the complexity and scale of the model, the number of parameters makes 

assumptions inevitable. Akin to the reliance of machine learning on high data acquisition 

for training sets, determining patient-specific parameter values will require integrating in 

silico evaluation with relevant clinical data. This requirement is exacerbated as more 

detailed biological phenomena are considered. For example, introducing 

immunotherapies and immuno-onco interactions will require additional parameters, 

meaning that balancing performance with model complexity will continue to affect 

larger-scale continuum tumor modeling. Despite limitations, this study presents a first 

step in achieving centimeter-scale 3D continuum tumor simulations with sub-millimeter 

resolution, with future work envisioned to move this approach closer to clinical 

application. 

2.5 Supplementary Material 

2.5.1 Model Equations 

Key equations from the continuum 3D tumor model presented in [118, 119] are 

summarized below. All scaling factors for non-dimensionalization are as in [118, 119]: 

𝜕𝜙𝑉
𝜕𝑡

+ ∇ ∙ (𝜙𝑉𝑢𝛼) = 𝑀 ∙ ∇ ∙ (𝜙V∇𝜇𝑇) + 𝑆𝑉 Equation 2.5.4 

𝜇𝐸 =
𝜕𝐹𝑏
𝜕𝜙𝐸

+
𝜕𝒲

𝜕𝜙𝐸
− 𝜖𝐸

2 ∙ ∇2𝜙𝐸 − 𝜖𝑇𝐸
2 ∙ ∇2𝜙𝐸 Equation 2.5.5 

𝜕𝒲

𝜕𝜙𝐸
= 𝜖𝑒 ∙ [6 ∙ 𝜙𝐸 ∙ (1 − 𝜙𝐸)] ∙ ∑ [

1

2
∙ (ℰ𝑇)𝑖𝑗 ∙ 𝕋𝑖𝑗

∗ − (ℰ𝑇
∗)𝑖𝑗 ∙ 𝕋𝑖𝑗]

3

𝑖,𝑗=1

 Equation 2.5.6 

𝕋𝑚𝑛
∗ = 2 ∙ (1 − 𝐿2

𝐶) ∙ (ℰ𝑇)𝑚𝑛 + (𝐿1
𝐸 − 𝐿1

𝐶) ∙ 𝛿𝑚𝑛 ∙ ∑(ℰ𝑇)𝑘𝑘

3

𝑘=1

 Equation 2.5.7 
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𝕋𝑚𝑛 = 2 ∙ 𝐿2 ∙ (ℰ𝑇)𝑚𝑛 + 𝐿1 ∙ 𝛿𝑚𝑛 ∙∑(ℰ𝑇)𝑠𝑠

3

𝑠=1

 Equation 2.5.8 

(ℰ𝑇)𝑖𝑗 = ℰ𝑖𝑗 − ℰ𝑖𝑗
∗  Equation 2.5.9 

ℰ𝑖𝑗
∗ = 𝑄3(𝜙𝐸) ∙ (ℰ𝑇

∗)𝑖𝑗 + (ℰ𝐶
∗)𝑖𝑗  Equation 

2.5.10 

(ℰ𝑇
∗)𝑖𝑗 = (ℰ𝐸

∗)𝑖𝑗 − (ℰ𝐶
∗)𝑖𝑗  

Equation 

2.5.11 

ℰ𝑚𝑛 =
1

2
∙ (
𝜕𝑢𝑚

𝑑

𝜕𝑥𝑛
+
𝜕𝑢𝑛

𝑑

𝜕𝑥𝑚
) 

Equation 

2.5.12 

𝐿𝑖 = 𝑄3(𝜙𝐸) ∙ (𝐿𝑖
𝐸 − 𝐿𝑖

𝐶) + 𝐿𝑖
𝐶 , 𝑖 = 1,2 

Equation 

2.5.13 

𝑄3(𝑥) = 𝑥
2 ∙ (3 − 2𝑥) 

Equation 

2.5.14 

∇ ∙ [𝑘𝛼 ∙ (∇𝑝 −
𝛾𝑇
𝜖𝑇
𝜇𝑇∇𝜙𝑇 −

𝛾𝐸
𝜖𝐸
𝜇𝐸∇𝜙𝐸] = −(𝑆𝑉 + 𝑆𝐷 + 𝑆𝐸) 

Equation 

2.5.15 

𝑢𝛼 = −𝑘𝛼 ∙ [∇𝑝 −
𝛾𝑇
𝜖𝑇
𝜇𝑇∇𝜙𝑇 −

𝛾𝐸
𝜖𝐸
𝜇𝐸∇𝜙𝐸] 

Equation 

2.5.16 

𝑢𝐸 = 𝑢𝛼 −𝑀𝐸 ∙ ∇(𝜇𝐸) 
Equation 

2.5.17 

∇ ∙ (𝐷𝑛∇𝑛) + 𝑘𝑛1𝑛𝐶 − (𝑘𝑛1 + 𝑘𝑛2) ∙ 𝑛 = 0 
Equation 

2.5.18 

∇ ∙ (𝐷𝑡𝑔𝑓∇(𝑡𝑔𝑓)) + 𝜆𝑡𝑔𝑓 − (𝜆𝑡𝑔𝑓 + 𝜆𝑑𝑒,𝑡𝑔𝑓 + 𝜆𝑈,𝑡𝑔𝑓) ∙ 𝑡𝑔𝑓 = 0 
Equation 

2.5.19 

∇ ∙ (𝐷𝑡𝑎𝑓∇(𝑡𝑎𝑓)) + 𝜆𝑡𝑎𝑓 − (𝜆𝑡𝑎𝑓 + 𝜆𝑑𝑒,𝑡𝑎𝑓 + 𝜆𝑈,𝑡𝑎𝑓) ∙ 𝑡𝑎𝑓 = 0 
Equation 

2.5.20 

𝜕𝑚

𝜕𝑡
= ∇ ∙ (𝐷𝑚 ∙ ∇𝑚) + 𝑆𝑚 

Equation 

2.5.21 

𝜕𝐵𝑛
𝐸

𝜕𝑡
+ ∇ ∙ (𝐵𝑛

𝐸𝑢𝐸) = −∇ ∙ 𝑱𝐵𝑛𝐸 + 𝑆𝐵𝑛𝐸  
Equation 

2.5.22 

𝜕𝐿𝑛
𝐸

𝜕𝑡
+ ∇ ∙ (𝐿𝑛

𝐸𝑢𝐸) = −∇ ∙ 𝑱𝐿𝑛𝐸 + 𝑆𝐿𝑛𝐸  
Equation 

2.5.23 

where term values in equations 1 through 20 are given in Table 4 and Table 5, 

and 
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𝛿𝑚𝑛 = {
0,𝑚 ≠ 𝑛
1,𝑚 = 𝑛

. Equation 2.5.24 

 

Nondimensionalized 

Dependent Variable 
Biological Representation Scaling Factor 

𝜙𝑉 Viable tumor cell volume fraction 
�̃�𝛼 (fixed solid volume 

fraction) 

𝜙𝐸  
Extracellular Matrix (ECM) volume 

fraction 
�̃�𝛼  

𝜙𝐻 Healthy host cells volume fraction �̃�𝛼 

𝑢𝛼 Solid cell velocity 
ℒ

𝒯
 

𝑢𝐸  ECM velocity 
ℒ

𝒯
 

𝜇𝑇 Tumor cell potential 𝐸𝑎
∗ 

𝜇𝐸  Extracellular Matrix Potential 𝐸𝑎
∗ 

𝑢𝑑 Displacement Vector ℒ 

𝑝 Solid phase tumor cell Pressure 𝒫 

𝑛 Concentration of oxygen �̃�∞ 

𝑡𝑔𝑓 
Tumor growth factor (tgf) 

concentration 
𝑡𝑔𝑓𝑠𝑎𝑡 

𝑡𝑎𝑓 
Tumor angiogenic factor (taf) 

concentration 
𝑡𝑎𝑓𝑠𝑎𝑡 

𝑚 
Concentration of Matrix degrading 

enzymes (mdes) 
𝑚𝑠𝑎𝑡 

𝐵𝑛
𝐸  New blood vessels per ECM volume �̃�𝑚𝑎𝑥 

𝐿𝑛
𝐸  

New Lymphatic vessels per ECM 

volume 
�̃�𝑚𝑎𝑥 

Table 4 List of dependent variables in Equations 1 through 20 for the model in [118]. 

 

Parameter Biological Representation Definition 
Non-

dimensionalization 
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𝑀𝑖 Mobility of cell species 𝑖 

[118] 

ℳ 

𝑆𝑉 Viable Tumor Cell Source 

�̃�𝛼 ∙ 𝒯 𝑆𝐷 
Dead/Necrotic Tumor Cell Source 

Term 

𝑆𝐸  ECM Source Term 

𝑆𝐵𝑛𝐸  Blood cell Source Term �̃�𝑚𝑎𝑥 ∙ 𝒯 

𝒲 Elastic Energy �̃�𝛼 ∙ 𝐸𝑎
∗ 

𝐿1
𝐸  & 𝐿2

𝐸  Lamé constants for ECM components 𝐿2
𝐸  & 𝐿2

𝐸  

𝐿1
𝐶  & 𝐿2

𝐶  Lamé constants for cell components 𝐿2
𝐸  & 𝐿2

𝐸  

𝜖𝐸  Interaction strength of ECM 𝜖 ̿

𝜖𝑇 Interaction strength for tumor cells 𝜖 ̿

𝜖𝑒 Strain energy coefficient 𝜖�̿� 

𝛾𝑇 Tumor cell adhesion parameter 

𝛾𝑇

=
𝜖𝑇 ∙ �̃�𝛼 ∙ √�̃�𝛼 ∙ 𝐸𝑎

∗

ℒ ∙ 𝒫
 

𝛾𝐸  
Extracellular matrix adhesion 

parameter 

𝛾𝐸

=
𝜖𝐸 ∙ �̃�𝛼 ∙ √�̃�𝛼 ∙ 𝐸𝑎

∗

ℒ ∙ 𝒫
 

ℰ Infinitesimal strain 

[119] 

ℰ̿ 

ℰ𝐸
∗  Eigenstrain tensor for ECM ℰ̿ 

ℰ𝐶
∗  Eigenstrain tensor for cells ℰ̿ 

𝑘𝑛1 
Oxygen Rate constants 

𝜆𝑈,𝑉,𝑛 

𝑘𝑛2 𝜆𝑈,𝑉,𝑛 

𝐷𝑛 Diffusivity of oxygen in tumor 

[118] 

𝐷𝑛,𝑇 

𝑘𝛼 Motility of the solid phase �̿�𝛼 

𝐷𝑡𝑔𝑓 Diffusivity of tumor growth factor 𝐷𝑛,𝑇 
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𝐷𝑡𝑔𝑓 Diffusivity of tumor angiogenic factor 𝐷𝑛,𝑇 

𝜆𝑡𝑔𝑓 Tumor growth factor rate constant 𝜆𝑈,𝑉,𝑛 

𝜆𝑑𝑒,𝑡𝑔𝑓 
Degradation rate constant for tumor 

growth factor 
𝜆𝑈,𝑉,𝑛 

𝜆𝑈,𝑡𝑔𝑓 
Total uptake rate constant for tumor 

growth factor 
𝜆𝑈,𝑉,𝑛 

𝑱𝐵𝑛𝐸  
New blood vessel diffusive flux per 

ECM volume 
�̃�𝑚𝑎𝑥 ∙ 𝒯 

Table 5 List of parameters in equations 1 through 20 for the model in [118, 119]. 

Values of parameters used in this study are given in [118]. 

 

Table 6 summarizes the non-dimensionalization parameters. 

 

Nondimensionalization 

parameters 
Description 

Definition or 

Assigned 

Value 

�̃�𝛼 Fixed Solid Volume Fraction 0.8 

𝐸𝑎
∗ Energy Scale for Adhesion 0.001 

𝐸𝑒
∗ Energy Scale for Elastic Effects 0.001 

�̿�𝛼 
Characteristic Solid Species 

Motility 
1.0 

ℒ Characteristic Length √
𝐷𝑇,𝑛
𝜆𝑈,𝑉,𝑛

 

𝒫 Characteristic Pressure 
ℒ2

�̿�𝛼 ∙ 𝒯
 

ℳ Characteristic Mobility 
ℒ2

𝒯𝐸𝑎
∗
 

𝜖 ̿
Characteristic Interaction 

Strength 
ℒ ∙ √

𝐸𝑎
∗

�̃�𝛼
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ℰ̿ Characteristic Strain √
𝐸𝑎
∗ ∙ �̃�𝛼

𝐸𝑒
∗ ∙ 𝜖 ̿ ∙ 𝐿2

𝐸  

Table 6 List of non-dimensionalization parameters used in Table 4 and Table 5 [118]. 

 

Dirichlet boundary conditions were kept the same as in [118], except for the 

conditions listed in Table 7. Neumann boundary conditions from [118] were unchanged. 

 

Boundary 

Variable 
Description 

Value in 

[118] 

Updated value used for 2563 

and 5123 simulations 

�̃� 
CO2 boundary condition 0.0 0.15 

𝑙 
Lactate boundary 

condition 

0.0 0.15 

�̃� 
Bicarbonate boundary 

condition 

0.0 0.15 

�̃� 
Hydroxide boundary 

condition 

0.0 0.15 

�̃� 
Sodium boundary 

condition 

0.0 0.5 

�̃�∞ 
Vasculature boundary 

condition 

0.2 0.4 

�̃�∞ 
Lymphatic boundary 

condition 

0.2 0.4 

Internal 

Initial 

Condition 

Description 
Value in 

[118] 

Updated value used for 2563 

and 5123 simulations 

Extra-Tumoral 
Intra-

Tumoral 

�̃� Sodium initial condition 0 0.5 

𝐵�̃� 
Blood vasculature initial 

condition 
0.2 0.14 0.28 

𝐿�̃� 
Lymphatic vasculature 

initial condition 
0.2 0.14 

�̃�𝑉 
Viable tumor volume 

fraction initial condition 
0.65 0 0.65 

�̃�𝐸  
ECM volume fraction 

initial condition 
0.35 0.35 0.35 
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Table 7 Boundary and initial condition updates for 2563 and 5123 model runs. All 

others remain the same as in [118]. 

 

Biological parameters changed for long term 2563 and 5123 simulations are in 

Table 8. 

 

Dimensionless 

Parameter 

Biological 

Representation 
Scaling Factor 

Value 

Assigned 

in [119] 

Value 

Assigned for 

2563 and 5123 

Long Runs 

�̃�𝑁,𝑉 
Necrosis rate 

constant of viable 

tumor cells 

𝜆𝑀,𝑉 3.0 0.2 

�̃�𝐿,𝐷 
Lysis rate constant 

of dead tumor cells 
𝜆𝑀,𝑉 1.0 0.18 

�̃�𝐵,𝑛,𝐸  

Transfer coefficient 

of O2 via capillary 

network in ECM 

regions 

𝜆𝑈,𝑉,𝑛 0.1 0.90 

�̃�𝐵,𝑛,𝑇 

Transfer coefficient 

of O2 via capillary 

network in tumor 

regions 

𝜆𝑈,𝑉,𝑛 0.001 0.90 

�̃�𝐵,𝑛,𝐻 

Transfer coefficient 

of O2 via capillary 

network in host 

regions 

𝜆𝑈,𝑉,𝑛 0.01 0.90 

�̃�𝐵,𝑔,𝐸  

Transfer coefficient 

of glucose via 

capillary network in 

ECM regions 

𝜆𝑈,𝑉,𝑛 0.1 0.90 

�̃�𝐵,𝑔,𝑇 

Transfer coefficient 

of glucose via 

capillary network in 

tumor regions 

𝜆𝑈,𝑉,𝑛 0.001 0.90 

�̃�𝐵,𝑔,𝐻 

Transfer coefficient 

of glucose via 

capillary network in 

host regions 

𝜆𝑈,𝑉,𝑛 0.01 0.90 
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�̃�𝐵,𝑙,𝐸  

Transfer coefficient 

of lactate via 

capillary network in 

ECM regions 

𝜆𝑈,𝑉,𝑛 1.0 1.0 

�̃�𝐵,𝑙,𝑇 

Transfer coefficient 

of lactate via 

capillary network in 

tumor regions 

𝜆𝑈,𝑉,𝑛 0.1 1.0 

�̃�𝐵,𝑙,𝐻 

Transfer coefficient 

of lactate via 

capillary network in 

host regions 

𝜆𝑈,𝑉,𝑛 0.5 1.0 

�̃�𝑉,𝑡𝑔𝑓 
Production rate 

constant of tgfs by 

viable tumor cells 

𝜆𝑈,𝑉,𝑛 0.2 0.4 

�̃�𝑑𝑒,𝑡𝑔𝑓 
Degradation rate 

constant of tgfs 
𝜆𝑈,𝑉,𝑛 0.05 0.1 

�̃�𝑉,𝑡𝑎𝑓 
Production rate 

constant of tafs by 

viable tumor cells 

𝜆𝑈,𝑉,𝑛 0.2 0.4 

�̃�𝑑𝑒,𝑡𝑎𝑓 
Degradation rate 

constant of tafs 
𝜆𝑈,𝑉,𝑛 0.05 0.15 

�̃�𝑈,𝐿,𝑡𝑎𝑓 

Uptake rate 

constant of tafs by 

proliferating 

lymphatic 

endothelial cells 

𝜆𝑈,𝑉,𝑛 0.0011574 0.0021574 

�̃�𝑑𝑒,𝑚 
Decay rate constant 

of mdes 
𝜆𝑀,𝑉 5.0 10.0 

�̃�𝑀,𝐹𝐸  
Mitosis rate 

constant of 

myofibroblast cells 

𝜆𝑀,𝑉 0.1 0.21875 

�̃�𝑁,𝐹𝐸  
Necrosis rate 

constant of 

myofibroblast cells 

𝜆𝑀,𝑉 0.3 0.2 

ℱ𝐵𝑛 
Fraction of new 

blood vessels 

sprouting 

- 0.01 0.90 

𝜆𝑐𝑟𝑢𝑠ℎ,𝐵𝑛𝐸  

Maximum 

degradation rate 

constant of new 

blood vessels due to 

cell pressure 

𝜆𝑀,𝑉 1.0 0.33 

𝜆𝑟𝑒,𝐵𝑛𝐸  
Remodeling rate 

constant of new 

𝜆𝑀,𝑉
𝑚𝑠𝑎𝑡

 1.0 0.33 
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blood vessels by 

mdes 

ℱ𝐿𝑛 
Fraction of new 

lymphatic vessels 

sprouting 

- 0.01 0.2 

𝜆𝑐𝑟𝑢𝑠ℎ,𝐿𝑛𝐸  

Maximum 

degradation rate 

constant of new 

lymphatic vessels 

due to cell pressure 

𝜆𝑀,𝑉 1.0 0.33 

𝜆𝑟𝑒,𝐿𝑛𝐸  

Remodeling rate 

constant of new 

lymphatic vessels 

by mdes 

𝜆𝑀,𝑉
𝑚𝑠𝑎𝑡

 1.0 0.33 

�̃�𝑡,𝐿 

Threshold pressure 

corresponding to 

the onset of 

lymphatic vessel 

loss 

𝒫 0.6 1.0 

�̃�𝑐,𝐵𝑛 

Threshold pressure 

corresponding to 

the 

maximum rate of 

neo-blood vessel 

loss 

𝒫 0.8 1.2 

�̃�𝑐,𝐿𝑛 

Threshold pressure 

corresponding to 

the 

maximum rate of 

neo-lymphatic 

vessel loss 

𝒫 0.8 1.2 

�̃�𝑇 
Motility of the 

tumor cell phase 
�̿�𝛼 10.0 20.0 

�̃�𝐸  
Motility of the 

ECM phase 
�̿�𝛼 10.0 20.0 

�̃�𝐻 
Motility of the 

healthy host cell 

phase 
�̿�𝛼 10.0 20.0 

ℱ𝑉,𝑙,𝑡𝑔𝑓 

Effective Factor of 

lactate level in 

upregulating the 

production rate of 

tgf by viable tumor 

cells 

- 1.0 0.0 

ℱ𝐹,𝑙,𝑡𝑔𝑓 
Effective Factor of 

lactate level in 
- 1.0 0.0 
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upregulating the 

production rate of 

tgf by 

myofibroblast cells 

ℱ𝐵,𝑙,𝑡𝑔𝑓 

Effective Factor of 

lactate level in 

upregulating the 

production rate of 

tgf by endothelial 

cells 

- 1.0 0.0 

ℱ𝐿,𝑙,𝑡𝑔𝑓 

Effective Factor of 

lactate level in 

upregulating the 

production rate of 

tgf by lymphatic 

Endothelial cells 

- 1.0 0.0 

ℱ𝑉,𝑙,𝑡𝑎𝑓 

Effective Factor of 

lactate level in 

upregulating the 

production rate of 

taf by viable tumor 

cells 

- 1.0 0.0 

ℱ𝐹,𝑙,𝑡𝑎𝑓 

Effective Factor of 

lactate level in 

upregulating the 

production rate of 

taf by 

myofibroblast cells 

- 1.0 0.0 

ℱ𝐵,𝑙,𝑡𝑎𝑓 

Effective Factor of 

lactate level in 

upregulating the 

production rate of 

taf by endothelial 

cells 

- 1.0 0.0 

ℱ𝐿,𝑙,𝑡𝑎𝑓 

Effective Factor of 

lactate level in 

upregulating the 

production rate of 

taf by lymphatic 

endothelial cells 

- 1.0 0.0 

Table 8 List of biological parameters changed for long term 2563 and 5123 

simulations. 
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2.5.2 Numerical Solution 

The coupled nature of mixture models has led to development of numerical 

solution frameworks [148-151], as described in [119] for the model in [118], and as 

summarized by the Adaptive Multigrid Solver: 

For each level ℓ = ℓ𝑚𝑖𝑛 𝑡𝑜 ℓ𝑚𝑎𝑥 

 If ℓ = ℓ𝑚𝑖𝑛 

  ψ̅ℓ𝑚𝑖𝑛
𝑡,0,𝑣0 = SMOOTH(𝑣0, ψℓ𝑚𝑖𝑛

𝑡,𝑟=0, 𝐿ℓ, 𝑅ℓ) 

 Else 

  If ℓ < ℓ𝑔𝑙𝑜𝑏𝑎𝑙 

r = r + 1 

ψℓ
𝑡,𝑟 = ADAPTFAS(𝐾, 𝛾, 𝜏ℓ, 𝑣0, 𝑣1, 𝑣2, 𝑣𝑏, ψℓ

𝑡,𝑟−1, ψℓ−1
𝑡,𝑟−1, 𝐿ℓ, 𝑅ℓ)  

  Else 

   Do 

r = r + 1 

ψℓ
𝑡,𝑟 = ADAPTFAS(𝐿, 𝛾, 𝜏ℓ, 𝑣0, 𝑣1, 𝑣2, 𝑣𝑏, ψℓ

𝑡,𝑟−1, ψℓ−1
𝑡,𝑟−1, 𝐿ℓ, 𝑅ℓ)  

   While (‖𝑅ℓ − 𝐿ℓ(ψℓ
𝑡,𝑟)‖ > 𝜏ℓ) 

  End If 

 End If 

 If ℓ < ℓ𝑔𝑙𝑜𝑏𝑎𝑙 

  Find prolongate solution ψℓ+1
𝑡,𝑟−1 = PROLONGATE(ψℓ

𝑡,𝑟−1) 

 Else If ℓ𝑔𝑙𝑜𝑏𝑎𝑙 ≤ ℓ < ℓ𝑚𝑎𝑥 

𝐹ℓ
𝑡,𝑟−1 =FLAG(ψℓ

𝑡,𝑟−1
) 

If 𝐹ℓ
𝑡,𝑟−1 ≠ ∅ 

   Create block 𝐵ℓ+1 ⊆ Ωℓ+1:  

    𝐵ℓ+1 =

BLOCKGEN(𝐹ℓ
𝑡,𝑟−1, 𝜂𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑, 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑𝑠𝑖𝑧𝑒 , 𝜂𝑚𝑖𝑛) 

   Find prolongate solution ψℓ+1
𝑡,𝑟−1 = PROLONGATE(ψℓ

𝑡,𝑟−1) 

  Else 

   Break 

  End If 

 End If 

End For 

 

where ADAPTFAS, PROLONGATE, BLOCKGEN, and SMOOTH are defined in 

[119] and the variables and parameters are respectively defined in Table 9 and Table 10. 
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In each section, openMP improved algorithm performance by parallelizing operations 

performed on Ωℓ. 

 

Computational 

Variable 
Description 

Ωℓ Model domain at level ℓ 

ℓ Level index (zero-indexed) 

𝛾ℓ Cycle Index for Level ℓ 

𝑟 Multigrid iteration number 

𝑡 Time step index 

ψℓ
𝑡,𝑟 Solution on level ℓ at time step 𝑡 and iteration 𝑟 

ψ̅ℓ𝑚𝑖𝑛
𝑡,0,𝑣0 

Initial solution estimate for time step 𝑡 at level ℓ =
ℓ𝑚𝑖𝑛 and Multigrid iteration 𝑟 = 0 using 𝑣0 

smoothing steps 

𝐿ℓ Left-hand side equation terms for level ℓ 

𝑅ℓ Right-hand side equation terms for level ℓ 

Table 9 Computational Variables from [119]. 

 

Computational 

Parameter 
Description Value 

ℓ𝑔𝑙𝑜𝑏𝑎𝑙 Finest level that always spans Ωℓ (zero-indexed) 2 

ℓ𝑚𝑎𝑥 Finest grid level used on Ω (zero-indexed) 4 

𝜃 Time step size (days) 1*10-2 

𝛾 Cycle Index (1 for V-cycle, 2 for W-cycle) 1 

𝜎 Tolerance reduction factor from level ℓ to ℓ + 1 4.0 

𝜏ℓ𝑚𝑎𝑥 Solution Tolerance for level ℓ𝑚𝑎𝑥 5*10-4 

𝑣0, 𝑣1, 𝑣2, 𝑣𝑏 Preset number of smoothing steps 4,2,2,2 
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𝜂𝑚𝑖𝑛, 𝜂𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 Minimum and threshold efficiencies, respectively 0.5, 0.9 

𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑𝑠𝑖𝑧𝑒 
Minimum block size requirement for block 

generation 
103 

Table 10 Computational Parameters from [119]. 

2.5.3 Supplementary Figure 

 

Figure 9 Initial conditions for performance tests showing plane jk view for 

nondimensionalized tumor viable fraction �̃�𝑽 (phi_V), blood vasculature (Bn), and 

lymphatic vasculature (Ln). (A) openMP vs. CUDA only (1283 domain); (B) MPI-

CUDA (2563 domain). Tumor non-symmetric shape was generated using a superposition 

of a spherical tumor mass, bivariate normal distributions, and periodic functions. 
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CHAPTER 3: EVALUATION OF INNATE AND ADAPTIVE IMMUNE SYSTEM 

INTERACTIONS IN THE TUMOR MICROENVIRONMENT VIA A 3D 

CONTINUUM MODEL2 

 

3.1 Introduction 

The immune system has the capability to exert both pro-tumor and anti-tumor stimuli in 

the tumor microenvironment (TME), the net effect of which may lead to either tumor 

control or tumor escape. It is difficult, however, to evaluate whether particular patient 

tumor conditions favor an anti- or pro-tumor response, as elucidation of tumor-immune 

interactions during cancer progression and treatment remains an ongoing challenge. 

Recent reviews of the immune system’s involvement in the TME have highlighted both 

innate and adaptive immune species [18-20]. Neutrophils (NE), Natural Killer (NK) cells, 

Dendritic (DC) cells, and Monocytes (Mo) provide a quickly mounted innate immune 

response [152-156]. Monocytes differentiate into monocyte derived DC or macrophages 

[157]. Anti-tumor macrophage Type 1 (M1) are cytotoxic via nitric oxide synthase 2 

expression [158]. Pro-tumor macrophage Type 2 (M2) release transforming growth factor 

β (TGF-𝛽) and induce higher tumor release of Vascular Endothelial Growth Factor A 

(VEGF-A), respectively promoting tumor growth and angiogenesis [159-161]. DC 

 
2Goodin, D. A.; Frieboes, H. B. Evaluation of innate and adaptive immune system interactions in the tumor 

microenvironment via a 3D continuum model. J Theor Biol 2023, 559, 111383. DOI: 

10.1016/j.jtbi.2022.111383 
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initiate tumor apoptosis using contact-dependent death receptor ligands expressed on the 

tumor membrane [162]. NK are cytotoxic on contact against tumor cells [163, 164]. NE 

can eliminate cancer cells using contact-dependent hydrogen peroxide release [165]. 

Myeloid-derived suppressor cells (MDSC) promote tumor growth by inhibiting anti-

tumor immune species, especially via stymieing CD4+ and CD8+ T-cell proliferation [166, 

167]. 

 

In contrast, the slower reacting but longer lasting adaptive immune system comprises 

lymphocyte B-cells, including resting effector (BeR), active effector (BeA), and 

regulatory (Breg) cell lines and lymphocyte T-cells, including CD4+ helper T cells type 1 

(Th1) and type 2 (Th2), CD8+ cytotoxic T lymphocytes (CTL), and regulatory T-cells 

(Treg). DC bridge the innate and adaptive immune responses by presenting antigens to 

adaptive immune cells and mediating their polarization into effector cells [168]. B-cells 

generally encourage angiogenesis [169, 170]. BeR transition into BeA to produce 

antibodies that cause tumor lysis [171]. Breg regulate immune response and pro-

inflammatory immune species, including Mo, NK, CTL, Th1, and Th2, while promoting 

select immune species including Treg and DC [170, 172]. CTL benefit from signaling 

from helper T-cells and are a common target in cancer immunotherapy [173, 174]. 

Regulatory T-cells modulate immune responses, having been found to regulate Th1, Th2, 

CTL, Mo, and NK immune populations [175-179]. 

 

The intricate interactions of innate and adaptive immune systems in the TME present a 

complex system that would benefit from a systems-level analysis. This need is especially 
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apparent when facing the reality that these interactions remain inadequately understood. 

Mathematical modeling applied to elucidate tumor-immune system interactions was 

recently reviewed [64]. Due to computational cost, these models are typically constrained 

to simulating a handful of immune species or interactions, yielding relevant predictions 

but incapable of providing a more complete picture of these interactions [64]. For 

example, tumors and immune species were abstracted into a predator-prey model in [74]. 

While not delineating between immune species, equilibria were categorized based on 

tumor quantity, fitting the model to a B-cell lymphoma murine model to predict a 

transient, dormant tumor state, followed by either successful immune-based tumor 

response or continued tumor proliferation. This conclusion was further supported by a 

model presented in [75]. In [180] the immune response of NK and CTL with metastatic 

melanoma was evaluated using a temporal model that incorporated NK to CTL 

interactions. Model parameters were calibrated with patient-specific data and used to 

explore the effects of NKG2D ligand-based stimulation of NK and CTL. A hybrid 

mathematical model was derived in [65] to simulate macrophage interactions with tumor 

associated macrophages (TAMs), including M1, M2, and Tie2-expressing macrophages. 

This approach was built upon in [57, 59, 60] to evaluate the targeting of macrophages as 

vehicles to deliver drug-loaded nanovectors into hypo-vascularized tumor lesions. A 

hybrid mathematical model in [77] was used to simulate an adaptive immune response 

against lymph node metastases that suppressed immune response via the PD-1/PD-L1 

pathway by considering T-cell differentiation into either helper-T-cells (CD4+) or CTL, 

maturation of T-cells, and intracellular responses to cell signaling. In addition, the 

interactions of T lymphocytes with the TME have been explored via mathematical 
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modeling [67, 78]. Although these models demonstrate a wide range of interactions and 

immune species, each individual application specializes model derivation, potentially 

neglecting particular immune species and their interactions in the TME [64, 79]. 

Recently, a quantitative systems pharmacology model was coupled with a 3D agent-based 

model to bridge from the tissue to the cell scale, simulating tumor growth, multiple 

immune species, including CTL, Treg, and MDSC, as well as select local tumor-immune 

interactions [71]. 

 

Here, a distributed computing implementation is leveraged to simulate a wide 

variety of tumor-immune interactions in 3D, building upon the continuum mixture 

representation of desmoplastic tumor growth presented in [82, 83, 181]. Continuum 

mixture models represent tumors as multiple phases within a single domain, enabling the 

simulation of large tissue without the need for tracking individual cells. Early work [92-

96, 98-106, 108-110, 112, 182-184] has led to the development of various diffuse-

interface models [84, 85, 185, 186]. A continuum mixture model that simulates 

desmoplastic tumor tissue, extracellular matrix (ECM), nutrient uptake, vasculature 

formation, and tumorigenic species in a 3D domain was recently presented [82]. Here, the 

scope of the model in [82] is increased to include immune cell species and their 

interactions, as well as chemokine production promoting leukocyte and lymphocyte 

extravasation and directing chemotaxis [187, 188]. Immune species modeled include Mo, 

M1, M2, NK, DC, MDSC, NE, BeR, BeA, Breg, CTL, Treg, Th1, and Th2. This system 

enables representing intricate biological interactions of innate and adaptive immune 
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responses in the TME. Longer term, the goal is to establish a framework that can evaluate 

patient tumor-specific immunotherapeutic interventions. 

3.2 Mathematical Model 

3.2.1 3D Model Summary 

The 3D model of desmoplastic vascularized tumor growth in [82] presents key 

equations in their non-dimensionalized form, as follows [82, 83]: 

𝜕𝜙𝑉
𝜕𝑡

+ ∇ ∙ (𝜙𝑉𝑢𝛼) = 𝑀∇ ∙ (𝜙𝑉∇𝜇𝑇) + 𝑆𝑉 
Equation 

3.2.1 

𝜇𝑇 =
𝜕𝐹𝑏
𝜕𝜙𝑇

− 𝜖𝑇
2 ∙ ∇2𝜙𝑇 − 𝜖𝑇𝐸

2 ∙ ∇2𝜙𝐸  
Equation 

3.2.2 

𝜇𝐸 =
𝜕𝐹𝑏
𝜕𝜙𝐸

+
𝜕𝒲

𝜕𝜙𝐸
− 𝜖𝐸

2 ∙ ∇2𝜙𝐸 − 𝜖𝑇𝐸
2 ∙ ∇2𝜙𝑇 

Equation 

3.2.3 

𝜕𝒲

𝜕𝜙𝐸
= 𝜖𝑒 ∙ [6 ∙ 𝜙𝐸(1 − 𝜙𝐸)] ∙ ∑ [

1

2
∙ (ℰ𝑇)𝑖𝑗 ∙ 𝕋𝑖𝑗

∗ − (ℰ𝑇
∗)𝑖𝑗 ∙ 𝕋𝑖𝑗]

3

𝑖,𝑗=1

 
Equation 

3.2.4 

𝕋𝑚𝑛
∗ = 2 ∙ (1 − 𝐿2

𝐶) ∙ (ℰ𝑇)𝑚𝑛 + (𝐿1
𝐸 − 𝐿1

𝐶) ∙ 𝛿𝑚𝑛 ∙ ∑(ℰ𝑇)𝑘𝑘

3

𝑘=1

 
Equation 

3.2.5 

𝕋𝑚𝑛 = 2 ∙ 𝐿2 ∙ (ℰ𝑇)𝑚𝑛 + 𝐿1 ∙ 𝛿𝑚𝑛 ∙∑(ℰ𝑇)𝑠𝑠

3

𝑠=1

 
Equation 

3.2.6 

(ℰ𝑇)𝑖𝑗 = ℰ𝑖𝑗 − ℰ𝑖𝑗
∗  

Equation 

3.2.7 

ℰ𝑖𝑗
∗ = 𝑄3(𝜙𝐸) ∙ (ℰ𝑇

∗)𝑖𝑗 + (ℰ𝐶
∗)𝑖𝑗  

Equation 

3.2.8 

(ℰ𝑇
∗)𝑖𝑗 = (ℰ𝐸

∗)𝑖𝑗 − (ℰ𝐶
∗)𝑖𝑗  

Equation 

3.2.9 

ℰ𝑚𝑛 =
1

2
∙ (
𝜕𝑢𝑚

𝑑

𝜕𝑥𝑛
+
𝜕𝑢𝑛

𝑑

𝜕𝑥𝑚
) 

Equation 

3.2.10 

𝐿𝑖 = 𝑄3(𝜙𝐸) ∙ (𝐿𝑖
𝐸 − 𝐿𝑖

𝐶) + 𝐿𝑖
𝐶 , 𝑖 = 1,2 

Equation 

3.2.11 

𝑄3(𝑥) = 𝑥
2 ∙ (3 − 2𝑥) 

Equation 

3.2.12 
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∇ ∙ [𝑘𝛼 ∙ (∇𝑝 −
𝛾𝑇
𝜖𝑇
𝜇𝑇∇𝜙𝑇 −

𝛾𝐸
𝜖𝐸
𝜇𝐸∇𝜙𝐸] = −(𝑆𝑉 + 𝑆𝐷 + 𝑆𝐸) 

Equation 

3.2.13 

𝑢𝛼 = −𝑘𝛼 ∙ [∇𝑝 −
𝛾𝑇
𝜖𝑇
𝜇𝑇∇𝜙𝑇 −

𝛾𝐸
𝜖𝐸
𝜇𝐸∇𝜙𝐸] 

Equation 

3.2.14 

∇ ∙ (𝐷𝑛∇𝑛) + 𝑘𝑛1𝑛𝐶 − (𝑘𝑛1 + 𝑘𝑛2) ∙ 𝑛 = 0 
Equation 

3.2.15 

∇ ∙ (𝐷𝑡𝑔𝑓∇(𝑡𝑔𝑓)) + 𝜆𝑡𝑔𝑓 − (𝜆𝑡𝑔𝑓 + 𝜆𝑑𝑒,𝑡𝑔𝑓 + 𝜆𝑈,𝑡𝑔𝑓) ∙ 𝑡𝑔𝑓 = 0 
Equation 

3.2.16 

∇ ∙ (𝐷𝑡𝑎𝑓∇(𝑡𝑎𝑓)) + 𝜆𝑡𝑎𝑓 − (𝜆𝑡𝑎𝑓 + 𝜆𝑑𝑒,𝑡𝑎𝑓 + 𝜆𝑈,𝑡𝑎𝑓) ∙ 𝑡𝑎𝑓 = 0 
Equation 

3.2.17 

𝜕𝑚

𝜕𝑡
= ∇ ∙ (𝐷𝑚 ∙ ∇𝑚) + 𝑆𝑚 

Equation 

3.2.18 

𝜕𝐵𝑛
𝐸

𝜕𝑡
+ ∇ ∙ (𝐵𝑛

𝐸𝑢𝐸) = −∇ ∙ 𝑱𝐵𝑛𝐸 + 𝑆𝐵𝑛𝐸  
Equation 

3.2.19 

𝜕𝐿𝑛
𝐸

𝜕𝑡
+ ∇ ∙ (𝐿𝑛

𝐸𝑢𝐸) = −∇ ∙ 𝑱𝐿𝑛𝐸 + 𝑆𝐿𝑛𝐸  
Equation 

3.2.20 

where subscripts and term values in Equation 3.2.1 through Equation 3.2.20 are in 

Tables 11 through 13, and 

𝛿𝑚𝑛 = {
0,𝑚 ≠ 𝑛
1,𝑚 = 𝑛

. Equation 

3.2.21 

 

Table 14 summarizes the non-dimensionalization parameters from Tables 11 and 

13. 

 

General Subscript Description 

𝑇 Tumor tissue 

𝑉 Viable tumor tissue 

𝐷 Dead tumor tissue 

𝐸 ECM 

𝐻 Host tissue 
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Table 11 General Subscripts. 

 

Dependent 

Variable 
Biological Representation Scaling Factor 

𝜙𝜎 Volume fraction of species 𝜎 
�̃�𝛼 (fixed solid volume 

fraction) 

𝜙𝐸  
Extracellular matrix volume 

fraction 
�̃�𝛼 

𝜙𝐻 
Healthy host tissue volume 

fraction 
�̃�𝛼 

𝑢𝛼 Solid tissue velocity 
ℒ

𝒯
 

𝑢𝐸  Extracellular Matrix velocity 
ℒ

𝒯
 

𝜇𝜎 Chemical potential species 𝜎 𝐸𝑎
∗ 

𝑢𝑑 Displacement vector ℒ 

𝑝 Solid phase tumor tissue pressure 𝒫 

𝑛 Concentration of oxygen �̃�∞ 

𝑡𝑔𝑓 or TGF 
Concentration of tumor growth 

factors 
𝑡𝑔𝑓𝑠𝑎𝑡 

𝑡𝑎𝑓 or TAF 
Net concentration of tumor pro-

angiogenic factors 
𝑡𝑎𝑓𝑠𝑎𝑡 

𝑚 
Concentration of Matrix 

Degrading Enzymes 
𝑚𝑠𝑎𝑡 

𝐵𝑛
𝐸  New blood vasculature �̃�𝑚𝑎𝑥 

𝐿𝑛
𝐸  New Lymphatic vasculature �̃�𝑚𝑎𝑥 

Table 12 Non-dimensionalized Variables from Equation 3.2.1 through Equation 

3.2.20. Here, species refers to subscripts in Table 11. 

 

Parameter 
Biological 

Representation 

Parameter 

Definition 

Non-

dimensionalization 

𝑀 Cell mobility [82] ℳ 
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𝑆𝑉 
Viable tumor 

tissue source 

�̃�𝛼 ∙ 𝒯 𝑆𝐷 
Dead/necrotic 

rumor tissue 

source 

𝑆𝐸  
Extracellular 

matrix source 

𝑆𝐵𝑛𝐸  
Blood vasculature 

source 
�̃�𝑚𝑎𝑥 ∙ 𝒯 

𝑆𝐿𝑛𝐸  
Lymphatic 

vasculature source 
�̃�𝑚𝑎𝑥 ∙ 𝒯 

𝒲 Elastic energy �̃�𝛼 ∙ 𝐸𝑎
∗ 

𝐹𝑏 Bulk free energy �̃�𝛼 ∙ 𝐸𝑎
∗ 

𝐿1
𝐸  & 𝐿2

𝐸  
Lamé constants for 

ECM components 
𝐿2
𝐸  & 𝐿2

𝐸  

𝐿1
𝐶  & 𝐿2

𝐶  
Lamé constants for 

cell components 
𝐿2
𝐸  & 𝐿2

𝐸  

𝜖𝜎 
Interaction 

strength within 

species 𝜎 

𝜖 ̿

𝜖𝜎𝜏 

Interaction 

strength between 

different species 𝜎 

and 𝜏 

𝜖 ̿

𝜖𝑒 
Strain energy 

coefficient 
𝜖�̿� 

𝛾𝜎 
Adhesion 

parameter for 

species 𝜎 

𝛾𝜎

=
𝜖𝜎 ∙ �̃�𝛼 ∙ √�̃�𝛼 ∙ 𝐸𝑎

∗

ℒ ∙ 𝒫
 

ℰ Infinitesimal strain 

[83] 

ℰ̿ 

ℰ𝐸
∗  

Eigenstrain tensor 

for ECM 
ℰ̿ 

ℰ𝐶
∗  

Eigenstrain tensor 

for cells 
ℰ̿ 

𝑘𝑛1 
Oxygen Rate 

constants 

𝜆𝑈,𝑉,𝑛 

𝑘𝑛2 𝜆𝑈,𝑉,𝑛 

𝑘𝛼 
Motility of the 

solid phase 
[82] �̿�𝛼 
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𝐷𝜎  
Diffusivity of 

species 𝜎 ∈
{𝑛, 𝑡𝑔𝑓, 𝑡𝑎𝑓} 

𝐷𝑛,𝑇 

𝜆𝜎 
Production rate of 

𝜎 ∈ {𝑡𝑔𝑓, 𝑡𝑎𝑓} 
𝜆𝑈,𝑉,𝑛 

𝜆𝑑𝑒,𝜎 
Degradation rate 

for 𝜎 ∈ {𝑡𝑔𝑓, 𝑡𝑎𝑓} 
𝜆𝑈,𝑉,𝑛 

𝜆𝑈,𝜎 
Total uptake rate 

for 𝜎 ∈ {𝑡𝑔𝑓, 𝑡𝑎𝑓} 
𝜆𝑈,𝑉,𝑛 

𝑱𝐵𝑛𝐸  
Blood vasculature 

diffusive flux 
�̃�𝑚𝑎𝑥 ∙ 𝒯 

𝑱𝐿𝑛𝐸  
Lymphatic 

vasculature 

diffusive flux 

�̃�𝑚𝑎𝑥 ∙ 𝒯 

Table 13 Parameters in Equation 3.2.1 through Equation 3.2.20. 

 

Non-

dimensionalization 

parameters 

Description 

Definition or 

Assigned 

Value 

�̃�𝛼 Fixed Solid Volume Fraction 0.8 

𝐸𝑎
∗ Energy Scale for Adhesion 0.001 

𝐸𝑒
∗ Energy Scale for Elastic Effects 0.001 

�̿�𝛼 
Characteristic Solid Species 

Motility 
1.0 

ℒ Characteristic Length √
𝐷𝑇,𝑛
𝜆𝑈,𝑉,𝑛

 

𝒫 Characteristic Pressure 
ℒ2

�̿�𝛼 ∙ 𝒯
 

ℳ Characteristic Mobility 
ℒ2

𝒯 ∙ 𝐸𝑎
∗
 

𝜖 ̿
Characteristic Interaction 

Strength 
ℒ ∙ √

𝐸𝑎
∗

�̃�𝛼
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ℰ̿ Characteristic Strain √
𝐸𝑎
∗ ∙ �̃�𝛼

𝐸𝑒
∗ ∙ 𝜖 ̿ ∙ 𝐿2

𝐸  

Table 14 Non-dimensionalization parameters. Assigned values were obtained from 

[181]. 

 

3.2.2 Immune Species Definitions and Interactions 

The 3D tumor model summarized in Section 3.2.1 is expanded in this study by 

adding key immune cell species, described in Table 15. 

 

Immune Cell Species Abbreviation 
Model 

Variable 

Monocytes Mo 𝑀0 

M1 macrophages M1 𝑀1 

M2 macrophages M2 𝑀2 

Natural killer cells NK 𝑁𝐾 

Neutrophils NE 𝑁𝑒 

Dendritic Cells DC 𝐷𝑒𝑛 

Myeloid-Derived Suppressor Cells MDSC 𝑀𝐷𝑆𝐶 

B-effector cells in resting state BeA 𝐵𝐸𝑅 

B-effector cells in active state BeR 𝐵𝐸𝐴 

Regulatory B-cells Breg 𝐵𝑟𝑒𝑔 

Cytotoxic T Lymphocytes (CD8+) CTL 𝑇𝐶  

Regulatory T-cells Treg 𝑇𝑅 

Helper T-Cells 
Th1 𝑇𝐻1 

Th2 𝑇𝐻2 

Table 15 Immune cell species simulated in the model. 
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Table 16 summarizes the classifications for each immune species as a pro- or 

anti- tumor species. The list of immune-immune interactions incorporated in the model is 

in Table 17. Table 18 lists immune interactions with non-immune species. As the 

existence and net effect of macrophage interactions with Treg are not fully elucidated 

[189], these interactions are left for future work. It has been hypothesized that Treg could 

inhibit DC through an IL-10 mechanism [190]. Having not found evidence proving this 

connection directly, this study refrains from modeling this inhibitory pathway. 

Neutrophils have multifaceted heterogeneous interactions with cancer, whose 

implementation through immune interactions is reserved for future work [191]. It has 

been shown in vivo that Breg can regulate DC antigen presentation [192]. However, this 

model does not include T-cell differentiation or DC antigen presentation in lymphatic 

tissues [193].  

 

Immune 

Species 

Classification 

(Pro- or Anti- tumor) 

Biological 

Justification 

M1 Anti- [194] 

M2 Pro- [195] 

NK Anti- [164] 

NE Anti- [165] 

DC Anti- [162, 196] 

MDSC Pro- [167] 

BeR Pro- [169, 170] 

BeA Anti- [171] 

Breg Pro- [170] 

CTL Anti- [173] 

Treg Pro- [175] 

Th1 Anti- [197, 198] 

Th2 Pro- [174] 

Table 16 Immune cell species categorized as pro- or anti-tumor, respectively 

promoting or abating tumor growth. 
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Type 

Positive 

Active 

Influence 

Negative 

Active 

Influence 

Differentiated

/Activated 

From 

Notes References 

Mo Th1,Th2 
  

Th2 contributes to M2-

biased Mo differentiation 

via Interleukin-4 (IL-4). 

Th1 increase M1-biased 

Mo differentiation by 

IFN-𝛾. 

[154, 195, 

199, 200] 

M1 Th1  Mo 
Th1 increases activity of 

M1 by IFN-𝛾. 

[195, 200] 

M2 Th2 
 Mo 

Th2 increases M2 activity 

by IL-4. 

[195] 

NK Th1 
MDSC, 

Treg, Breg 
 

Upregulated by Th1. 

Downregulated by Breg. 

MDSC inhibit NK 

function. 

Treg regulate NK tumor 

response. 

[170, 174, 

178, 179, 

201] 

DC Th1 MDSC  

Antigen presentation 

upregulated by Th1. 

MDSC inhibit dendritic 

cell function through IL-

10 and nitric oxide (NO). 

[174, 202, 

203] 

MDS

C 

BeR, BeA, 

Breg 
  

Cancer-induced B-Cells 

and regulatory B-cells 

promote MDSC activity. 

[166] 

BeR Th1,Th2 
  CD4+ T-cells activate B-

cells using CD40 ligand. 

[204] 

BeA Th1,Th2 MDSC BeR 

CD4+ T-cells activate B-

cells using CD40 ligand. 

Activated form of BeR. 

MDSC inhibit B cell 

response via IL-7 and 

STAT5. 

[171, 204, 

205] 

Breg Th1,Th2 
  CD4+ T-cells activate B-

cells using CD40 ligand. 

[204] 

CTL Th1 

MDSC, 

Breg, 

Treg, Th2 

 

Th1 enhances CTL 

response through IFN-γ 

expression. 

Th2 inhibits CTL through 

IL-10 expression. 

Downregulated by Breg 

IL-10 expression. 

Inhibited by MDSC. 

[170, 176, 

198, 201, 

206-210] 
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Treg leads to T-cell 

exhaustion. 

Treg 
MDSC, 

Breg 
  Upregulated by Breg. 

[170] 

Th1 
M1, DC, 

BeA 

MDSC, 

Breg, Treg 
 

Treg regulates Th1 and 

Th2 activity. 

M1 encourages 

polarization to Th1 by IL-

12. 

Dendritic cells present 

antigens to increase 

differentiation of TH0 (not 

modeled) to Th1 and Th2. 

Downregulated by Breg. 

Downregulated by MDSC. 

Co-stimulated by BeA. 

[167, 170, 

171, 175, 

177, 194, 

195, 211] 

Th2 
M2, DC, 

BeA 

MDSC, 

Breg, Treg 
 

Treg regulates Th1 and 

Th2 activity. 

Downregulated by Breg. 

M2 increases Th2 

response. 

Downregulated by MDSC. 

Co-stimulated by BeA. 

[167, 170, 

171, 175, 

177, 195, 

200] 

Table 17 Immune-immune species interactions implemented in the model. 

 

Type Noted Interactions References 

M1 
Kills tumor cells using 

Interleukin 12 (IL-12). 

[194] 

M2 

Promotes tumor growth via 

secretion of TGF-𝛽. 

Promotes angiogenesis 

through VEGF-A expression. 

[159-161]  

NK 
Contact Dependent perforin 

and granzymes release. 

[164] 

NE 
Contact Dependent 

hydrogen-peroxide release. 

[165] 

DC 

Cytotoxic via contact-

dependent peroxynitrite 

mechanism and cytokine 

release. 

[162, 196] 

BeR 
Activates angiogenesis when 

cells are filled with STAT3. 

[169, 170] 

BeA 
Activates angiogenesis when 

cells are filled with STAT3. 

[169-171]  
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Kills tumor cells on contact. 

Breg 
Activates angiogenesis when 

cells are filled with STAT3. 

[169, 170] 

CTL 

Cytotoxic via granule 

exocytosis and Fas ligand-

mediated apoptosis 

induction. 

[173] 

Th1 Contact-based cytotoxicity. [212] 

Th2 

Activates fibroblasts and 

myofibroblasts via IL-4 and 

IL-13. 

[213, 214] 

Table 18 Immune species interactions with tumor system components. 

 

3.2.3 Immune Model Formation 

In this section the 3D model in 3.2.1 3D Model Summary is extended by adding 

the immune species described in 3.2.2 Immune Species Definitions and Interactions 

into the diffuse interface method (3.2.3.1 Diffuse Interface Model). This model accounts 

for immune-immune interactions using the equations derived in 3.2.3.2 Immune-

Immune Species Interactions. Source and sink terms for all immune species are 

described in 3.2.3.3 Source Terms. Chemical potentials defined in 3.2.3.1 Diffuse 

Interface Model are presented in 3.2.3.4 Immune Cell Species Chemical Potentials. 

Immune interactions with the tumor and with the TME are accounted for in 3.2.3.5 

Immune-Tumor Interactions and 3.2.3.6 Immune Cell Species and the Tumor 

Microenvironment, respectively. Finally, an expanded form for solid cell motility and an 

equation for CHE are derived in 3.2.3.7 Solid Cell Phase Motility and 3.2.3.8 

Chemokines, respectively. 

3.2.3.1 Diffuse Interface Model 

Akin to [82], it is assumed there are no voids in the tumoral tissue such that solid 

phase 𝛼 and liquid phase 𝛽 constitute a saturated mixture: 
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𝜙𝛼 + 𝜙𝛽 = 1 
Equation 3.2.22 

This study redefines the collection of solid volume fractions 𝜙𝛼 to include new 

immune species 𝐺, along with the previously defined four dominant volume fraction 

types: viable (𝑉) and dead (𝐷) tumor mass, ECM (𝐸), and healthy host tissue (𝐻). 

Assuming further that the solid mixture lacks voids: 

∑𝜙𝛼,𝑖

𝑁

𝑖=1

= 1 Equation 3.2.23 

where 𝜙𝛼,𝑖 is phase component 𝑖 in the solid phase 𝛼. Here, 0 = 𝛽, 1 = 𝑉, 2 = 𝐷, 

3 = 𝐸, all immune species 𝐺 = {4, …𝑁 − 1}, and 𝑁 = 𝐻. From the mixture model 

derivation in [82], for each 𝜙𝑖 = 𝜙𝛼 ∙ 𝜙𝛼,𝑖: 

𝜕𝜙𝑖
𝜕𝑡

+ ∇ ∙ (𝜙𝑖 ∙ 𝒖𝛼 +
1

𝜌𝑖
∙ 𝑱𝛼,𝑖) =

1

𝜌𝑖
∙ 𝑆𝛼,𝑖 , 1 ≤ 𝑖 ≤ 𝑁 Equation 3.2.24 

where the density and source (both positive and negative) terms of phase 

component 𝑖 is 𝜌𝑖 and 𝑆𝑖, respectively, the velocity of phase 𝛼 is 𝒖𝛼, and 𝑱𝛼,𝑖 is the 

diffusive flux of phase component 𝑖. Using the same approach as in [84], the total general 

Helmholtz free energy is 

𝐸 =∑𝐸𝑖

𝑁

𝑖=0

=∑∫�̅�𝑖 𝑑𝔁

𝑁

𝑖=0

 Equation 3.2.25 

It is assumed that the free energy of the aqueous interstitial phase is constant, thus 

𝜙𝛽 = �̃�𝛽 and 𝜙𝛼 = ∑ 𝜙𝑖
𝑁
𝑖=1 = 1 − �̃�𝛽 = �̃�𝛼.With Lagrange multipliers 𝑝∗ and 𝑞, 

representing the solid and liquid pressures respectively, adapting the energy form from 

[82]: 
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𝑑𝐸

𝑑𝑡
= ∫{�̃�𝛽 ∙ ∇ (

𝛿𝐸

𝛿𝜙𝛽
+ 𝑞) ∙ 𝒖𝛽 + (∇𝑝 −∑

𝛿𝐸

𝛿𝜙𝑖
∇𝜙𝑖

𝑁

𝑖=1

) ∙ 𝒖𝛼

+∑∇[
1

𝜌𝑖
∙
𝛿𝐸

𝛿𝜙𝑖
−
1

𝜌𝑁
∙
𝛿𝐸

𝛿𝜙𝑁
+
1

�̃�𝛼
∙ (
1

𝜌𝑖
−
1

𝜌𝑁
)

𝑁−1

𝑖=1

∙ (𝑝 −∑𝜙𝑗 ∙
𝛿𝐸

𝛿𝜙𝑗

𝑁

𝑗=1

)] ∙ 𝑱𝛼,𝑖}  𝑑𝔁  

Equation 3.2.26 

where 𝑝 = �̃�𝛼 ∙ 𝑝
∗ + ∑ 𝜙𝑖 ∙

𝛿𝐸

𝛿𝜙𝑖

𝑁
𝑖=1 . Like in [82] the terms in Equation 3.2.26 are 

assumed to be separately dissipative, constitutive relations that are thermodynamically 

consistent. Thus: 

𝒖𝛽 = −𝑘𝛽∇(
δ𝐸

𝛿𝜙𝛽
+ 𝑞) Equation 3.2.27 

𝒖𝛼 = −𝑘𝛼 ∙ [∇𝑝 −∑
𝛿𝐸

𝛿𝜙𝑖
∙ ∇𝜙𝑖

𝑁

𝑖=1

] Equation 3.2.28 

𝑱𝛼,𝑖 = −𝑀𝑖 ∙ ∇ [
1

𝜌𝑖
∙
𝛿𝐸

𝛿𝜙𝑖
−
1

𝜌𝑁
∙
𝛿𝐸

𝛿𝜙𝑁
+
1

�̃�𝛼
∙ (
1

𝜌𝑖
−
1

𝜌𝑁
)

∙ (𝑝 −∑𝜙𝑗 ∙
𝛿𝐸

𝛿𝜙𝑗

𝑁

𝑗=1

)] , 1 ≤ 𝑖 ≤ 𝑁 − 1 

Equation 3.2.29 

where 𝑘𝛼 and 𝑘𝛽 represent the motilities of the solid and liquid phases, 

respectively. The generalized Helmholtz free energy equation as [82] is applied: 

�̅�(𝝓, ∇𝝓, 𝜺) = 𝐹𝑏(𝝓) +𝒲(𝝓, 𝜺) +∑(𝜙𝑖 ∙∑𝜒𝑖𝑙
∗ ∙ 𝜎𝑙

𝐿

𝑖=1

)

𝑁

𝑖=0

+ ∑
𝜅𝑖𝑗
2
∙ (∇𝜙𝑖 ∙ ∇𝜙𝑗)

𝑁

𝑖,𝑗=0

 

Equation 3.2.30 

where the first term represents the bulk free energy 𝐹𝑏 (defined in Equation 

3.2.31), the second term represents the elastic energy 𝒲 as derived in [82], the third term, 
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as posed by [86], represents chemotaxis of cell species 𝑖 with 𝐿 potential CHE of 

concentration 𝜎𝑙 at strength 𝜒𝑖𝑙
∗ > 0 for 𝑙 ∈ {1,… , 𝐿}, and the fourth term, like in [84] and 

[82], represents the interaction strengths 𝜅𝑖𝑗 > 0 between cell species 𝑖 and 𝑗. 

 

From [215] the total bulk free energy of the system is: 

𝐹𝑏(𝜙0, … , 𝜙𝑁) = �̃�𝛽 ∙ 𝐹𝛽(�̃�𝛽) + �̃�𝛼𝐹𝛼(𝜙1, … , 𝜙𝑁) Equation 3.2.31 

where 𝑓𝛽 = �̃�𝛽 ∙ 𝐹𝛽(�̃�𝛽) and 𝐹𝛼(𝜙1, … , 𝜙𝑁) = 𝐸𝑎
∗ ∙ 𝑓(𝜙1, … , 𝜙𝑁) where 𝐸𝑎

∗ is the 

positive energy scale for adhesion. Because 𝑓𝛽 is constant, 
𝜕𝐹𝑏

𝜕𝜙𝛽
= 0. The following is 

defined: 

𝜙𝐺 = ∑ 𝜙𝜓
𝜓∈𝐺

 
Equation 3.2.32 

for all immune species 𝜓 ∈ 𝐺 =

{𝑀0, 𝑀1, 𝑀2, 𝑁𝐾, 𝑁𝑒, 𝐷𝑒𝑛,𝑀𝐷𝑆𝐶, 𝐵𝐸𝑅, 𝐵𝐸𝐴, 𝐵𝑟𝑒𝑔, 𝑇𝐶 , 𝑇𝑅 , 𝑇𝐻1, 𝑇𝐻2}. 

 

Without chemotactic gradients to prompt immune species migration and 

penetration into tumors, immune species are assumed to reside in host tissue. As such 𝜙𝐺 

and 𝜙𝐻 comprise a single combined host mixture phase 𝜙ℍ = 𝜙𝐻 + 𝜙𝐺. Thus, the free 

energy describes a ternary system around the collective tumor species 𝜙𝑇 = 𝜙𝑉 + 𝜙𝐷, 

𝜙𝐸, and 𝜙ℍ where 𝜙𝑇 and 𝜙ℍ are immiscible and 𝜙𝐸 is partially miscible with 𝜙ℍ using 

the free energy form adapted from [151]: 
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𝑓𝛼(𝜙𝑇, 𝜙𝐸 , 𝜙ℍ)

= 𝐴1 ∙ (
𝜙𝑇

�̃�𝛼
)

2

∙ (
𝜙ℍ

�̃�𝛼
)

2

+ (
𝜙𝑇

�̃�𝛼
+ 𝐴2) ∙ (

𝜙𝐸

�̃�𝛼
− 𝐴3)

2

+ (
𝜙ℍ

�̃�𝛼
+ 𝐴4) ∙ (

𝜙𝐸

�̃�𝛼
− 𝐴5)

2

 

Equation 

3.2.33 

Substituting 𝜙ℍ = �̃�𝛼 − 𝜙𝐸 − 𝜙𝑇 into Equation 3.2.33 obtains: 

𝜕𝐹𝑏
𝜕𝜙ℍ

=
𝜕𝐹𝑏
𝜕𝜙ℍ

=
𝜕𝐹𝑏
𝜕𝜙𝐻

=
𝜕𝐹𝑏
𝜕𝜙𝜓

= 0,𝜓 ∈ 𝐺 
Equation 

3.2.34 

As in [82], it is assumed that cell types have the same, constant misfit tensor for 

the elastic energy 𝒲. Thus, 
𝜕𝒲

𝜕𝜙𝑗
= 0 for all 𝑗 ≠ 𝐸 and the form for 

𝜕𝒲

𝜕𝜙𝐸
 remains as shown 

in Equation 3.2.4 through Equation 3.2.10. 

 

Because the liquid phase has no chemotaxis, 𝜒0𝑙 = 0 for 𝑙 ∈ {1, … , 𝐿}. In this 

model, immune species chemotaxis occurs from high free energy regions to low free 

energy regions across the modeling domain Ω. Thus, 𝜒𝜏𝑙
∗ < 0 implies 𝜎𝑙 has an attractive 

effect on cell species 𝜏 and 𝜒𝜏𝑙
∗ > 0 implies 𝜏 is repulsed by 𝜎𝑙. Because this study 

simulates chemoattractants only, 𝜒𝜏𝑙 = −𝜒𝜏𝑙
∗  for clarity. Thus, 𝜒𝜏𝑙 > 0 and 𝜒𝜏𝑙 < 0 imply 

attraction and repulsion, respectively, of cell species 𝜏 with respect to 𝜎𝑙. 

 

It is assumed that all immune species have the same interaction strengths, i.e., 

𝜅𝑖𝑗 = 𝜅𝑗𝑖 = 𝜅𝑖𝑖 = 𝜅𝐺𝐺 for all 𝑖, 𝑗 ∈ 𝐺. The total interaction strength between immune 

species can then be represented as: 
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𝜅𝐺𝐺
2
∙ [(∑[∇𝜙𝑘 ∙ ∇𝜙𝑘]

𝑘∈𝐺

) + ∑ [∇𝜙𝑖 ∙ ∇𝜙𝑗]

𝑖,𝑗∈𝐺,𝑖≠𝑗

] =
𝜅𝐺𝐺
2
∙ [(∇∑𝜙𝑘

𝑘∈𝐺

)

2

]

=
𝜅𝐺𝐺
2
∙ |∇𝜙𝐺|

2 

Equation 

3.2.35 

Assuming that immune species can travel unhindered through the solid cell phase, 𝜅𝜓𝑖 =

0 for 𝑖 ∈ {𝑉, 𝐷, 𝐸, 𝐻}. The liquid phase is assumed to have negligible interactions; thus, 

𝜅0𝜉 = 𝜅𝜉0 = 0 for 𝜉 ∈ {𝑉, 𝐷, 𝐸, 𝐻, 𝐺}. Eliminating 𝜙𝐻 through the relation ∇𝜙𝐻 =

−∇𝜙𝐸 − ∇𝜙𝑇 − ∇𝜙𝐺 results in: 

∑
𝜅𝑖𝑗
2
∙ (∇𝜙𝑖 ∙ ∇𝜙𝑗)

𝑁

𝑖,𝑗=0

=
𝜖𝐸
2

2
∙ |∇𝜙𝐸|

2 +
𝜖𝑇
2

2
∙ |∇𝜙𝑇|

2 +
𝜖𝐺
2

2
∙ |∇𝜙𝐺|

2 + 𝜖𝑇𝐸
2

∙ (∇𝜙𝑇 ∙ ∇𝜙𝐸) + 𝜖𝐸𝐺
2 ∙ (∇𝜙𝐸 ∙ ∇𝜙𝐺) + 𝜖𝑇𝐺

2 ∙ (∇𝜙𝑇 ∙ ∇𝜙𝐺) 

Equation 

3.2.36 

where 

𝜖𝐸
2 = 𝜅𝐸𝐸 − 2𝜅𝐸𝐻 + 𝜅𝐻𝐻 

𝜖𝑇
2 = 𝜅𝑇𝑇 − 2𝜅𝑇𝐻 + 𝜅𝐻𝐻 

𝜖𝑇𝐸
2 = 𝜅𝐻𝐻 + 𝜅𝑇𝐸 − 𝜅𝑇𝐻 − 𝜅𝐸𝐻 

𝜖𝐺
2 = 𝜅𝐺𝐺 + 𝜅𝐻𝐻 

𝜖𝐸𝐺
2 = 𝜅𝐻𝐻 − 𝜅𝐸𝐻 

𝜖𝑇𝐺
2 = 𝜅𝐻𝐻 − 𝜅𝑇𝐻 

Equation 3.2.37 

Combining Equations Equation 3.2.30 and Equation 3.2.36 into the Euler-

Lagrange equation 
𝛿𝐸

𝛿𝜙𝑗
=

𝜕𝐸

𝜕𝜙𝑗
− ∇ ∙

𝜕𝐸

𝜕∇𝜙𝑗
 gives: 

𝛿𝐸

𝛿𝜙𝑗
=
𝜕𝐹𝑏
𝜕𝜙𝑗

+
𝜕𝒲

𝜕𝜙𝑗
−∑𝜒𝑗𝑙 ∙ 𝜎𝑙

𝐿

𝑙=1

− ∑ [𝜖𝑖
2 ∙ ∇2𝜙𝑖 ∙

𝜕∇𝜙𝑖
𝜕∇𝜙𝑗

]

𝑖∈{𝑇,𝐸,𝐺}

− ∑ 𝜖𝑚𝑛
2

𝑚𝑛∈{𝑇𝐸,𝐸𝐺,𝑇𝐺}

∙ (∇2𝜙𝑚 ∙
𝜕∇𝜙𝑛
𝜕∇𝜙𝑗

+ ∇2𝜙𝑛 ∙
𝜕∇𝜙𝑚
𝜕∇𝜙𝑗

) 

Equation 3.2.38 
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Recognizing that 
𝜕∇𝜙𝐺

𝜕∇𝜙𝜓
= 1 for all 𝜓 ∈ 𝐺, 

𝜕𝒲

𝜕𝜙𝜏
= 0 for 𝜏 ≠ 𝐸, and 𝜒𝑖𝑙 = 0 where 

𝑖 ∈ {𝑇, 𝐸}, combining Equation 3.2.33, Equation 3.2.34, and Equation 3.2.38 obtains: 

𝛿𝐸

𝛿𝜙𝛽
=
𝜕𝐹𝑏
𝜕𝜙𝛽

= 0 Equation 3.2.39 

𝛿𝐸

𝛿𝜙𝐸
= 𝜇𝐸 =

𝜕𝐹𝑏
𝜕𝜙𝐸

+
𝜕𝒲

𝜕𝜙𝐸
− 𝜖𝐸

2 ∙ ∇2𝜙𝐸 − 𝜖𝑇𝐸
2 ∙ ∇2𝜙𝑇 − 𝜖𝐸𝐺

2 ∙ ∇2𝜙𝐺  Equation 3.2.40 

𝛿𝐸

𝛿𝜙𝑇
=
𝛿𝐸

𝛿𝜙𝑉
=
𝛿𝐸

𝛿𝜙𝐷
= 𝜇𝑇

=
𝜕𝐹𝑏
𝜕𝜙𝑇

− 𝜖𝑇
2 ∙ ∇2𝜙𝑇 − 𝜖𝑇𝐸

2 ∙ ∇2𝜙𝐸 − 𝜖𝑇𝐺
2 ∙ ∇2𝜙𝐺  

Equation 3.2.41 

𝛿𝐸

𝛿𝜙𝜓
= 𝜇𝜓 = −∑𝜒𝜓𝑙 ∙ 𝜎𝑙

𝐿

𝑙=1

− 𝜖𝐺
2 ∙ ∇2𝜙𝐺 − 𝜖𝐸𝐺

2 ∙ ∇2𝜙𝐸 − 𝜖𝑇𝐺
2

∙ ∇2𝜙𝑇, 𝜓 ∈ 𝐺 

Equation 3.2.42 

𝛿𝐸

𝛿𝜙𝐻
= 𝜇𝐻 =

𝜕𝐹𝑏
𝜕𝜙𝐻

= 0 Equation 3.2.43 

where 
𝜕𝒲

𝜕𝜙𝐸
 remains as derived in [82]. Substituting into Equation 3.2.27 and 

Equation 3.2.28 obtains: 

𝒖𝛽 = −𝑘𝛽∇𝑞 Equation 3.2.44 

𝒖𝜶 = −𝑘𝛼 ∙ (∇𝑝 − 𝜇𝑇∇𝜙𝑇 − 𝜇𝐸∇𝜙𝐸 −∑𝜇𝑖∇𝜙𝑖
𝑖∈𝐺

) Equation 3.2.45 

Keeping the assumption of cell species densities matching such that 𝜌𝑖 = 𝜌, for 

each flux term with the relation ∑ 𝑱𝛼,𝑖
𝑁
𝑖=1 = 0, yields: 

𝑱𝛼,1 = 𝑱𝛼,𝑉 = −𝑀𝜙𝑉𝜌∇𝜇𝑇 

𝑱𝛼,2 = 𝑱𝛼,𝐷 = −𝑀𝜙𝐷𝜌∇𝜇𝑇 

𝑱𝛼,3 = 𝑱𝛼,𝐸 = −𝑀𝜙𝐸𝜌∇𝜇𝐸  

𝑱𝛼,𝜎 = −𝑀𝜙𝜎𝜌∇𝜇𝜎 , 𝜎 = 4,5, … , 𝑁 − 1 

Equation 3.2.46 
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𝑱𝛼,𝑁 = 𝑱𝛼,𝐻 = −∑ 𝑱𝛼,𝑘

𝑁−1

𝑘=1

= 𝑀𝜌(𝜙𝑇∇𝜇𝑇 + 𝜙𝐸∇𝜇𝐸 +∑𝜙𝜎∇𝜇𝜎
𝜎∈𝐺

) 

Substituting into Equation 3.2.24 yields: 

𝜕𝜙𝑉
𝜕𝑡

+ ∇ ∙ (𝜙𝑉 ∙ 𝒖𝛼) = 𝑀∇ ∙ (𝜙𝑉 ∙ ∇𝜇𝑇) + 𝑆𝑉 

𝜕𝜙𝐷
𝜕𝑡

+ ∇ ∙ (𝜙𝐷 ∙ 𝒖𝛼) = 𝑀∇ ∙ (𝜙𝐷 ∙ ∇𝜇𝑇) + 𝑆𝐷 

𝜕𝜙𝐸
𝜕𝑡

+ ∇ ∙ (𝜙𝐸 ∙ 𝒖𝛼) = 𝑀∇ ∙ (𝜙𝐸 ∙ ∇𝜇𝐸) + 𝑆𝐸  

𝜕𝜙𝜎
𝜕𝑡

+ ∇ ∙ (𝜙𝜎 ∙ 𝒖𝛼) = 𝑀∇ ∙ (𝜙𝜎 ∙ ∇𝜇𝜎) + 𝑆𝜎 , 𝜎 ∈ 𝐺 

𝜕𝜙𝐻
𝜕𝑡

+ ∇ ∙ (𝜙𝐻 ∙ 𝒖𝛼)

= −𝑀∇ ∙ (𝜙𝑇 ∙ ∇𝜇𝑇 + 𝜙𝐸 ∙ ∇𝜇𝐸 +∑𝜙𝜎∇𝜇𝜎
𝜎∈𝐺

)

+ 𝑆𝐻 

Equation 3.2.47 

where 𝑆𝑖 = 𝑆𝛼,𝑖/𝜌. From mass exchange, it is assumed that homeostatic healthy 

host tissue remains in equilibrium with any changes negligible compared to tumor and 

immune cells. Thus, 𝑆𝐻 = 0. Because mass is conserved, the mass exchange between 

solid and liquid phases is: 

𝑆𝛽 = −𝑆𝛼 = −(𝑆𝑉 + 𝑆𝐷 + 𝑆𝐸 +∑𝑆𝑖
𝑖∈𝐺

) Equation 3.2.48 

This relation implies that immune species penetration is accompanied by an 

equivalent displacement of aqueous interstitial components from the system. Also, 

extending the source assumption in [82], it is assumed that immune species death is 

instantly processed and converted to fluid into the interstitial space, and that immune 

species departure through the lymphatic vasculature occurs concomitantly with an 

equivalent addition of aqueous interstitial components. 
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3.2.3.2 Immune-Immune Species Interactions 

Interactions between any two particular immune species are governed by their 

density in the model domain, represented by volume fractions, and the relative activation 

level of each species. The overall activation level of an immune species 𝜎 is labeled as a 

unit-less adjustment factor 𝒜𝐼|𝜎 with a range from 0 to 1. Each interaction between two 

species has an associated unit-less constant 𝜆𝜑|𝜎 ∈ ℝ
+ where the interaction consists of 

species 𝜑 influencing species 𝜎. The immune-species interactions depend on the volume 

fractions of both 𝜑 and 𝜎, as well as the activation levels of each species. Thus, a system 

of equations is required to solve for all the adjustment factors. The solution of the system 

creates activation levels that influence immune-tumor interactions and immune 

promotion of tumor growth factors (TGF) and tumor angiogenic factors (TAF) release, 

ECM formation, and angiogenesis. 

 

Each dual-species interaction can contribute either positively or negatively to the 

activity level of species 𝜎. For any immune species 𝜎, positive interactions with species 

𝜏1 through 𝜏𝑛 fall in a positive (i.e. stimulatory) contribution set 𝑇𝜎
+ = {𝜏1, 𝜏2, … , 𝜏𝑛}

+. 

Likewise, negative (i.e. suppressive or inhibitory) influences with species 𝜁1 through 𝜁𝑚 

fall in a negative contribution set 𝑍𝜎
− = {𝜁1, 𝜁2, … , ζ𝑚}

−. Together they form the set 𝐼𝜎 =

{𝑇𝜎
+, 𝑍𝜎

−}. For any species 𝜏 ∈ 𝑇𝜎
+, the contribution to 𝒜𝐼|𝜎 is:  

𝐹(𝜏) = 𝒜𝐼|𝜏 ∙ 𝑄3 (
𝜙𝜏
𝜙𝐺𝐺

) 
Equation 

3.2.49 

where 𝑄3 is a cubic interpolation function 𝑄3(𝑥) = {
0, 𝑥 ≤ 0

𝑥2 ∙ (3 − 2𝑥), 0 < 𝑥 ≤ 1
1, 𝑥 > 1

 and 

𝜙𝐺𝐺 is the saturation volume fraction for immune species interactions. Incorporation of 
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species-specific saturation volume fractions, assumed to be equal in this study, is left to 

future work. For any species 𝜁 ∈ 𝑍𝜎
−, the contribution to 𝒜𝐼|𝜎 is: 

𝐺(𝜁) = 1 −𝒜𝐼|𝜁 ∙ 𝑄3 (
𝜙𝜁

𝜙𝐺𝐺
) 

Equation 

3.2.50 

As shorthand, {𝜏1, 𝜏2, … , 𝜏𝑛}𝜎
+ in subsequent equations represents the sum of all 

𝐹(𝜏𝑖) terms for all immune species 𝜏𝑖 where 𝑖 ∈ 𝑇𝜎
+. Likewise, {𝜁1, 𝜁2, … , 𝜁𝑚}𝜎

− represents 

the sum of all 𝐺(𝜁𝑗) terms for all immune species 𝜁𝑗 where 𝑗 ∈ 𝑍𝜎
−. 

 

Because 𝑄3(𝑥) ∈ [0,1] each interaction can be represented as a weighted average 

of interaction contributions, with weights 𝜆𝑖|𝜎 for 𝑖 ∈ 𝐼𝜎: 

𝒜𝐼|𝜎 =
∑ 𝜆𝜏|𝜎𝐹(𝜏)𝜏∈𝑇𝜎

+ + ∑ 𝜆𝜁|𝜎𝐺(𝜁)𝜁∈𝑍𝜎
−

∑ 𝜆𝑖|𝜎𝑖∈𝐼𝜎

 
Equation 

3.2.51 

Before applying the activity levels to each equation, the activation levels are 

solved by using the following set of equations: 

𝒜𝐼|𝑀1 = 𝜆𝐵𝑎𝑠𝑒|𝑀1 + (1 − 𝜆𝐵𝑎𝑠𝑒|𝑀1) ∙
{𝑇𝐻1}𝑀1

+

𝜆𝑇𝐻1|𝑀1

= 𝜆𝐵𝑎𝑠𝑒|𝑀1 + (1 − 𝜆𝐵𝑎𝑠𝑒|𝑀1) ∙ 𝒜𝐼|𝑇𝐻1 ∙  𝑄3 (
𝜙𝑇𝐻1
𝜙𝐺𝐺

) 

Equation 

3.2.52 

𝒜𝐼|𝑀2 = 𝜆𝐵𝑎𝑠𝑒|𝑀2 + (1 − 𝜆𝐵𝑎𝑠𝑒|𝑀2) ∙
{𝑇𝐻2}𝑀2

+

𝜆𝑇𝐻1|𝑀2

= 𝜆𝐵𝑎𝑠𝑒|𝑀2 + (1 − 𝜆𝐵𝑎𝑠𝑒|𝑀2) ∙ 𝒜𝐼|𝑇𝐻2 ∙ 𝑄3 (
𝜙𝑇𝐻2
𝜙𝐺𝐺

) 

Equation 

3.2.53 

𝒜𝐼|𝑁𝐾 = 𝜆𝐵𝑎𝑠𝑒|𝑁𝐾 + (1 − 𝜆𝐵𝑎𝑠𝑒|𝑁𝐾) ∙
{𝑇𝐻1}𝑁𝐾

+ + {𝐵𝑟𝑒𝑔, 𝑀𝐷𝑆𝐶, 𝑇𝑅}𝑁𝐾
−

∑𝜆𝐼𝑁𝐾|𝑁𝐾
 

Equation 

3.2.54 

𝒜𝐼|𝑁𝑒 = 𝜆𝐵𝑎𝑠𝑒|𝑁𝑒 
Equation 

3.2.55 

𝒜𝐼|𝐷𝑒𝑛 = 𝜆𝐵𝑎𝑠𝑒|𝐷𝑒𝑛 + (1 − 𝜆𝐵𝑎𝑠𝑒|𝐷𝑒𝑛) ∙
{𝑇𝐻1}𝐷𝑒𝑛

+ + {𝑀𝐷𝑆𝐶}𝐷𝑒𝑛
−

∑𝜆𝐼𝐷𝑒𝑛|𝐷𝑒𝑛
 

Equation 

3.2.56 

𝒜𝐼|𝑀𝐷𝑆𝐶 = 𝜆𝐵𝑎𝑠𝑒|𝑀𝐷𝑆𝐶 + (1 − 𝜆𝐵𝑎𝑠𝑒|𝑀𝐷𝑆𝐶) ∙
{𝐵𝐸𝑅, 𝐵𝐸𝐴, 𝐵𝑟𝑒𝑔}𝑀𝐷𝑆𝐶

+

∑𝜆𝐼𝑀𝐷𝑆𝐶|𝑀𝐷𝑆𝐶
 

Equation 

3.2.57 
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𝒜𝐼|𝐵𝐸𝑅 = 𝜆𝐵𝑎𝑠𝑒|𝐵𝐸𝑅 + (1 − 𝜆𝐵𝑎𝑠𝑒|𝐵𝐸𝑅) ∙
{𝑇𝐻1, 𝑇𝐻2}𝐵𝐸𝑅

+

∑𝜆𝐼𝐵𝐸𝑅|𝐵𝐸𝑅
 

Equation 

3.2.58 

𝒜𝐼|𝐵𝐸𝐴 = 𝜆𝐵𝑎𝑠𝑒|𝐵𝐸𝐴 + (1 − 𝜆𝐵𝑎𝑠𝑒|𝐵𝐸𝐴) ∙
{𝑇𝐻1, 𝑇𝐻2}𝐵𝐸𝐴

+ + {𝑀𝐷𝑆𝐶}𝐵𝐸𝐴
−

∑𝜆𝐼𝐵𝐸𝐴|𝐵𝐸𝐴
 

Equation 

3.2.59 

𝒜𝐼|𝐵𝑟𝑒𝑔 = 𝜆𝐵𝑎𝑠𝑒|𝐵𝑟𝑒𝑔 + (1 − 𝜆𝐵𝑎𝑠𝑒|𝐵𝑟𝑒𝑔) ∙
{𝑇𝐻1, 𝑇𝐻2}𝐵𝑟𝑒𝑔

+

∑𝜆𝐼𝐵𝑟𝑒𝑔|𝐵𝑟𝑒𝑔
 

Equation 

3.2.60 

𝒜𝐼|𝑇𝐶 = 𝜆𝐵𝑎𝑠𝑒|𝑇𝐶 + (1 − 𝜆𝐵𝑎𝑠𝑒|𝑇𝐶) ∙
{𝑇𝐻1}𝑇𝐶

+ + {𝑀𝐷𝑆𝐶, 𝐵𝑟𝑒𝑔, 𝑇𝑅, 𝑇𝐻2}𝑇𝐶

−

∑𝜆𝐼𝑇𝐶|𝑇𝐶
 

Equation 

3.2.61 

𝒜𝐼|𝑇𝑅 = 𝜆𝐵𝑎𝑠𝑒|𝑇𝑅 + (1 − 𝜆𝐵𝑎𝑠𝑒|𝑇𝑅) ∙
{𝑀𝐷𝑆𝐶, 𝐵𝑟𝑒𝑔}𝑇𝑅

+

∑𝜆𝐼𝑇𝑅|𝑇𝑅
 

Equation 

3.2.62 

𝒜𝐼|𝑇𝐻1 = 𝜆𝐵𝑎𝑠𝑒|𝑇𝐻1 + (1 − 𝜆𝐵𝑎𝑠𝑒|𝑇𝐻1)

∙
[{𝑀1, 𝐷𝑒𝑛, 𝐵𝐸𝐴}𝑇𝐻1

+ + {𝐵𝑟𝑒𝑔, 𝑇𝑅, 𝑀𝐷𝑆𝐶}𝑇𝐻1

−
]

∑ 𝜆𝐼𝑇𝐻1|𝑇𝐻1
 

 

Equation 

3.2.63 

𝒜𝐼|𝑇𝐻2 = 𝜆𝐵𝑎𝑠𝑒|𝑇𝐻2 + (1 − 𝜆𝐵𝑎𝑠𝑒|𝑇𝐻2)

∙
{𝑀2, 𝐷𝑒𝑛, 𝐵𝐸𝐴}𝑇𝐻2

+ + {𝐵𝑟𝑒𝑔, 𝑇𝑅, 𝑀𝐷𝑆𝐶}𝑇𝐻2

−

∑𝜆𝐼𝑇𝐻2|𝑇𝐻2
 

Equation 

3.2.64 

For each equation, 𝜆𝐵𝑎𝑠𝑒|𝜎 ∈ [0,1] represents the minimum activation level for 

each immune species 𝜎. With regards to model implementation, all interaction adjustment 

factors are updated on a per-iteration basis using the Multigrid approach detailed in [83]. 

 

This model does not include interactions with NE, thus NE activation is assumed 

to be saturated. Therefore, 𝜆𝐵𝑎𝑠𝑒|𝑁𝑒 = 1. 

3.2.3.3 Source Terms 

3.2.3.3.1 General Definition 

Most of the source terms (both positive and negative contributions) are equivalent 

to 𝑆𝑓𝑢𝑛𝑑|𝜏, species 𝜏’s general actions in the model domain Ω. In general, immune species 

can enter into the domain by blood vasculature [216], exit through lymphatic vasculature 
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[217], and die by either necrosis or apoptosis. All four phenomena are reflected in the 

following equation for 𝜎 ∈ 𝐺: 

𝑆𝑓𝑢𝑛𝑑|𝜎 ≡ 𝑟𝑒𝑛𝑡𝑒𝑟|𝜎 − 𝑟𝑒𝑥𝑖𝑡|𝜎 + 𝑟𝑚𝑖𝑡𝑜𝑠𝑖𝑠|𝜎 − 𝑟𝑑𝑒𝑎𝑡ℎ|𝜎 
Equation 

3.2.65 

𝑟𝑚𝑖𝑡𝑜𝑠𝑖𝑠|𝜎 = 𝜆𝑚𝑖𝑡𝑜𝑠𝑖𝑠|𝜎 ∙ 𝒜𝑚𝑖𝑡𝑜𝑠𝑖𝑠|𝜎 ∙ 𝜙𝜎 
Equation 

3.2.66 

Immune species enter the tumor domain via extravasation from the blood 

vasculature and are assumed to not be subject to mitosis [168, 218]. It is acknowledged 

that immune cells could proliferate in response to tumor exposure, as has been observed 

with effector T-cells [219, 220] and potentially with macrophages [157]; here, the mitotic 

activity is assumed to be negligible in order to evaluate immune interactions in a 

controlled manner. Thus, for this study, 𝜆𝜎|𝑚𝑖𝑡𝑜𝑠𝑖𝑠 = 0. It is assumed by this model that 

all immune species can leave the domain via lymphatic vasculature. From this the source 

terms for immune species are defined: 

𝑟𝑒𝑥𝑖𝑡|𝜎 = 𝜆𝑒𝑥𝑖𝑡|𝜎 ∙ 𝒜𝑒𝑥𝑖𝑡|𝜎 ∙ 𝜙𝜎 
Equation 

3.2.67 

𝜆𝑒𝑥𝑖𝑡|𝜎 = 𝜆𝑒𝑥𝑖𝑡|𝐺 ∙ (
ℱ𝜎
𝐿𝑝𝐿𝑝 + ℱ𝜎

𝐿𝑛𝐿𝑛
𝐿𝑚𝑎𝑥

) 
Equation 

3.2.68 

𝑟𝑒𝑛𝑡𝑒𝑟|𝜎 = 𝜆𝑒𝑛𝑡𝑒𝑟|𝜎 ∙ 𝒜𝑒𝑛𝑡𝑒𝑟|𝜎 ∙ �̃�𝛼 
Equation 

3.2.69 

𝜆𝑒𝑛𝑡𝑒𝑟|𝜎 = 𝜆𝑒𝑛𝑡𝑒𝑟|𝐺 ∙ (
ℱ𝜎
𝐵𝑝𝐵𝑝 + ℱ𝜎

𝐵𝑛𝐵𝑛
𝐵𝑚𝑎𝑥

) 
Equation 

3.2.70 

𝑟𝑑𝑒𝑎𝑡ℎ|𝜎 = 𝑟𝑎𝑝𝑜𝑝𝑡𝑜𝑠𝑖𝑠|𝜎 + 𝑟𝑛𝑒𝑐𝑟𝑜𝑠𝑖𝑠|𝜎 
Equation 

3.2.71 

𝑟𝑎𝑝𝑜𝑝𝑡𝑜𝑠𝑖𝑠|𝜎 = 𝜆𝑎𝑝𝑜𝑝𝑡𝑜𝑠𝑖𝑠|𝜎 ∙ 𝒜𝑎𝑝𝑜𝑝𝑡𝑜𝑠𝑖𝑠|𝜎 ∙ 𝜙𝜎 
Equation 

3.2.72 

𝑟𝑛𝑒𝑐𝑟𝑜𝑠𝑖𝑠|𝜎 = 𝜆𝑛𝑒𝑐𝑟𝑜𝑠𝑖𝑠|𝜎 ∙ 𝒜𝑛𝑒𝑐𝑟𝑜𝑠𝑖𝑠|𝜎 ∙ 𝜙𝜎 
Equation 

3.2.73 

where immune species 𝜎 enter the domain, exit from the domain, and undergo 

apoptosis or necrosis with rates 𝜆𝑒𝑛𝑡𝑒𝑟|𝜎, 𝜆𝑒𝑥𝑖𝑡|𝜎, 𝜆𝑎𝑝𝑜𝑝𝑡𝑜𝑠𝑖𝑠|𝜎 and 𝜆𝑛𝑒𝑐𝑟𝑜𝑠𝑖𝑠|𝜎, 
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respectively. Species 𝜎 extravasates and exits into the domain from neo- (𝜐𝑝) and pre-

existing (𝜐𝑛) vasculature at a rate determined by the product of tissue-specific 

extravasation and exit rates 𝜆𝑒𝑛𝑡𝑒𝑟|𝐺 and 𝜆𝑒𝑥𝑖𝑡|𝐺, respectively, in addition to species-

specific dimensionless factors ℱ𝜎
𝜐𝑝

 and ℱ𝜎
𝜐𝑛 for 𝜐 = {𝐵, 𝐿}. The tissue-specific 

extravasation and exit rates are assumed to differ across ECM (𝜆𝜓,𝐸|𝐺) and cell (𝜆𝜓,𝐶|𝐺) 

domains for 𝜓 = {𝑒𝑛𝑡𝑒𝑟, 𝑒𝑥𝑖𝑡}: 

𝜆𝜓|𝐺 = 𝜆𝜓,𝐸|𝐺 ∙ 𝑄3 (
𝜙𝐸

�̃�𝛼
) + 𝜆𝜓,𝐶|𝐺 ∙ (1 − 𝑄3 (

𝜙𝐸

�̃�𝛼
)) 

Equation 

3.2.74 

𝜆𝜓,𝐶|𝐺 = (𝜆𝜓,𝑇|𝐺 ∙ 𝑄3 (
𝜙𝑇
𝜙𝐶
) + 𝜆𝜓,𝐻|𝐺 ∙ (1 − 𝑄3 (

𝜙𝑇
𝜙𝐶
))) 

Equation 

3.2.75 

where 𝜙𝐶 = 𝜙𝑇 + 𝜙ℍ represents the sum of all cell-based volume fractions. 

Assuming the entrance and exit rates in the combined host tissue phase 𝜙ℍ is 

homogeneous across species in the host tissue, the rate of entrance and exit through 

tumor, ECM, and combined host tissue phases is 𝜆𝜓,𝑇|𝐺, 𝜆𝜓,𝐸|𝐺, and 𝜆𝜓,ℍ|𝐺 = 𝜆𝜓,𝐻|𝐺 =

𝜆𝜓,𝐺|𝐺, respectively. Immune cell extravasation occurs when chemokines attract immune 

species [187]. In this model, chemokines are represented by 𝑐ℎ𝑒. These interactions are 

included in 𝒜𝑒𝑛𝑡𝑒𝑟|𝜎: 

𝒜𝑒𝑛𝑡𝑒𝑟|𝜎 = (1 + ℱ𝐵
𝑐ℎ𝑒 ∙

𝑐ℎ𝑒

𝑐ℎ𝑒𝑠𝑎𝑡
) ∙ (1 −

𝜙𝜎

�̃�𝛼
) ∙ (1 −

𝑛

𝑛∞
) ∙ 𝑄3 (1 −

𝑝𝛼
𝑝𝑡,𝐵

) 
Equation 

3.2.76 

where 𝑛∞ is the concentration of oxygen at the model domain’s borders, 𝑝𝑡,𝐵 is 

the threshold pressure corresponding to the onset of blood vasculature loss, 𝑐ℎ𝑒𝑠𝑎𝑡 is the 

saturating concentration for chemokines (CHE), and ℱ𝐵
𝑐ℎ𝑒 is the effective factor of CHE 

on the entrance rate of species 𝜎. 
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It is assumed that all immune species exit the tumor domain through lymph 

vasculature [217] and that apoptosis occurs at a constant rate for all species. Thus, 

𝒜𝑎𝑝𝑜𝑝𝑡𝑜𝑠𝑖𝑠|𝜎, 𝒜𝑛𝑒𝑐𝑟𝑜𝑠𝑖𝑠|𝜎, and 𝒜𝑒𝑥𝑖𝑡|𝜎 are defined using the following equations: 

𝒜𝑎𝑝𝑜𝑝𝑡𝑜𝑠𝑖𝑠|𝜎 = 1 
Equation 

3.2.77 

𝒜𝑛𝑒𝑐𝑟𝑜𝑠𝑖𝑠|𝜎 = 1 −ℋ(
𝑛

𝑛𝑣,𝐺
− 1) ∙ ℋ (

𝑔

𝑔𝑣,𝐺
− 1) 

Equation 

3.2.78 

𝒜𝑒𝑥𝑖𝑡|𝜎 = 𝑄3 (1 −
𝑝

𝑝𝑡,𝐿
) 

Equation 

3.2.79 

where ℋ(𝑥) is the Heaviside function of 𝑥, 𝑛𝑣,𝐺  and 𝑔𝑣,𝐺 are the viability limits 

of oxygen and glucose, respectively, for immune species, and 𝑝𝑡,𝐿 is the threshold solid 

phase pressure corresponding to the onset of lymphatic vasculature loss due to 

compression (crushing). 

3.2.3.3.2 Monocyte Differentiation 

Monocytes differentiate into macrophage species with predominantly M1 or M2 

phenotypes [154], which for simplicity are assumed to be mutually exclusive binary 

states. Their differentiation can occur without stimulation by T-cells; however, the 

process is amplified by Th2 through Interleukin-4 (IL-4) for M2 [154, 199]. Th1 cells 

increase M1 differentiation via IFN-𝛾 [195, 200]. Furthermore, as in [65], this model 

simulates tumor cytokine release that promotes M1 or M2 phenotypes. The 𝑡𝑔𝑓 term 

used in this model from [82] includes cytokines that encourage differentiation of Mo into 

either M1 or M2 [221]. Consequently, this model upregulates the total differentiation rate 

in the presence of higher 𝑡𝑔𝑓 concentration. While it has been reported that Breg 

releasing IL-10 can reduce Mo activation, this model does not incorporate this interaction 
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[170, 222]. Further, although monocytes can differentiate into monocyte-derived DC 

[157], it is assumed for simplicity that monocytes only differentiate into macrophages 

and that polarization is set at differentiation. Thus, for monocytes and macrophages an 

additional rate term is added: 𝑟𝑑𝑖𝑓𝑓|𝑀0: 

𝑆𝑀0 = 𝑆𝑓𝑢𝑛𝑑|𝑀0 − 𝑟𝑑𝑖𝑓𝑓|𝑀0  
Equation 

3.2.80 

𝑟𝑑𝑖𝑓𝑓|𝑀0 = 𝜆𝑑𝑖𝑓𝑓|𝑀0 ∙ 𝒜𝑑𝑖𝑓𝑓|𝑀0 ∙ 𝜙𝑀0  
Equation 

3.2.81 

𝒜𝑑𝑖𝑓𝑓|𝑀0 = 1 + ℱ𝑡𝑔𝑓
𝐷𝑖𝑓𝑓|𝑀0 ∙

𝑡𝑔𝑓

𝑡𝑔𝑓𝑠𝑎𝑡
 

Equation 

3.2.82 

where ℱ𝑡𝑔𝑓
𝐷𝑖𝑓𝑓|𝑀0 is the effective factor of TGF on the differentiation of Mo and 

𝑡𝑔𝑓𝑠𝑎𝑡 is the saturating concentration of 𝑡𝑔𝑓. M1 and M2 have similar derivations: 

𝑆𝑀1 = 𝑆𝑓𝑢𝑛𝑑|𝑀1 + 𝑟𝑑𝑖𝑓𝑓|𝑀1  
Equation 

3.2.83 

𝑆𝑀2 = 𝑆𝑓𝑢𝑛𝑑|𝑀2 + 𝑟𝑑𝑖𝑓𝑓|𝑀2  
Equation 

3.2.84 

𝑟𝑑𝑖𝑓𝑓|𝑀1 + 𝑟𝑑𝑖𝑓𝑓|𝑀2 = 𝑟𝑑𝑖𝑓𝑓|𝑀0  
Equation 

3.2.85 

The values of 𝑟𝑑𝑖𝑓𝑓|𝑀1 and 𝑟𝑑𝑖𝑓𝑓|𝑀2 depend on 𝒜𝑑𝑖𝑓𝑓|𝑀1  and 𝒜𝑑𝑖𝑓𝑓|𝑀2, 

respectively. The former adjustment factor can be interpreted as the probability of 𝑀0 →

𝑀1 and the latter as the probability of the 𝑀0 → 𝑀2 differentiation event: 

𝑟𝑑𝑖𝑓𝑓|𝑀1 = 𝜆𝑑𝑖𝑓𝑓|𝑀0 ∙ 𝒜𝑑𝑖𝑓𝑓|𝑀1 ∙𝒜𝑑𝑖𝑓𝑓|𝑀0 ∙ 𝜙𝑀0  
Equation 

3.2.86 

𝑟𝑑𝑖𝑓𝑓|𝑀2 = 𝜆𝑑𝑖𝑓𝑓|𝑀0 ∙ 𝒜𝑑𝑖𝑓𝑓|𝑀2 ∙ 𝒜𝑑𝑖𝑓𝑓|𝑀0 ∙  𝜙𝑀0  
Equation 

3.2.87 

𝒜𝑑𝑖𝑓𝑓|𝑀1 = 1 − 𝐹𝑃 
Equation 

3.2.88 

𝒜𝑑𝑖𝑓𝑓|𝑀2 = 𝐹𝑃 
Equation 

3.2.89 

where 𝐹𝑃 is the probability of the 𝑀0 → 𝑀2 differentiation event bounded in the 

closed interval [0,1] and defined by Equation 3.2.90: 
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𝐹𝑃 = (ℱ𝑇𝐻2|𝑀2 𝑑𝑖𝑓𝑓 ∙ 𝒜𝐼|𝑇𝐻2 ∙ 𝑄3 (
𝜙𝑇𝐻2
𝜙𝐺𝐺

)

+ ℱ𝑇𝐻1|𝑀1 𝑑𝑖𝑓𝑓 ∙ (1 −𝒜𝐼|𝑇𝐻1 ∙ 𝑄3 (
𝜙𝑇𝐻1
𝜙𝐺𝐺

)))

∙
1

ℱ𝑇𝐻2|𝑀2,𝑑𝑖𝑓𝑓 + ℱ𝑇𝐻1|𝑀1,𝑑𝑖𝑓𝑓
 + ℱ𝐹𝑏𝑖𝑎𝑠 

Equation 

3.2.90 

where ℱ𝐹𝑏𝑖𝑎𝑠 is a dimensionless biasing parameter that shifts the equilibrium 

macrophage ratio as dictated by ℱ𝑇𝐻1|𝑀1,𝑑𝑖𝑓𝑓, and ℱ𝑇𝐻2|𝑀2,𝑑𝑖𝑓𝑓. By adjusting the 

parameters in 𝐹𝑃, the differentiation outlook can be adjusted. 

3.2.3.3.3 B-Cell Activation 

B-effector cells transition from a resting B-cell state to an active B-cell state [171, 

223]. This is accounted for by the rate term 𝑟𝑎𝑐𝑡, which represents the conversion to the 

active state: 

𝑆𝐵𝐸𝑅 = 𝑆𝑓𝑢𝑛𝑑|𝐵𝐸𝑅 − 𝑟𝑎𝑐𝑡|𝐵𝐸𝑅 
Equation 

3.2.91 

𝑆𝐵𝐸𝐴 = 𝑆𝑓𝑢𝑛𝑑|𝐵𝐸𝐴 + 𝑟𝑎𝑐𝑡|𝐵𝐸𝑅 
Equation 

3.2.92 

where each rate term is defined using a lambda rate constant with adjustment 

factor 𝒜𝑎𝑐𝑡|𝐵𝐸𝑅: 

𝑟𝑎𝑐𝑡|𝐵𝐸𝑅 = 𝜆𝑎𝑐𝑡|𝐵𝐸𝑅 ∙ 𝒜𝑎𝑐𝑡|𝐵𝐸𝑅 ∙ 𝜙𝐵𝐸𝑅 
Equation 

3.2.93 

where 𝜆𝑎𝑐𝑡|𝐵𝐸𝑅 represents the rate of BeR activation to BeA. The change between 

resting and active states for B-effector cells is assumed to be proportional to both viable 

(𝜙𝑉) and dead (𝜙𝐷) tumor tissue. Therefore: 

𝒜𝑎𝑐𝑡|𝐵𝐸𝑅 = {

𝜙𝑇
𝜙𝑇𝑆𝑎𝑡

, 𝜙𝑇 ≤ 𝜙𝑇𝑆𝑎𝑡

1, 𝜙𝑇 > 𝜙𝑇𝑆𝑎𝑡

 
Equation 

3.2.94 
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where 𝜙𝑇𝑆𝑎𝑡 is the concentration that saturates the effect of 𝜙𝑇 to cause BeR to 

transition to BeA. 

3.2.3.3.4 Source Terms for Other Immune Species 

For 𝜏 ∈ {𝑁𝐾,𝑁𝑒, 𝐷𝑒𝑛,𝑀𝐷𝑆𝐶, 𝐵𝑟𝑒𝑔, 𝑇𝐶 , 𝑇𝑅, 𝑇𝐻1, 𝑇𝐻2}, it is assumed that mitosis, 

apoptosis, necrosis, entrance, and exit rates constitute the source terms of each species 𝜏. 

Thus: 

𝑆𝜏 = 𝑆𝑓𝑢𝑛𝑑|𝜏 
Equation 

3.2.95 

3.2.3.4 Immune Cell Species Chemical Potentials 

The underlying mechanism for leukocyte chemotaxis involves actin 

rearrangement in the direction of higher concentrations of chemokines [224]. For 

simplicity, this model assumes that chemotaxis movement of all immune species is 

proportional to chemokine concentrations and that immune species follow higher 

concentration gradients. In making this assumption, it is acknowledged that chemotaxis 

behavior differs across leukocyte species [225-228]. Chemotaxis in this model is 

associated with three different cytokines: 𝑐ℎ𝑒, 𝑡𝑔𝑓, and 𝑡𝑎𝑓. It is also assumed that 

immune species tend to migrate toward hypoxic regions [229, 230]. Therefore, from 

Equation 3.2.42, for each immune species 𝜎: 

𝜇𝜎 + 𝜖𝑇𝐺
2 ∙ 𝛻2𝜙𝑇 + 𝜖𝐺

2 ∙ 𝛻2𝜙𝐺 + 𝜖𝐸𝐺
2 ∙ 𝛻2𝜙𝐸

= −𝜒𝜎,𝑐ℎ𝑒 ∙ 𝒜𝑋𝐺,𝑐ℎ𝑒 ∙ 𝑐ℎ𝑒 − 𝜒𝜎,𝑡𝑔𝑓 ∙ 𝒜𝑋𝐺,𝑡𝑔𝑓 ∙ 𝑡𝑔𝑓

− 𝜒𝜎,𝑡𝑎𝑓 ∙ 𝒜𝑋𝐺,𝑡𝑎𝑓 ∙ 𝑡𝑎𝑓 

Equation 

3.2.96 

𝒜𝑋𝐺,𝜍 = 𝑄3 (
𝑛 − 𝑛𝑣,𝐺
𝑛∞ − 𝑛𝑣,𝐺

) 
Equation 

3.2.97 

where 𝜍 ∈ {𝑐ℎ𝑒, 𝑡𝑔𝑓, 𝑡𝑎𝑓}. 
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3.2.3.5 Immune-Tumor Interactions 

This section covers immune species-mediated killing of viable tumor, removal of 

dead tumor, and promotion of tumor proliferation. 

3.2.3.5.1 Viable Tumor Removal 

Viable tumor tissue either converts into dead tumor volume fraction by a constant 

apoptosis rate (𝑟𝐴,𝑉), becomes necrotic due to hypoxic conditions (𝑟𝑁,𝑉), or is eliminated 

by immune species (𝑟𝐺,𝑉), as represented by the term: 

𝑆𝑑𝑒𝑎𝑡ℎ|𝑉 = 𝑟𝑁,𝑉 + 𝑟𝐴,𝑉 + 𝑟𝐺,𝑉 
Equation 

3.2.98 

The immune interactions leading to tumor death are contingent not only on the 

presence of a tumor volume fraction but also on the volume fractions of immune species 

that contribute to the promotion and inhibition of these interactions. All immune-tumor 

interactions contribute to 𝑟𝐺,𝑉: 

𝑟𝐺,𝑉 = −𝜆𝐼𝑛𝑑𝑢𝑐𝑒𝐷𝑒𝑎𝑡ℎ|𝑉 ∙ 𝒜𝐼𝑛𝑑𝑢𝑐𝑒𝐷𝑒𝑎𝑡ℎ|𝑉 ∙ 𝜙𝑉 
Equation 

3.2.99 

where 𝒜𝐼𝑛𝑑𝑢𝑐𝑒𝐷𝑒𝑎𝑡ℎ|𝑉 is the adjustment factor for the death rate 𝜆𝐼𝑛𝑑𝑢𝑐𝑒𝐷𝑒𝑎𝑡ℎ|𝑉. 

Neutrophils induce death via contact-dependent interaction using hydrogen peroxide, 

leading to apoptosis [165]. M1 cells can kill tumor cells using Interleukin 12 (IL-12) 

[194]. It is assumed that the cytotoxic effect of IL-12 is localized such that the M1-tumor 

interaction can be considered contact-based. Natural killer cells induce cell death with 

contact-based release of perforin and granzymes [164]. DC can kill tumor cells both with 

a contact-dependent peroxynitrite mechanism and a cytokine mechanism via Tumor 

Necrosis Factor-Related Apoptosis-Inducing Ligand (TRAIL) [162, 196]. CTL cells 

attack tumor cells via granule exocytosis and Fas ligand-mediated apoptosis induction 

[173]. BeA can kill tumor cells on contact [171]. It has been recently shown that T-cells 
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can exhibit a CD4+ cytotoxic phenotype that can kill cancer on contact via a major 

histocompatibility complex (MHC) class II molecule-dependent mechanism [212]. In this 

model, this cytotoxic behavior is associated with the anti-tumor Th1 immune species. 

Therefore, death induced locally by tumor-immune interactions is represented by 

𝒜𝐼𝑛𝑑𝑢𝑐𝑒𝐷𝑒𝑎𝑡ℎ|𝑉: 

𝒜𝐼𝑛𝑑𝑢𝑐𝑒𝐷𝑒𝑎𝑡ℎ|𝑉 =
∑ [ℱ𝐼𝑛𝑑𝑢𝑐𝑒𝐷𝑒𝑎𝑡ℎ,𝑖 ∙ 𝒜𝐼|𝑖 ∙ 𝑄3 (

𝜙𝑖
𝜙𝐺𝐺

)]𝑖∈𝐼𝐷 

∑ ℱ𝐼𝑛𝑑𝑢𝑐𝑒𝐷𝑒𝑎𝑡ℎ,𝑖𝑖∈𝐼𝐷
 

 

Equation 

3.2.100 

where 𝐼𝐷 = {𝑁𝑒,𝑀1, 𝑁𝐾, 𝐷𝑒𝑛, 𝐵𝐸𝐴, 𝑇𝐶 , 𝑇𝐻1} and ℱ𝐼𝑛𝑑𝑢𝑐𝑒𝐷𝑒𝑎𝑡ℎ,𝑖 is the effective 

factor of immune species 𝑖 ∈ 𝐼𝐷 on 𝒜𝐼𝑛𝑑𝑢𝑐𝑒𝐷𝑒𝑎𝑡ℎ|𝑉. 

3.2.3.5.2 Dead Tumor Removal 

Dead tumor tissue either lyses over time or is phagocytosed by immune species. 

In this model, it is assumed that death induced in 𝜙𝑉 by immune species contributes to 

the 𝜙𝐷 volume fraction. Neutrophils can perform efferocytosis on tumor cells 

(phagocytosis on apoptotic cells), effectively removing tumor volume from the model 

[231, 232]. Efferocytosis is also performed by macrophages and dendritic cells [233]. 

Hence, 𝑟𝐺,𝐷 represents the rate at which immune cells remove dead tumor tissue from the 

model via phagocytosis and the rate at which dead tissue is created in 𝜙𝑉: 

𝑟𝐺,𝐷 = −𝜆𝑒𝑓𝑓𝑒𝑟𝑜𝑐𝑦𝑡𝑜𝑠𝑖𝑠|𝐷 ∙ 𝒜𝑒𝑓𝑓𝑒𝑟𝑜𝑐𝑦𝑡𝑜𝑠𝑖𝑠|𝐷 ∙ 𝜙𝐷
+ 𝜆𝐼𝑛𝑑𝑢𝑐𝑒𝐷𝑒𝑎𝑡ℎ|𝑉 ∙ 𝒜𝐼𝑛𝑑𝑢𝑐𝑒𝐷𝑒𝑎𝑡ℎ|𝑉 ∙ 𝜙𝑉 

Equation 

3.2.101 

𝒜𝑒𝑓𝑓𝑒𝑟𝑜𝑐𝑦𝑡𝑜𝑠𝑖𝑠|𝐷 =
∑ ℱ𝑖

𝐷 ∙ 𝒜𝐼|𝑖 ∙ 𝑄3 (
𝜙𝑖
𝜙𝐺𝐺

)𝑖∈𝐸𝐹

∑ ℱ𝑖
𝐷

𝑖∈𝐸𝐹

 
Equation 

3.2.102 
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where 𝐸𝐹 = {𝑀1, 𝑀2, 𝐷𝑒𝑛, 𝑁𝑒} and ℱ𝑖
𝐷 is a dimensionless factor accounting for 

immune species 𝑖’s contribution to dead cell efferocytosis for 𝑖 ∈ 𝐸𝐹. Immune cells are 

assumed to not directly affect the 𝜙𝐷 lysing rate. 

3.2.3.5.3 Tumor Promotion 

M2 macrophages release TGF-β, which encourages tumor proliferation [159, 

160]. While it is known that TGF-β has an immunosuppressive effect [159], this 

particular interaction is currently neglected. TGF-β release is incorporated into the 

general TGF equation from [82]: 

0 = ∇ ∙ (𝐷𝑡𝑔𝑓 ∙ ∇𝑡𝑔𝑓) + 𝑆𝑡𝑔𝑓 
Equation 

3.2.103 

𝑆𝑡𝑔𝑓 = 𝑡𝑔𝑓𝑠𝑎𝑡 ∙ 𝜆𝑡𝑔𝑓 − (𝜆𝑡𝑔𝑓 + 𝜆𝑑𝑒,𝑡𝑔𝑓 + 𝜆𝑈,𝑡𝑔𝑓) ∙ 𝑡𝑔𝑓 
Equation 

3.2.104 

𝜆𝑡𝑔𝑓 = ∑ 𝜆𝑖,𝑡𝑔𝑓 ∙ 𝒜𝑖,𝑡𝑔𝑓

𝑖∈{𝑉,𝐵,𝐿,𝐹,𝑀2}

 Equation 

3.2.105 

𝜆𝑈,𝑡𝑔𝑓 = 𝜆𝑈,𝑉,𝑡𝑔𝑓 ∙ 𝒜𝑈,𝑉,𝑡𝑔𝑓 
Equation 

3.2.106 

Where 𝜆𝑡𝑔𝑓, 𝜆𝑈,𝑡𝑔𝑓, and 𝜆𝑑𝑒,𝑡𝑔𝑓 are the production, uptake, and extracellular 

decay rates of 𝑡𝑔𝑓, respectively, and the production and uptake rates of 𝑡𝑔𝑓 by species 𝑖 

are 𝜆𝑖,𝑡𝑔𝑓 and 𝜆𝑈,𝑖,𝑡𝑔𝑓, respectively. 𝑀2’s adjustment factor for 𝜆𝑡𝑔𝑓 is defined as: 

𝒜𝑀2,𝑡𝑔𝑓 = 𝒜𝐼|𝑀2 ∙ 𝑄3 (
𝜙𝑀2
𝜙𝐺𝐺

) 
Equation 

3.2.107 

Adjustment factors for all other species in Equation 3.2.105 and Equation 3.2.106 

are unchanged from [82]. 

3.2.3.6 Immune Cell Species and the Tumor Microenvironment 

3.2.3.6.1 Diffusivity 

Like [82], the following nutrient and waste products are included: oxygen (𝑛), 

glucose (𝑔), carbon dioxide (𝑤), lactate ion (ℓ), bicarbonate ion (𝑏), hydrogen ion (𝑎), 
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and sodium (𝑠) and chloride (𝑟) ions. Here, it is assumed that for any diffusive species in 

the model 𝜎, 𝐷𝜎,𝐻 = 𝐷𝜎,𝐺 = 𝐷𝜎,ℍ. Thus, the effective diffusivity, 𝐷𝜎, of all nutrients, 

waste products, TAF (𝑡𝑎𝑓), TGF (𝑡𝑔𝑓), matrix degrading enzymes (𝑚), as well as the 

motility of blood (𝐵𝑛
𝐸) and lymphatic (𝐿𝑛

𝐸 ) neo-vasculature remains the same as in [82]: 

𝐷𝜎 = 𝐷𝜎,𝐸 ∙ 𝑄3 (
𝜙𝐸

�̃�𝛼
) + 𝐷𝜎,𝐶 ∙ [1 − 𝑄3 (

𝜙𝐸

�̃�𝛼
)] 

Equation 

3.2.108 

𝐷𝜎,𝐶 = 𝐷𝜎,𝑇 ∙ 𝑄3 (
𝜙𝑇
𝜙𝐶
) + 𝐷𝜎,𝐻 ∙ [1 − 𝑄3 (

𝜙𝑇
𝜙𝐶
)] 

Equation 

3.2.109 

3.2.3.6.2 Angiogenesis 

B-cells containing STAT3 have been reported to promote angiogenesis [169, 170, 

234]. Also, M2 macrophages encourage angiogenesis through VEGF-A expression [161]. 

In this model, M2-induced upregulation of VEGF-A and VEGF-C tumor expression [235, 

236] are neglected. For B-cells, it is assumed that the angiogenesis interaction is 

localized. Thus, this interaction is incorporated in the blood neo-vasculature source term 

from [82]: 

𝑆𝐵𝑛𝐸 = 𝑟𝑚,𝐵𝑛𝐸 − 𝑟𝑑𝑒,𝐵𝑛𝐸 − 𝑟𝑐𝑟𝑢𝑠ℎ,𝐵𝑛𝐸  
Equation 

3.2.110 

Inside the mitosis rate term, the B-lymphocyte is introduced through the 

adjustment factor 𝒜𝑚,𝐵𝑛𝐸: 

𝑟𝑚,𝐵𝑛𝐸 = 𝜆𝑚,𝐵𝑛𝐸 ∙ 𝒜𝑚,𝐵𝑛𝐸 ∙ 𝐵𝑛
𝐸  

Equation 

3.2.111 

𝒜𝑚,𝐵𝑛𝐸 = ℱ𝐵𝑛 ∙ (1 − ℱ𝑙𝑔|𝐵𝑛 ∙
𝐵𝑛
𝐸

𝐵𝑚𝑎𝑥
) ∙ 𝑄3 (

𝑡𝑎𝑓 − 𝑡𝑎𝑓𝐵𝑛
𝑡𝑎𝑓𝑠𝑎𝑡 − 𝑡𝑎𝑓𝐵𝑛

)

∙ (1 + ℱ𝐵𝑛𝐸,𝐺 ∙ 𝒜𝑚𝑖𝑡𝑜𝑠𝑖𝑠,𝐺|𝐵𝑛𝐸) 

Equation 

3.2.112 

𝒜𝑚𝑖𝑡𝑜𝑠𝑖𝑠,𝐺|𝐵𝑛𝐸 = [∑ (ℱ𝑖|𝐵𝑛𝐸 ∙ 𝑄3 (
𝜙𝑖
𝜙𝐺𝐺

) ∙ 𝒜𝐼|𝑖)

𝑖∈𝐵𝐿

] [∑(ℱ𝑖|𝐵𝑛𝐸)

𝑖∈𝐵𝐿

]⁄  
Equation 

3.2.113 
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where ℱ𝐵𝑛 is the fraction of sprouting blood neo-vasculature, 𝑡𝑎𝑓𝑠𝑎𝑡 is the 

saturating concentration of TAF, 𝑡𝑎𝑓𝐵𝑛 is the minimum TAF concentration required to 

engage endothelial mitosis, 𝐵𝑚𝑎𝑥 is the maximum density of blood vasculature, 𝐵𝐿 =

{𝐵𝐸𝑅, 𝐵𝐸𝐴, 𝐵𝑟𝑒𝑔}, and the effective factor ℱ𝑖|𝐵𝑛𝐸 (for 𝑖 ∈ 𝐵𝐿) represents the strength of 

the interaction between B-cells with the endothelium. For logistic growth, ℱ𝑙𝑔|𝐵𝑛 = 1. 

Otherwise, ℱ𝑙𝑔|𝐵𝑛 = 0. Potential contribution to the lymphatic vasculature proliferation is 

neglected in this model. 

 

For M2-induced angiogenesis, VEGF-A and VEGF-C expression is accounted 

through the general TAF equation from [82]: 

0 = ∇ ∙ (𝐷𝑡𝑎𝑓 ∙ ∇𝑡𝑎𝑓) + 𝑆𝑡𝑎𝑓 
Equation 

3.2.114 

𝑆𝑡𝑎𝑓 = 𝑡𝑎𝑓𝑠𝑎𝑡 ∙ 𝜆𝑡𝑎𝑓 − (𝜆𝑡𝑎𝑓 + 𝜆𝑑𝑒,𝑡𝑎𝑓 + 𝜆𝑈,𝑡𝑎𝑓) ∙ 𝑡𝑎𝑓 
Equation 

3.2.115 

𝜆𝑡𝑎𝑓 = ∑ 𝜆𝑖,𝑡𝑎𝑓 ∙ 𝒜𝑖,𝑡𝑎𝑓

𝑖∈{𝑉,𝐵,𝐿,𝐹,𝑀2}

 Equation 

3.2.116 

𝜆𝑈,𝑡𝑎𝑓 = 𝜆𝑈,𝑉,𝑡𝑎𝑓 ∙ 𝒜𝑈,𝑉,𝑡𝑎𝑓 
Equation 

3.2.117 

𝒜𝑀2,𝑡𝑎𝑓 = 𝒜𝐼|𝑀2 ∙ 𝑄3 (
𝜙𝑀2
𝜙𝐺𝐺

) 
Equation 

3.2.118 

where each lambda term is analogously defined to the TGF equation in 3.2.3.5.3 

Tumor Promotion. 

3.2.3.6.3 ECM Formation 

ECM formation increases with heightened activity of 𝑇𝐻2 through stimulation of 

fibroblasts to produce collagen via IL-13 and IL-4 [213, 214]. Noting that this model 

does not distinguish between the origins and differentiation stages of myofibroblast cells, 

yields the following expansion of the ECM source term from [82]: 



86 

𝑆𝐸 =∑𝑟𝜏,𝐸
𝜏∈𝑇

− 𝑟𝑑𝑒,𝐸  Equation 

3.2.119 

𝑟𝜏,𝐸 = 𝜆𝑖,𝐸 ∙ 𝒜𝑖,𝐸 ∙ 𝜏, {𝑖, 𝜏} ∈ {{𝑉, 𝜙𝑉}, {𝐵, 𝐵}, {𝐿, 𝐿}, {𝐹, 𝐹}} 
Equation 

3.2.120 

𝒜𝑖,𝐸 = (1 −
𝜙𝐸

�̃�𝛼
) ∙ (1 +

𝑡𝑔𝑓

𝑡𝑔𝑓𝑠𝑎𝑡
) ∙ (1 + ℱ𝑛,𝐸

𝑖 ∙
𝑛ℎ − 𝑛

𝑛ℎ − 𝑛𝑣,𝐹
∙ ℋ(𝑛ℎ − 𝑛))

∙ ℋ(𝑛 − 𝑛𝑣,𝐹), 𝑖 ∈ 𝑇 & 𝑖 ≠ 𝐹 

Equation 

3.2.121 

𝒜𝐹,𝐸 = (1 −
𝜙𝐸

�̃�𝛼
) ∙ (1 +

𝑡𝑔𝑓

𝑡𝑔𝑓𝑠𝑎𝑡
) ∙ (1 + ℱ𝑛,𝐸

𝐹 ∙
𝑛ℎ − 𝑛

𝑛ℎ − 𝑛𝑣,𝐹
∙ ℋ(𝑛ℎ − 𝑛))

∙ (1 + ℱ𝐹𝐸
𝑇𝐻2 ∙ 𝒜𝐼|𝑇𝐻2 ∙ 𝑄3 (

𝜙𝑇𝐻2
𝜙𝐺𝐺

)) ∙ ℋ(𝑛 − 𝑛𝑣,𝐹)

∙ ℋ(𝑡𝑔𝑓 − 𝑡𝑔𝑓𝐹𝐸,𝐸) 

Equation 

3.2.122 

where 𝑇 = {𝑉, 𝐵, 𝐿, 𝐹}, 𝐵 ≡ 𝐵𝑝 + 𝐵𝑛, 𝐿 ≡ 𝐿𝑝 + 𝐿𝑛, 𝑛ℎ is the hypoxic threshold of 

oxygen, 𝑛𝑣,𝑖 is the oxygen viability threshold for species 𝑖, ℱ𝑛,𝐸
𝜏  is the effective constant 

for the increase in ECM secretion by species 𝜏 in response to hypoxia, ℱ𝐹𝐸
𝑇𝐻2 is the 

effective factor of ECM secretion upregulation in myofibroblasts due to 𝑇𝐻2, 𝑟𝑑𝑒,𝐸 is the 

rate of ECM degradation as given in [82], 𝑡𝑔𝑓𝐹𝐸,𝐸 is the minimum 𝑡𝑔𝑓 concentration 

required to initiate ECM secretion by myofibroblasts, and 𝐹 represents the reduced 

weighted myofibroblast concentration per unit volume of tissue as defined in [82] as 𝐹 =

𝜙𝐸𝐹𝐸 where 𝐹𝐸 is the ECM-component concentration of myofibroblast cells, defined per 

volume of ECM. 

3.2.3.6.4 Nutrients and Waste Products 

Nutrient and waste transfer rates are adjusted akin to [237] such that blood pre- 

and neo-vasculature release nutrients and uptake waste products at a rate 𝜆𝐵𝑝,𝜎 and 𝜆𝐵𝑛,𝜎, 

respectively for 𝜎 ∈ {𝑛, 𝑔, 𝑤, ℓ}. Further, immune and host phases are assumed to have 
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similar transfer rates. Thus for 𝜓 ∈ {𝐵𝑝, 𝐵𝑛}, the forms for nutrient transfer remain the 

same as in [82] but are applied separately to pre- and neo-vasculature: 

𝜆𝜓,𝜎 = 𝜆𝜓,𝜎,𝐸 ∙ 𝑄3 (
𝜙𝐸

�̃�𝛼
) + 𝜆𝜓,𝜎,𝐶 ∙ [1 − 𝑄3 (

𝜙𝐸

�̃�𝛼
)] 

Equation 

3.2.123 

𝜆𝜓,𝜎,𝐶 = 𝜆𝜓,𝜎,𝑇 ∙ 𝑄3 (
𝜙𝑇
𝜙𝐶
) + 𝜆𝜓,𝜎,𝐻 ∙ [1 − 𝑄3 (

𝜙𝑇
𝜙𝐶
)] 

Equation 

3.2.124 

where ECM, cell, tumor, and host tissue nutrient transfer rates are 𝜆𝜓,𝜎,𝐸, 𝜆𝜓,𝜎,𝐶, 

𝜆𝜓,𝜎,𝑇, and 𝜆𝜓,𝜎,𝐻 = 𝜆𝜓,𝜎,𝐺 = 𝜆𝜓,𝜎,ℍ, respectively. Using Equation 3.2.123 and Equation 

3.2.124, the rate of nutrient and waste product transfer from [82] is expanded: 

𝑟𝐵,𝜎 =

{
 

 (𝜆𝐵𝑝,𝜎 ∙
𝐵𝑝
𝐵𝑚𝑎𝑥

+ 𝜆𝐵𝑛,𝜎 ∙
𝐵𝑛
𝐵𝑚𝑎𝑥

) ∙ 𝒜𝐵,𝜎 ∙ (𝜎𝐶 − 𝜎), 𝜎 = {𝑛, 𝑔}

− (𝜆𝐵𝑝,𝜎 ∙
𝐵𝑝
𝐵𝑚𝑎𝑥

+ 𝜆𝐵𝑛,𝜎 ∙
𝐵𝑛
𝐵𝑚𝑎𝑥

) ∙ 𝒜𝐵,𝜎 ∙ (𝜎 − 𝜎𝐶), 𝜎 = {𝑤, 𝑙}

 
Equation 

3.2.125 

𝒜𝐵,𝜎 = 𝑄3 (1 −
𝑝

𝑝𝑡,𝐵
) ∙ ℋ(𝑝𝑡,𝐵 − 𝑝) 

Equation 

3.2.126 

where blood pre- and neo-vasculature per unit volume of tissue are 𝐵𝑃 and 𝐵𝑛, 

respectively, 𝜎𝐶 represents the concentration of 𝜎 in the blood capillaries, and 𝑝𝑡,𝐵 is the 

threshold pressure corresponding to the onset of blood vasculature loss. The source terms 

for hydrogen, bicarbonate, sodium, and chloride ions remain as defined in [82], with 

𝑟𝐵,𝑎 = 𝑟𝐵,ℓ. 

3.2.3.7 Solid Cell Phase Motility 

The definition of solid cell phase motility from [83], 𝑘𝛼 = 𝑓(𝜙𝑇, 𝜙𝐸), is 

expanded to include 𝑘𝛼 = 𝑔(𝜙𝑇, 𝜙𝐸 , 𝜙𝐺). In this study, the following function is used: 
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𝑘𝛼 = 𝑔(𝜙𝑇, 𝜙𝐸 , 𝜙𝐺)

= 𝑄3 (
𝜙𝐸

�̃�𝛼
) ∙ (𝑘𝛼)𝐸 + (1 − 𝑄3 (

𝜙𝐸

�̃�𝛼
))

∙ [𝑄3 (
𝜙𝑇
𝜙𝐶
) ∙ (𝑘𝛼)𝑇 + (1 − 𝑄3 (

𝜙𝑇
𝜙𝐶
))

∙ (𝑄3 (
𝜙𝐺
𝜙ℍ
) ∙ (𝑘𝛼)𝐺 + (1 − 𝑄3 (

𝜙𝐺
𝜙ℍ
)) ∙ (𝑘𝛼)𝐻)] 

Equation 

3.2.127 

where the solid cell phase motility of species 𝜎 ∈ {𝑇, 𝐸, 𝐺, 𝐻} is (𝑘𝛼)𝜎. 

3.2.3.8 Chemokines 

Similar to TGF and TAF, CHE are classified as cytokines. Here, CHE released by 

tumor tissue and uptaken by immune species are included [238]. As in 3.2.3.4 Immune 

Cell Species Chemical Potentials, it is assumed that immune cell species are attracted in 

a macrophage-like manner to hypoxic regions of tissue [229, 230], in which CHE 

production is upregulated. Because the time scales for cell mitosis are significantly larger 

than the diffusion of CHE (day or longer vs seconds), the quasi-steady state equation for 

TGF is adapted for CHE: 

∇ ∙ (𝐷𝑐ℎ𝑒 ∙ ∇𝑐ℎ𝑒) + 𝜆𝑐ℎ𝑒 ∙ 𝑐ℎ𝑒𝑠𝑎𝑡 − (𝜆𝑐ℎ𝑒 + 𝜆𝑑𝑒,𝑐ℎ𝑒 + 𝜆𝑈,𝑐ℎ𝑒) ∙ 𝑐ℎ𝑒 = 0 
Equation 

3.2.128 

𝜆𝑐ℎ𝑒 = 𝜆𝑉,𝑐ℎ𝑒 ∙ 𝒜𝑉,𝑐ℎ𝑒 
Equation 

3.2.129 

𝒜𝑉,𝑐ℎ𝑒 = (1 + ℱ𝑐ℎ𝑒,𝑛
𝑉 ∙ (

𝑛ℎ − 𝑛

𝑛ℎ − 𝑛𝑣,𝑉
) ∙ ℋ(𝑛ℎ − 𝑛)) ∙

𝜙𝑉

�̃�𝛼
 

Equation 

3.2.130 

𝜆𝑈,𝑐ℎ𝑒 = 𝜆𝑈,𝐺,𝑐ℎ𝑒 ∙ 𝑄3 (
𝑛 − 𝑛𝑣,𝐺
𝑛∞ − 𝑛𝑣,𝐺

) ∙
𝜙𝐺

�̃�𝛼
 

Equation 

3.2.131 

where lambda constants and adjustment factors are defined analogously to the 

TGF equation in [82], 𝜆𝑈,𝐺,𝑐ℎ𝑒 represents the rate of CHE uptake by immune species, 𝑛𝑣,𝜏 

represents the oxygen viability limit for species 𝜏 ∈ {𝑉, 𝐺}, the saturation concentration 

for 𝑐ℎ𝑒 is 𝑐ℎ𝑒𝑠𝑎𝑡, and the degradation is assumed to occur at a constant rate 𝜆𝑑𝑒,𝑐ℎ𝑒. The 
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effective diffusivity of CHE, 𝐷𝑐ℎ𝑒, is calculated using Equation 3.2.108 and Equation 

3.2.109 Hypoxia upregulates CHE production by tumor tissue via the effective factor 

parameter ℱ𝑐ℎ𝑒,𝑛
𝑉 . 

3.2.3.9 Model Non-Dimensionalization 

Volume fraction and chemical potential non-dimensionalization follows the same 

approach given in [82], where the scaling parameters used for non-dimensionalization are 

listed across Table 12, Table 13, and Table 14. The 𝑐ℎ𝑒 non-dimensionalization for 

Equation 3.2.128 through Equation 3.2.131 is identical to 𝑡𝑔𝑓 in [82] using non-

dimensionalized factor 𝑐ℎ𝑒𝑠𝑎𝑡. Non-dimensionalization of Equation 3.2.51 through 

Equation 3.2.64 fits the following general form: 

𝒜𝐼|𝜎 = 𝜆𝐵𝑎𝑠𝑒|𝜎 + (1 − 𝜆𝐵𝑎𝑠𝑒|𝜎) ∙
∑ 𝜆𝜏|𝜎�̃�(𝜏)𝜏∈𝑇𝜎

+ +∑ 𝜆𝜁|𝜎�̃�(𝜁)𝜁∈𝑍𝜎
−

∑ 𝜆𝑖|𝜎𝑖∈𝐼𝜎

 
Equation 

3.2.132 

�̃�(𝜏) = 𝒜𝐼|𝜏 ∙ 𝑄3 (
�̃�𝜏

�̃�𝐺𝐺
) 

Equation 

3.2.133 

�̃�(𝜁) = 1 −𝒜𝐼|𝜁 ∙ 𝑄3 (
�̃�𝜁

�̃�𝐺𝐺
) 

Equation 

3.2.134 

where the non-dimensionalized form of any variable 𝑉 is �̃� and the interaction 

lambda constants and 𝒜𝐼|𝜎 are dimensionless. Equation 3.2.135 denotes the non-

dimensionalization of solid cell phase motility using scaling factor �̿�𝛼 for 𝑘𝛼: 

𝑘�̃� = 𝑄3(�̃�𝐸) ∙ (𝑘𝛼)�̃� + (1 − 𝑄3(�̃�𝐸))

∙ (𝑄3 (
�̃�𝑇

�̃�𝐶
) ∙ (𝑘𝛼)�̃� + (1 − 𝑄3 (

�̃�𝑇

�̃�𝐶
))

∙ (𝑄3 (
�̃�𝐺

�̃�𝑁
) ∙ (𝑘𝛼)�̃� + (1 − 𝑄3 (

�̃�𝐺

�̃�𝑁
)) ∙ (𝑘𝛼)�̃�)) 

Equation 

3.2.135 



90 

where �̃�𝑁 = �̃�ℍ = �̃�𝐺 + �̃�𝐻 and �̃�𝐶 = �̃�𝑇 + �̃�𝑁. The non-dimensionalized form 

for 𝒖𝛼 is derived as in [82]: 

�̃�𝛼 = −�̃�𝛼 ∙ (∇�̃� −
�̃�𝑇
𝜖̃𝑇
∙ �̃�𝑇∇�̃�𝑇 −

�̃�𝐸
𝜖�̃�
∙ 𝜇𝐸∇�̃�𝐸 −

�̃�𝐺
𝜖�̃�
∙∑ �̃�𝑖∇�̃�𝑖
𝑖∈𝐺

) 
Equation 

3.2.136 

where the dimensionless cell adhesion parameter �̃�𝑖 = 𝜖𝑖 ∙ �̃�𝛼√�̃�𝛼 ∙ 𝐸𝑎
∗ (ℒ ∙ 𝒫)⁄  

for 𝑖 ∈ {𝑇, 𝐸, 𝐺}. Also adapted from [82], Equation 3.2.136 is substituted into ∇ ∙ �̃�𝛼 =

�̃�𝛼 = ∑ �̃�𝑖
𝑁
𝑖=1  to obtain: 

∇ ∙ [�̃�𝛼 ∙ (∇�̃� −
�̃�𝑇
𝜖̃𝑇
∙ �̃�𝑇∇�̃�𝑇 −

�̃�𝐸
𝜖�̃�
∙ 𝜇𝐸∇�̃�𝐸 −

�̃�𝐺
𝜖�̃�
∙∑ �̃�𝑖∇�̃�𝑖
𝑖∈𝐺

)]

= −∑�̃�𝑖

𝑁

𝑖=1

 

Equation 

3.2.137 

The non-dimensionalized form for 𝒖𝛽 is expanded to include immune source 

terms (both positive and negative rates): 

−∇ ∙ �̃�𝛽 = ∇ ∙ (�̃�𝛽 ∙ ∇�̃�) = 𝑅𝛼,𝛽 ∙∑ �̃�𝑖

𝑁

𝑖=1

 
Equation 

3.2.138 

where 𝑅𝛼,𝛽 = �̃�𝛼 �̃�𝛽⁄ . Noting that 𝜇𝐻 = 0 from Equation 3.2.43, the definition 

for the ECM-component velocity �̃�𝐸 remains the same as in [82, 83]: 

�̃�𝐸 = �̃�𝛼 − �̃�∇(�̃�𝐸) 
Equation 

3.2.139 

3.2.3.10 Numerical Implementation 

Immune species volume fractions (Equation 3.2.47) and chemical potentials 

(Equation 3.2.96) are solved simultaneously with tumor and ECM volume fractions using 

the Multigrid solver detailed in [83] and [181]. Having an identical form to TGF 

(Equation 3.2.103), Equation 3.2.128 discretization for CHE was performed analogously 

to [83]. That is, at each point 𝑃 with Cartesian coordinates (𝑖, 𝑗, 𝑘) in domain Ω at time 
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step 𝑎, iteration 𝑟 of the Multigrid solver, and smoothing step 𝑛, the following set of 

equations are used to solve for 𝑐ℎ�̃� at 𝑃 using points orthogonally adjacent to 𝑃 

(discretized here using the lexicographical Gauss-Seidel method for simplicity): 

−[(�̃�𝑐ℎ𝑒 + �̃�𝑑𝑒,𝑐ℎ𝑒 + �̃�𝑈,𝑐ℎ𝑒)𝑖,𝑗,𝑘
𝑎,𝑟−1

+
1

2𝜂2
∙ (�̃�𝑐ℎ𝑒

𝐷 )𝑎,𝑟−1] (𝑐ℎ�̃�)
𝑖,𝑗,𝑘

𝑎,𝑟,𝑛

= (�̃�𝑐ℎ𝑒)𝑖,𝑗,𝑘
𝑎,𝑟−1

−
1

2𝜂2
[(�̃�1

𝐷,𝑐ℎ𝑒)
𝑎,𝑟,𝑛−1

+ (�̃�2
𝐷,𝑐ℎ𝑒)

𝑎,𝑟,𝑛
] 

(2.6.1) 

(�̃�𝜎
𝐷)𝑎,𝑟−1 = (�̃�𝜎)𝑖−1,𝑗,𝑘

𝑎,𝑟−1
+ (�̃�𝜎)𝑖,𝑗−1,𝑘

𝑎,𝑟−1
+ (�̃�𝜎)𝑖,𝑗,𝑘−1

𝑎,𝑟−1
+ 6(�̃�𝜎)𝑖,𝑗,𝑘

𝑎,𝑟−1

+ (�̃�𝜎)𝑖+1,𝑗,𝑘
𝑎,𝑟−1

+ (�̃�𝜎)𝑖,𝑗+1,𝑘
𝑎,𝑟−1

+ (�̃�𝜎)𝑖,𝑗,𝑘+1
𝑎,𝑟−1

 
(2.6.2) 

(�̃�1
𝐷,𝜎)

𝑎,𝑟,𝑛−1
= (�̃�)𝑖+1,𝑗,𝑘

𝑎,𝑟,𝑛−1 [(�̃�𝜎)𝑖,𝑗,𝑘
𝑎,𝑟−1

+ (�̃�𝜎)𝑖+1,𝑗,𝑘
𝑎,𝑟−1

]

+ (�̃�)𝑖,𝑗+1,𝑘
𝑎,𝑟,𝑛−1 [(�̃�𝜎)𝑖,𝑗,𝑘

𝑎,𝑟−1
+ (�̃�𝜎)𝑖,𝑗+1,𝑘

𝑎,𝑟−1
]

+ (�̃�)𝑖,𝑗,𝑘+1
𝑎,𝑟,𝑛−1 [(�̃�𝜎)𝑖,𝑗,𝑘

𝑎,𝑟−1
+ (�̃�𝜎)𝑖,𝑗,𝑘+1

𝑎,𝑟−1
] 

(2.6.3) 

(�̃�2
𝐷,𝜎)

𝑎,𝑟,𝑛
= (�̃�)𝑖−1,𝑗,𝑘

𝑎,𝑟,𝑛 [(�̃�𝜎)𝑖,𝑗,𝑘
𝑎,𝑟−1

+ (�̃�𝜎)𝑖−1,𝑗,𝑘
𝑎,𝑟−1

]

+ (�̃�)𝑖,𝑗−1,𝑘
𝑎,𝑟,𝑛 [(�̃�𝜎)𝑖,𝑗,𝑘

𝑎,𝑟−1
+ (�̃�𝜎)𝑖,𝑗−1,𝑘

𝑎,𝑟−1
]

+ (�̃�)𝑖,𝑗,𝑘−1
𝑎,𝑟,𝑛 [(�̃�𝜎)𝑖,𝑗,𝑘

𝑎,𝑟−1
+ (�̃�𝜎)𝑖,𝑗,𝑘−1

𝑎,𝑟−1
] 

(2.6.4) 

where smoothing is performed using a Gauss-Seidel smoother with red-black 

ordering as in [83] and [181]. 

 

Discretization for immune species volume fractions and chemical potentials was 

performed analogously to [83], discretizing volume fraction equations and chemical 

potentials in time using the Crank-Nicholson method as described in [113]. Numerical 

solutions were computed using the distributed computing approach in [181], in which the 

Multigrid solver from [83] is parallelized across multiple CPU threads using Message 

Passing Interface (MPI) and operates on GPUs using CUDA. All Multigrid tasks (e.g., 

Gauss-Seidel smoother, restriction, prolongation, etc.) are computed by multiple CUDA-
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enabled GPUs concurrently, with one GPU per CPU thread. GPUs operate within 

mutually exclusive cubic regions of the domain (i.e., subdomain). After each numerical 

process concludes, points adjacent to multiple subdomains are synchronized across CPU 

threads such that each thread has an updated copy of data surrounding its sub-domain. 

3.3 Results 

This section assumes that any immune species 𝜎 that interacts with any other 

immune species, the set of which is denoted as 𝐼𝜎, contributes equally through 

stimulatory or inhibitory events to the overall level of activation of 𝜎 (denoted 𝒜𝐼|𝜎). 

Consequently, the weight of any given interaction on 𝜎, represented by the lambda 

constants 𝜆𝑖|𝜎 for all 𝑖 ∈ 𝐼𝜎, are equally weighted. Hence, for 𝑛 stimulatory and 𝑚 

inhibitory interactions on 𝜎, 𝜆𝑖|𝜎 = 1 (𝑛 + 𝑚)⁄ . This model does not include interactions 

with NE; thus, NE activation is assumed to be saturated (𝜆𝐵𝑎𝑠𝑒|𝑁𝑒 = 1). Our initial 

analysis concerns immune species 𝜓 ∈ 𝐺 whose activation levels are coupled through 

Equations 2.3.2.4 through 2.3.2.16. The base activation level is set uniformly across all 

immune species. Hence, 𝜆𝐵𝑎𝑠𝑒|𝜓 = 𝜆𝐵𝑎𝑠𝑒 where 𝜆𝐵𝑎𝑠𝑒 ∈ [0,1]. 

 

The range of solutions for 𝒜𝐼|𝜓 provided by Equation 3.2.52 through Equation 

3.2.64 was explored using three case studies summarized in Table 19: creation of an (1) 

upper and (2) lower bound for each 𝒜𝐼|𝜓 and (3) saturation of all stimulatory and 

inhibitory interactions, for which higher immune species concentrations will not affect 

these interactions. For cases 1 and 2, immune volume fractions are uncoupled from the 

stimulatory interaction term �̃�(𝜏) and inhibitory interaction term �̃�(𝜁), representing 

immune dysregulation. For case 1, immune species are desensitized to inhibitory 



93 

interactions (�̃�(𝜁) = 1) and are over-sensitized to stimulatory interactions (�̃�(𝜏) = 𝒜𝐼|𝜏). 

For case 2, immune species are desensitized to stimulatory interactions (�̃�(𝜏) = 0) and 

are over-sensitized to inhibitory interactions (�̃�(𝜁) = 0). Case 3 represents local 

saturation of all immune species (�̃�𝜓 ≥ �̃�𝐺𝐺). Thus, �̃�(𝜏) = 𝒜𝐼|𝜏, and �̃�(𝜁) = 1 −𝒜𝐼|𝜁. 

 

Solving cases 1 and 2 produces the solutions 𝒜𝜓 = 1 and 𝒜𝐼|𝜓 = 𝜆𝐵𝑎𝑠𝑒, 

respectively, for all 𝜓. Because immune species in this model cannot selectively 

participate in stimulatory and inhibitory interactions and must, therefore, regress 𝒜𝐼|𝜓 

away from its minimum and maximum values, case 1 is unattainable. Therefore, 

considering that 𝜆𝐵𝑎𝑠𝑒 ∈ [0,1], cases 1 and 2 confirm that 𝒜𝐼|𝜓 will be bounded from 0 

to 1. 

 

In case 3 all 𝒜𝐼|𝜓 reduce to functions of 𝜆𝐵𝑎𝑠𝑒. Figure 10 shows the effect of 

varying 𝜆𝐵𝑎𝑠𝑒 0 to 1 under the conditions of case 3. 

 

Case # 
Value for Stimulatory 

Interactions (�̃�(𝜏)) 
Value for Inhibitory 

Interactions (�̃�(𝜁)) 

Solution value 

for 𝒜𝐼|𝜓 

1 𝒜𝐼|𝜏 1 1 

2 0 0 𝜆𝐵𝑎𝑠𝑒 

3 𝒜𝐼|𝜏 1 −𝒜𝐼|𝜁 Function of 𝜆𝐵𝑎𝑠𝑒 

Table 19 Cases used for immune-immune interaction analysis.  For all immune 

species 𝜓 ∈ 𝐺 and 𝜓 ≠ 𝑁𝐸, Cases 1 and 2 describe upper and lower bounds, 

respectively, to model activation levels. Case 3 reduces activation levels to a function of a 

parameter that specifies the minimum level of immune species activation (𝜆𝐵𝑎𝑠𝑒). 
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Figure 10 Values of the activation level  𝓐𝑰|𝝈 of a given immune species 𝝈 in regions 

where immune response is saturated (that is, 𝑸𝟑 (
�̃�𝝈

�̃�𝑮𝑮
) = 𝟏) as a function of the 

minimum level of immune species activation 𝝀𝑩𝒂𝒔𝒆. Saturation in this context implies 

that higher immune species concentrations will not further affect immune-immune 

interactions. In general activation levels increase with raised 𝜆𝐵𝑎𝑠𝑒. Activation levels are 

stratified due to two phenomena: (1) increased quantity of inhibitory interactions and (2) 

reduced activation levels of stimulatory immune species. NK and CTL’s activation levels, 

having three and four inhibitory interactions, respectively, initially decline with 

increasing 𝜆𝐵𝑎𝑠𝑒 due to significant stimulation of NK- and CTL-inhibitory immune 

species. Superimposed activation level curves are distinguished with unique symbol 

markers. 
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In Figure 10 for 𝜆𝐵𝑎𝑠𝑒 = 0, in the system of interaction equations resolves to 

𝒜𝐼|𝜓 =
1

2
. Interestingly, this indicates the stimulatory and inhibitory effects in Equation 

3.2.52 through Equation 3.2.64 offset each other in saturated conditions. Increasing 𝜆𝐵𝑎𝑠𝑒 

raises inhibitory immune species activation primarily, including MDSC and Treg. Species 

M1, M2, BeR, and Breg depend on Th1 and/or Th2, both of which possess the same 

response curve, responding equally, therefore, to changes in 𝜆𝐵𝑎𝑠𝑒. Treg benefits from 

high MDSC response to changes and rising Breg activation, having the highest activation 

level out of the non-neutrophil activation levels. The dependence of MDSC activation on 

BeA and BeA’s inhibition by MDSC pulls both BeA and MDSC lower than BeR and Treg 

activations, respectively. DC is balanced by Th1 activation and MDSC inhibition and 

remains qualitatively linear from roughly 𝜆𝐵𝑎𝑠𝑒 = 0.45 and onwards. NK and CTL have 

a high proportion of inhibitory interactions that greatly inhibits their activation levels 

from rising above 0.5 until 𝜆𝐵𝑎𝑠𝑒 = 0.16 and 𝜆𝐵𝑎𝑠𝑒 = 0.23, respectively. Superimposed 

curves in Figure 10 imply that under saturated immune conditions, some immune species 

activation levels respond identically to the base activation level parameter 𝜆𝐵𝑎𝑠𝑒. This 

implies that a single function with 𝜆𝐵𝑎𝑠𝑒 as its input could be used to describe the 

behavior of multiple immune species in case 3. NE activation level stays at 1.0 

throughout and is plotted for completeness. 

3.3.1 Immune-Tumor Microenvironment Interactions 

 

To evaluate the immune model’s interactions with the TME, parameter sets 

defined in Table 20 through Table 26 (Part 3.3.1.1) were used to conduct 4 in silico 

experiments: (I) simulation of a growing tumor mass with tumor-dependent immune 
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differentiation (Part 3.3.1.2), (II) quantification of immune species interactions between 

pro-tumor and anti-tumor states (Part 3.3.1.3), (III) evaluation of immune species effect 

on a seed-grown tumor based on �̃�𝐺 composition (Part 3.3.1.4), and (IV) simulation of 

varying MDSC activation and entrance rates on immune species influence on the tumor 

grown from Part III (Part 3.3.1.5). Parameters not specified were unchanged from [82, 

83, 181]. Table 20 through Table 24 describe mathematical parameters and Table 25 

describes changes to the boundary conditions. All scaling factors for introduced 

parameters are listed in Table 20 through Table 23. Because simulated nutrient and waste 

product diffusion length is large compared to the simulation size, it is assumed that lactic 

acid, bicarbonate, carbon dioxide, and H+ boundary concentrations are negligible 

compared to their concentrations within the model domain. An oxygen initial condition is 

also established based on the uptake of oxygen by host tissue. To simulate desmoplastic 

conditions, the initial viable volume fraction of the tumor seed is chosen so that ECM 

initially constitutes the majority of tissue throughout the model domain [15, 239]. In 

these simulations, the Mo apoptotic rate is assumed to be negligible compared to the rate 

of monocyte differentiation into macrophages. Thus, 𝜆𝑎𝑝𝑜𝑝𝑡𝑜𝑠𝑖𝑠|𝑀0 = 0. 

 

Table 26 describes the computational parameters used. To distinguish the interior 

and exterior of a continuum model tumorous mass (assuming only living tumor tissue is 

relevant), tumor tissue is defined by �̃�𝑉 ≥ 0.05. 

 

3.3.1.1 Tables of Parameters and Initial Conditions 
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Parameter Description Scaling Factor 
Non-dimensional 

Value Assigned 
Part I Parts III & IV 

𝜖𝐺  
Interaction strength for 

immune species 
𝜖 ̿ 0.01 

𝜖𝑇𝐺  
Interaction strength 

between tumor and immune 

species 

𝜖 ̿ 0.01 

𝜖𝐸𝐺  
Interaction strength 

between immune species 

and ECM 

𝜖 ̿ 0.01 

�̃�𝐺  
Cell adhesion for immune 

species 

�̃�𝐺

=
𝜖𝐺 ∙ �̃�𝛼 ∙ √�̃�𝛼 ∙ 𝐸𝑎

∗

ℒ ∙ 𝒫
 

0.0 

𝜙𝐺𝐺 
Saturation volume fraction 

for immune species 

interactions 
�̃�𝛼 0.0025 

𝜆𝑒𝑛𝑡𝑒𝑟|𝜎 
Entrance rate of species 𝜎 

from model vasculature 
𝜆𝑀,𝑉  Computed 

𝜆𝑒𝑥𝑖𝑡|𝜎  
Exit rate of species 𝜎 from 

model vasculature 
𝜆𝑀,𝑉  Computed 

𝜆𝑒𝑛𝑡𝑒𝑟|𝐺  
Entrance rate of species 𝐺 

from model vasculature 
𝜆𝑀,𝑉  Computed 

𝜆𝑒𝑛𝑡𝑒𝑟,𝐸|𝐺 
Entrance rate of immune 

species within ECM 
𝜆𝑀,𝑉  0.03 

𝜆𝑒𝑛𝑡𝑒𝑟,𝑇|𝐺  
Entrance rate of immune 

species within tumor tissue 
𝜆𝑀,𝑉  0.03 

𝜆𝑒𝑛𝑡𝑒𝑟,𝐻|𝐺 
Entrance rate of immune 

species within host tissue 
𝜆𝑀,𝑉  0.03 

𝜆𝑒𝑥𝑖𝑡|𝐺  
Exit rate of species 𝐺 from 

model vasculature 
𝜆𝑀,𝑉  Computed 

𝜆𝑒𝑥𝑖𝑡,𝐸|𝐺  
Exit rate of immune species 

within ECM 
𝜆𝑀,𝑉  0.03 

𝜆𝑒𝑥𝑖𝑡,𝑇|𝐺 
Exit rate of immune species 

within tumor tissue 
𝜆𝑀,𝑉  0.03 

𝜆𝑒𝑥𝑖𝑡,𝐻|𝐺  
Exit rate of immune species 

within host tissue 
𝜆𝑀,𝑉  0.03 

𝜆𝑚𝑖𝑡𝑜𝑠𝑖𝑠|𝜎 
Mitotic rate for each 

species 𝜎 ∈ 𝐺 
𝜆𝑀,𝑉  0.0 

𝜆𝑎𝑝𝑜𝑝𝑡𝑜𝑠𝑖𝑠|𝑀0  Apoptotic rate for Mo 𝜆𝑀,𝑉  0.0 

𝜆𝑎𝑝𝑜𝑝𝑡𝑜𝑠𝑖𝑠|𝜎 
Apoptotic rate for each 

species 𝜎 ∈ 𝐺 except Mo 
𝜆𝑀,𝑉  0.1 

𝜆𝑛𝑒𝑐𝑟𝑜𝑠𝑖𝑠|𝜎 
Necrotic rate for each 

species 𝜎 ∈ 𝐺 
𝜆𝑀,𝑉  0.0 
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𝜆𝑒𝑥𝑖𝑡|𝜎  Exit rate for species 𝜎 ∈ 𝐺 𝜆𝑀,𝑉  0.0 

ℱ𝐵
𝑐ℎ𝑒 

Effective factor of CHE on 

immune species 

extravasation 

Dimensionless 1.0 

𝜆𝐵𝑝,𝑛,𝐸  
Transfer coefficient of O2 

via pre-existing blood 

vasculature in ECM regions 

𝜆𝑈,𝑉,𝑛 0.50 

𝜆𝐵𝑝,𝑛,𝑇 

Transfer coefficient of O2 

via pre-existing blood 

vasculature in tumor 

regions 

𝜆𝑈,𝑉,𝑛 0.50 

𝜆𝐵𝑝,𝑛,𝐻 

Transfer coefficient of O2 

via pre-existing blood 

vasculature in healthy 

regions 

𝜆𝑈,𝑉,𝑛 0.50 

𝜆𝐵𝑛,𝑛,𝐸  
Transfer coefficient of O2 

via blood neo-vasculature 

in ECM regions 

𝜆𝑈,𝑉,𝑛 8.0 

𝜆𝐵𝑛,𝑛,𝑇 
Transfer coefficient of O2 

via blood neo-vasculature 

in tumor regions 

𝜆𝑈,𝑉,𝑛 8.0 

𝜆𝐵𝑛,𝑛,𝐻 
Transfer coefficient of O2 

via blood neo-vasculature 

in healthy regions 

𝜆𝑈,𝑉,𝑛 8.0 

𝜆𝐵𝑝,𝑔,𝐸  

Transfer coefficient of 

glucose via pre-existing 

blood vasculature in ECM 

regions 

𝜆𝑈,𝑉,𝑛 0.1 

𝜆𝐵𝑝,𝑔,𝑇 

Transfer coefficient of 

glucose via pre-existing 

blood vasculature in tumor 

regions 

𝜆𝑈,𝑉,𝑛 0.1 

𝜆𝐵𝑝,𝑔,𝐻 

Transfer coefficient of 

glucose via pre-existing 

blood vasculature in 

healthy regions 

𝜆𝑈,𝑉,𝑛 0.1 

𝜆𝐵𝑛,𝑔,𝐸  
Transfer coefficient of 

glucose via blood neo-

vasculature in ECM regions 

𝜆𝑈,𝑉,𝑛 1.0 

𝜆𝐵𝑛,𝑔,𝑇 

Transfer coefficient of 

glucose via blood neo-

vasculature in tumor 

regions 

𝜆𝑈,𝑉,𝑛 1.0 

𝜆𝐵𝑛,𝑔,𝐻 
Transfer coefficient of 

glucose via blood neo-
𝜆𝑈,𝑉,𝑛 1.0 
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vasculature in healthy 

regions 

𝜆𝐵𝑝,𝑤,𝐸  

Transfer coefficient of 

carbon dioxide via pre-

existing blood vasculature 

in ECM regions 

𝜆𝑈,𝑉,𝑛 1.0 

𝜆𝐵𝑝,𝑤,𝑇 

Transfer coefficient of 

carbon dioxide via pre-

existing blood vasculature 

in tumor regions 

𝜆𝑈,𝑉,𝑛 1.0 

𝜆𝐵𝑝,𝑤,𝐻 

Transfer coefficient of 

carbon dioxide via pre-

existing blood vasculature 

in healthy regions 

𝜆𝑈,𝑉,𝑛 1.0 

𝜆𝐵𝑛,𝑤,𝐸  

Transfer coefficient of 

carbon dioxide via blood 

neo-vasculature in ECM 

regions 

𝜆𝑈,𝑉,𝑛 1.0 

𝜆𝐵𝑛,𝑤,𝑇 

Transfer coefficient of 

carbon dioxide via blood 

neo-vasculature in tumor 

regions 

𝜆𝑈,𝑉,𝑛 1.0 

𝜆𝐵𝑛,𝑤,𝐻 

Transfer coefficient of 

carbon dioxide via blood 

neo-vasculature in healthy 

regions 

𝜆𝑈,𝑉,𝑛 1.0 

𝜆𝐵𝑝,ℓ,𝐸 

Transfer coefficient of 

lactate ion via pre-existing 

blood vasculature in ECM 

regions 

𝜆𝑈,𝑉,𝑛 1.0 

𝜆𝐵𝑝,ℓ,𝑇 

Transfer coefficient of 

lactate ion via pre-existing 

blood vasculature in tumor 

regions 

𝜆𝑈,𝑉,𝑛 0.1 

𝜆𝐵𝑝,ℓ,𝐻 

Transfer coefficient of 

lactate ion via pre-existing 

blood vasculature in 

healthy regions 

𝜆𝑈,𝑉,𝑛 0.5 

𝜆𝐵𝑛,ℓ,𝐸 
Transfer coefficient of 

lactate ion via blood neo-

vasculature in ECM regions 

𝜆𝑈,𝑉,𝑛 1.0 

𝜆𝐵𝑛,ℓ,𝑇 

Transfer coefficient of 

lactate ion via blood neo-

vasculature in tumor 

regions 

𝜆𝑈,𝑉,𝑛 1.0 
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𝜆𝐵𝑛,ℓ,𝐻 

Transfer coefficient of 

lactate ion via blood neo-

vasculature in healthy 

regions 

𝜆𝑈,𝑉,𝑛 1.0 

ℱ𝜎
𝐵𝑝 

Effective extravasation 

factor for species 𝜎 ∈ 𝐺 via 

pre-existing blood 

vasculature 

Dimensionless See Table 23 

ℱ𝜎
𝐵𝑛  

Effective extravasation 

factor for species 𝜎 ∈ 𝐺 via 

blood neo-vasculature 

Dimensionless See Table 23 

ℱ𝜎
𝐿𝑝 

Effective exit factor for 

species 𝜎 ∈ 𝐺 via pre-

existing lymphatic 

vasculature 

Dimensionless 0.0 

ℱ𝜎
𝐿𝑛 

Effective exit factor for 

species 𝜎 ∈ 𝐺 via 

lymphatic neo-vasculature 

Dimensionless 0.0 

𝑛𝑣,𝐺  
O2 viability limit for 

immune species 
𝑛∞ 0.05 

𝑔𝑣,𝐺  
Glucose viability limit for 

immune species 
𝑔∞ 0.005 

𝜆𝑑𝑖𝑓𝑓|𝑀0  
Rate of monocyte 

differentiation 
𝜆𝑀,𝑉  70.0 0.0 

𝜆𝑎𝑐𝑡|𝐵𝐸𝑅 
Rate of activation of 

effector B-cells 
𝜆𝑀,𝑉  6.0 0.0 

𝜆𝑒𝑓𝑓𝑒𝑟𝑜𝑐𝑦𝑡𝑜𝑠𝑖𝑠|𝐷 
Efferocytotic uptake of 

dead cells by immune 

species 

𝜆𝑀,𝑉  0.0 2.0 

ℱ𝐼𝑛𝑑𝑢𝑐𝑒𝐷𝑒𝑎𝑡ℎ,𝑁𝑒 
Effective factor of NE 

tumor cytotoxicity 
Dimensionless 1.0 

ℱ𝐼𝑛𝑑𝑢𝑐𝑒𝐷𝑒𝑎𝑡ℎ,𝑀1  
Effective factor of M1 

tumor cytotoxicity 
Dimensionless 1.0 

ℱ𝐼𝑛𝑑𝑢𝑐𝑒𝐷𝑒𝑎𝑡ℎ,𝑁𝐾 
Effective factor of NK 

tumor cytotoxicity 
Dimensionless 1.0 

ℱ𝐼𝑛𝑑𝑢𝑐𝑒𝐷𝑒𝑎𝑡ℎ,𝐷𝑒𝑛 
Effective factor of DC 

tumor cytotoxicity 
Dimensionless 1.0 

ℱ𝐼𝑛𝑑𝑢𝑐𝑒𝐷𝑒𝑎𝑡ℎ,𝐵𝐸𝐴 
Effective factor of BeA 

tumor cytotoxicity 
Dimensionless 1.0 

ℱ𝐼𝑛𝑑𝑢𝑐𝑒𝐷𝑒𝑎𝑡ℎ,𝑇𝐶  
Effective factor of CTL 

tumor cytotoxicity 
Dimensionless 1.0 

ℱ𝐼𝑛𝑑𝑢𝑐𝑒𝐷𝑒𝑎𝑡ℎ,𝑇𝐻1  
Effective factor of Th1 

tumor cytotoxicity 
Dimensionless 1.0 

𝜆𝐼𝑛𝑑𝑢𝑐𝑒𝐷𝑒𝑎𝑡ℎ|𝑉 
Tumor death rate in 

response to cytotoxic 

immune species 

𝜆𝑀,𝑉  0.0 1.0 
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ℱ𝜎
𝐷 

Effective factor of immune 

species 𝜎 ∈
{𝑁𝑒,𝑀1, 𝑀2, 𝐷𝑒𝑛} on 

efferocytosis of dead tumor 

cells 

Dimensionless 0.25 

ℱ𝑡𝑔𝑓
𝐷𝑖𝑓𝑓|𝑀0  

Effective factor of TGF on 

monocyte differentiation 
Dimensionless 1.0 0.0 

ℱ𝐹𝑏𝑖𝑎𝑠 
Bias for steady-state 

M1:M2 ratio 
Dimensionless 0.14286 

ℱ𝑇𝐻2|𝑀2,𝑑𝑖𝑓𝑓 
Effect of Th2 on monocyte 

differentiation 
Dimensionless 0.5 

ℱ𝑇𝐻1|𝑀1,𝑑𝑖𝑓𝑓 
Effect of Th1 on monocyte 

differentiation 
Dimensionless 0.5 

𝜆𝑀2,𝑡𝑔𝑓 Release rate of TGF by M2 𝜆𝑈,𝑉,𝑛 0.0 0.2 

𝜆𝑀2,𝑡𝑎𝑓 Release rate of TAF by M2 𝜆𝑈,𝑉,𝑛 0.0 0.2 

𝜙𝑇𝑆𝑎𝑡 
Saturation tumor volume 

fraction affecting BeR 

activation 
�̃�𝛼 0.05 

𝜒𝜎,𝑐ℎ𝑒 
Chemotaxis coefficient of 

CHE on immune species 

𝜎 ∈ 𝐺 

𝐸𝑎
∗ 𝑐ℎ𝑒𝑠𝑎𝑡⁄  See Table 21 

𝜒𝜎,𝑡𝑔𝑓 
Chemotaxis coefficient of 

TGF on immune species 

𝜎 ∈ 𝐺 

𝐸𝑎
∗ 𝑡𝑔𝑓𝑠𝑎𝑡⁄  0.0 

𝜒𝜎,𝑡𝑎𝑓 
Chemotaxis coefficient of 

TAF on immune species 

𝜎 ∈ 𝐺 

𝐸𝑎
∗ 𝑡𝑎𝑓𝑠𝑎𝑡⁄  0.0 

ℱ𝐹𝐸
𝑇𝐻2  

Effective factor of Th2 on 

ECM production by 

myofibroblasts 

Dimensionless 0.0 0.15 

(𝑘𝛼)𝜎 
Motility of species 𝜎 ∈

{𝑇, 𝐸, 𝐺, 𝐻} 
�̿�𝛼 10.0 

𝜆𝐵𝑎𝑠𝑒|𝜎  
Base activation level for 

immune species 𝜎 ∈ 𝐺 
Dimensionless 0.333 

𝐷𝑐ℎ𝑒 Diffusivity of chemokines 𝐷𝑛,𝑇 Computed 

𝐷𝑐ℎ𝑒,𝐸  
Diffusivity of chemokines 

in ECM regions 
𝐷𝑛,𝑇 1.0 

𝐷𝑐ℎ𝑒,𝐻 
Diffusivity of chemokines 

in healthy regions 
𝐷𝑛,𝑇 1.0 

𝐷𝑐ℎ𝑒,𝑇 
Diffusivity of chemokines 

in tumor regions 
𝐷𝑛,𝑇 1.0 
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𝜆𝑉,𝑐ℎ𝑒 
Release rate of chemokines 

by the tumor 
𝜆𝑈,𝑉,𝑛 1.25 

𝜆𝑈,𝐺,𝑐ℎ𝑒 
Uptake rate of CHE by 

immune species 
𝜆𝑈,𝑉,𝑛 0.25 

𝜆𝑑𝑒,𝑐ℎ𝑒 Degradation rate of CHE 𝜆𝑈,𝑉,𝑛 0.05 

ℱ𝑐ℎ𝑒,𝑛
𝑉  

Effective factor of hypoxia 

upregulation of CHE 

production by tumor tissue 

Dimensionless 1.0 

ℱ𝐵𝑛𝐸,𝐺  
Maximum effect of 

immune species on blood 

neo-vasculature formation 

Dimensionless 0.0 1.0 

ℱ𝑖|𝐵𝑛𝐸  

Effective factor of immune 

species 𝑖 ∈

{𝐵𝐸𝑅, 𝐵𝐸𝐴, 𝐵𝑟𝑒𝑔} on blood 

neo-vasculature formation 

Dimensionless 0.0 0.333 

Table 20 Summary of model immune parameters. Computed parameters are defined 

as functions of model variables or constant-valued model parameters. Set 𝐺 =

{𝑀0, 𝑀1, 𝑀2, 𝑁𝐾, 𝑁𝑒, 𝐷𝑒𝑛,𝑀𝐷𝑆𝐶, 𝐵𝐸𝑅, 𝐵𝐸𝐴, 𝐵𝑟𝑒𝑔, 𝑇𝐶 , 𝑇𝑅 , 𝑇𝐻1, 𝑇𝐻2}. 

Chemotaxis 

coefficient 

Non-dimensionalized 

Value Assigned in Part 

I 

𝜒𝑀0,𝑐ℎ𝑒 0.5 

𝜒𝑀1,𝑐ℎ𝑒 0.6 

𝜒𝑀2,𝑐ℎ𝑒 0.7 

𝜒𝑁𝐾,𝑐ℎ𝑒 0.8 

𝜒𝑁𝑒,𝑐ℎ𝑒 0.9 

𝜒𝐷𝑒𝑛,𝑐ℎ𝑒 1.0 

𝜒𝑀𝐷𝑆𝐶,𝑐ℎ𝑒 1.1 

𝜒𝐵𝐸𝑅,𝑐ℎ𝑒 1.2 

𝜒𝐵𝐸𝐴,𝑐ℎ𝑒 1.3 
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𝜒𝐵𝑟𝑒𝑔,𝑐ℎ𝑒 1.4 

𝜒𝑇𝐶,𝑐ℎ𝑒 1.5 

𝜒𝑇𝑅,𝑐ℎ𝑒 1.6 

𝜒𝑇𝐻1,𝑐ℎ𝑒 1.7 

𝜒𝑇𝐻2,𝑐ℎ𝑒 1.8 

Table 21 Chemotaxis parameter values by immune species. All values are non-

dimensionalized using 
𝐸𝑎
∗

𝑐ℎ𝑒𝑠𝑎𝑡
. For Parts III and IV, all chemotaxis coefficients were 

chosen to be 40.0. 

 

Parameter 

Non-dimensionalized 

Value Assigned 
Parameter 

Non-dimensionalized 

Value Assigned 

Parts I-III Part IV Parts I-III 
Part 

IV 

𝜆𝑀1|𝑇𝐻1  
0.167 0.06 

𝜆𝐵𝐸𝐴|𝑀𝐷𝑆𝐶 
0.333 

𝜆𝐷𝑒𝑛|𝑇𝐻1  
0.167 0.06 

𝜆𝐵𝑟𝑒𝑔|𝑀𝐷𝑆𝐶  
0.333 

𝜆𝐵𝐸𝐴|𝑇𝐻1  
0.167 0.06 

𝜆𝑇𝐻1|𝐵𝐸𝑅 
0.5 

𝜆𝐵𝑟𝑒𝑔|𝑇𝐻1  
0.167 0.06 

𝜆𝑇𝐻2|𝐵𝐸𝑅 
0.5 

𝜆𝑇𝑅|𝑇𝐻1 
0.167 0.06 

𝜆𝑇𝐻1|𝐵𝐸𝐴 
0.333 0.1 

𝜆𝑀𝐷𝑆𝐶|𝑇𝐻1  
0.167 0.7 

𝜆𝑇𝐻2|𝐵𝐸𝐴 
0.333 0.1 

𝜆𝑀2|𝑇𝐻2  
0.167 0.04 

𝜆𝑀𝐷𝑆𝐶|𝐵𝐸𝐴 
0.333 0.8 

𝜆𝐷𝑒𝑛|𝑇𝐻2  
0.167 0.04 

𝜆𝑇𝐻1|𝐵𝑟𝑒𝑔 
0.5 

𝜆𝐵𝐸𝐴|𝑇𝐻2  
0.167 0.04 

𝜆𝑇𝐻2|𝐵𝑟𝑒𝑔 
0.5 

𝜆𝐵𝑟𝑒𝑔|𝑇𝐻2  
0.167 0.04 

𝜆𝑇𝐻1|𝑇𝐶  
0.2 0.05 

𝜆𝑇𝑅|𝑇𝐻2 
0.167 0.04 

𝜆𝑇𝐻2|𝑇𝐶  
0.2 0.05 



104 

𝜆𝑀𝐷𝑆𝐶|𝑇𝐻2  
0.167 0.8 

𝜆𝐵𝑟𝑒𝑔|𝑇𝐶  
0.2 0.05 

𝜆𝑇𝐻1|𝑁𝐾 
0.25 0.067 

𝜆𝑀𝐷𝑆𝐶|𝑇𝐶  
0.2 0.8 

𝜆𝑇𝑅|𝑁𝐾 
0.25 0.067 

𝜆𝑇𝑅|𝑇𝐶  
0.2 0.05 

𝜆𝑀𝐷𝑆𝐶|𝑁𝐾 
0.25 0.8 

𝜆𝑀𝐷𝑆𝐶|𝑇𝑅  
0.5 

𝜆𝐵𝑟𝑒𝑔|𝑁𝐾 
0.25 0.067 

𝜆𝐵𝑟𝑒𝑔|𝑇𝑅 
0.5 

𝜆𝐵𝐸𝑅|𝑀𝐷𝑆𝐶 
0.333 

𝜆𝑇𝐻1|𝐷𝑒𝑛 
0.5 0.3 

𝜆𝑀𝐷𝑆𝐶|𝐷𝑒𝑛 
0.5 0.7  

Table 22 Activation term parameters for Equation 3.2.52 through Equation 3.2.64. 

For species 𝛼 and 𝛽 and 𝛼, 𝛽 ∈

{𝑀1, 𝑀2, 𝑁𝐾, 𝑁𝑒, 𝐷𝑒𝑛,𝑀𝐷𝑆𝐶, 𝐵𝐸𝑅, 𝐵𝐸𝐴, 𝐵𝑟𝑒𝑔, 𝑇𝐶 , 𝑇𝑅, 𝑇𝐻1, 𝑇𝐻2}, the effective interaction 

of 𝛼 on species 𝛽 is 𝜆𝛼|𝛽. All 𝜆 parameters are dimensionless. 

 

Parameter Description 

Value Assigned 

Part I Part III 

Pro-tumor 

Part III 

Anti-tumor 

ℱ𝑀0
𝐵𝑝

 

For immune 

species 𝜎 ∈ 𝐺, 

extravasation 

factor for pre-

existing blood 

vasculature 

2.0 0 0 

ℱ𝑀1
𝐵𝑝

 0.0 0.5 2.25 

ℱ𝑀2
𝐵𝑝

 0.0 2.25 0.5 

ℱ𝑁𝐾
𝐵𝑝

 2.1 0.5 2.25 

ℱ𝑁𝑒
𝐵𝑝

 2.2 0.5 2.25 

ℱ𝐷𝑒𝑛
𝐵𝑝

 2.3 0.5 2.25 

ℱ𝑀𝐷𝑆𝐶
𝐵𝑝

 2.4 2.25 0.5 

ℱ𝐵𝐸𝑅
𝐵𝑝

 2.5 2.25 0.5 
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ℱ𝐵𝐸𝐴
𝐵𝑝

 0.0 0.5 2.25 

ℱ𝐵𝑟𝑒𝑔
𝐵𝑝

 2.6 2.25 0.5 

ℱ𝑇𝐶
𝐵𝑝

 2.7 0.5 2.25 

ℱ𝑇𝑅
𝐵𝑝

 2.8 2.25 0.5 

ℱ𝑇𝐻1
𝐵𝑝

 2.9 0.5 2.25 

ℱ𝑇𝐻2
𝐵𝑝

 3.0 2.25 0.5 

ℱ𝜎
𝐵𝑛 

Extravasation 

rate of species 

𝜎 ∈ 𝐺 

fromblood neo-

vasculature 

1.2 ∙ ℱ𝜎
𝐵𝑝

 ℱ𝜎
𝐵𝑝

 

Table 23 Entrance factors (dimensionless units). Set 𝐺 =

{𝑀0, 𝑀1, 𝑀2, 𝑁𝐾, 𝑁𝑒, 𝐷𝑒𝑛,𝑀𝐷𝑆𝐶, 𝐵𝐸𝑅, 𝐵𝐸𝐴, 𝐵𝑟𝑒𝑔, 𝑇𝐶 , 𝑇𝑅 , 𝑇𝐻1, 𝑇𝐻2}. 

 

Parameter Description 

Previous 

Value 

from [82] 

New 

Value 

�̃�ℎ Hypoxic Threshold 0.3 0.489 

�̃�𝑣,𝑉 O2 viability limit of viable tumor tissue 0.21 0.10 

�̃�𝑡,𝐵 
Threshold pressure corresponding on the onset 

of blood vasculature loss 
0.6 0.15 

�̃�𝑡,𝐿 
Threshold pressure corresponding on the onset 

of lymphatic vasculature loss 
0.6 0.15 

�̃�𝑐,𝐵𝑝 
Threshold pressure corresponding to the 

maximum rate of pre-existing blood 

vasculature loss 

0.8 0.9 

�̃�𝑐,𝐿𝑝 
Threshold pressure corresponding to the 

maximum rate of pre-existing lymphatic 

vasculature loss 

0.8 0.9 

�̃�𝑐,𝐵𝑛 
Threshold pressure corresponding to the 

maximum rate of pre-existing blood 

vasculature loss 

0.8 0.2 
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�̃�𝑐,𝐿𝑛 
Threshold pressure corresponding to the 

maximum rate of pre-existing lymphatic 

vasculature loss 

0.8 0.2 

�̃�𝑁,𝑉 Necrotic rate for viable tumor tissue 3.0 1.0 

�̃�𝐿,𝐷 Lysis rate of dead tumor tissue 1.0 9.0 

�̃�𝐹,𝐸  ECM rate of secretion by myofibroblasts 5.0 2.0 

�̃�𝑑𝑒,𝐸  Degradation rate of ECM 1.0 0.0 

�̃�𝑑𝑒,𝐶  
Degradation of ECM in reaction to matrix 

degrading enzymes 
5.0 0.7 

�̃�𝑈,𝑉,𝑛 Uptake rate of oxygen by viable tumor tissue 1.0 1.85 

�̃�𝑈,𝐻,𝑛 Uptake rate of oxygen by host tissue 0.0001 0.036 

�̃�𝑉,𝑡𝑔𝑓 Production rate of tumor growth factors by 𝜙𝑉 0.2 0.37115 

�̃�𝑉,𝑡𝑎𝑓 
Production rate constant of tumor angiogenic 

factors by 𝜙𝑉 
0.2 3.0 

�̃�𝑑𝑒,𝑡𝑎𝑓 
Degradation rate constant of tumor angiogenic 

factors 
0.05 1.0 

�̃�𝑉,𝑚 
Production rate constant of matrix degrading 

enzymes by 𝜙𝑉 
0.2 3.0 

�̃�𝑑𝑒,𝑚 Decay rate of matrix degrading enzymes 5.0 10.0 

�̃�𝑀,𝐹𝐸  Mitosis rate constant for myofibroblasts 0.1 0.75 

�̃�𝑁,𝐹𝐸  Necrosis rate constant of myofibroblasts 0.3 0.1 

�̃�𝑚,𝐵𝑛𝐸  
Maximum mitosis rate of blood neo-

vasculature 
1.0 18.0 

�̃�𝑐𝑟𝑢𝑠ℎ,𝐵𝑛𝐸  
Maximum degradation rate constant of blood 

neo-vasculature due to solid tissue pressure 
1.0 5.0 

�̃�𝑑𝑒,𝐵𝑛𝐸  
Remodeling rate constant of blood neo-

vasculature due to matrix degrading enzymes 
1.0 5.0 

�̃�𝑚,𝐿𝑛𝐸  
Maximum mitosis rate of lymphatic neo-

vasculature 
1.0 2.0 

�̃�𝑐𝑟𝑢𝑠ℎ,𝐿𝑛𝐸  
Maximum degradation rate constant of 

lymphatic neo-vasculature due to tissue 

pressure 

1.0 4.0 

𝑡𝑔𝑓𝐹𝐸,𝐸̃  
Minimum threshold for 𝑡𝑔𝑓 required to initiate 

ECM secretion by myofibroblasts 
0.2 0.2 (*) 
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�̃�𝑑𝑒,𝐿𝑛𝐸  
Remodeling rate constant of new lymphatic 

vasculature due to matrix degrading enzymes 
1.0 4.0 

ℱ𝑙𝑔|𝐵𝑛 
Vasculature (with logistic growth) (0 = 

Disabled, 1 = Enabled) 
0 1 

Table 24 Parameter values different from [82]. (*) Value was not given in [82] and is 

included here for completeness. 

 

Variable Condition Type Value from [181] New Value 

Sodium (�̃�) 

Boundary & 

Internal 

0.5 1.0 

Oxygen (�̃�) 1.0 0.844 

Pre-existing Blood 

Vasculature (�̃�𝐸
𝑝
) 

0.0 0.13 

Blood Neo-

Vasculature (�̃�𝐸
𝑛) 

0.4 0.0 

Pre-existing 

Lymphatic 

Vasculature (�̃�𝐸
𝑝

) 

0.0 0.025 

Lymphatic Neo-

Vasculature (�̃�𝐸
𝑛 ) 

0.4 0.0 

ECM (�̃�𝐸) 0.35 0.75 

Seeded Viable 

Tumor (�̃�𝑉) 
Internal Only 

0.65 0.1875 

Lactic Acid (ℓ̃) 

Boundary Only 

0.15 0.0 

Bicarbonate (�̃�) 0.15 0.0 

Carbon Dioxide (�̃�) 0.15 0.0 

H+ (�̃�) 0.15 0.0 

Table 25 Model internal and boundary initial condition values. All other conditions 

and values are as in [181]. 

 

Parameter Description 

Value Assigned 

Figure 

11 

through 

Figure 

13 

Figure 

14 

through 

Figure 

18 

#Simulated 

Points 

Number of points within the cubic 

simulated domain 
643 323 
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#Levels 

used 

Number of levels used in the 

Multigrid solver 
4 3 

ℓ𝑔𝑙𝑜𝑏𝑎𝑙 Finest level that always spans Ω 4 3 

ℓ𝑚𝑎𝑥 Finest grid used for Ω 4 3 

𝜂 Point spacing (Simulation Resolution) 33.3 µm 

𝜎 
Tolerance reduction factor from level 

ℓ to ℓ + 1 
1.10 

𝜃 Time step size (days) 1.25*10-2 

𝜏ℓ𝑚𝑎𝑥 Solution Tolerance for level ℓ𝑚𝑎𝑥 1.5*10-3 

𝑣0, 𝑣1, 𝑣2, 𝑣𝑏 Preset number of smoothing steps 12,6,6,0 

𝑟𝑚𝑎𝑥 
Maximum number of smoothing steps 

before divergence exception is raised 
45 

Table 26 Computed parameters from [83] used for immune simulations. Initial 

values are set pre-model runtime. Values not listed were set as in [83]. 

3.3.1.2 Part I – Evaluation of Immune Species Distribution 

To establish immune species distributions interacting with a growing tumor, Part I 

simulates the growth of a tumor from a 66 µm diameter avascular tumor seed over the 

course of 10 simulated days in a 643 domain. Using MATLAB, differing isosurfaces for 

each immune species, CHE, and living tumor mass (�̃�𝑉) were plotted. Entrance and 

chemotaxis rates were chosen to slightly differ across immune species to promote output 

variability. Figure 11 and Figure 12 visualize the immune species in 3D surrounding a 

single tumor mass after 10 simulated days. Distribution of immune species both inside 

and outside the tumor mass after 10 simulated days was quantified with results in Figure 

13. 
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Figure 11 3D representation of innate immune species and tumor mass after 10 

simulated days in a 2.1x2.1x2.1 mm3 domain. 

 

 

Figure 12 3D representation of adaptive immune species and chemokine densities 

after 10 simulated days in a 2.1x2.1x2.1 mm3 domain. 
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Figure 13 Composition of �̃�𝑮 inside and outside a spherical tumor mass after 10 

simulated days. Interior tumor points are defined by �̃�𝑉 ≥ 0.05. Interior tumor points 

are defined by �̃�𝑉 ≥ 0.05. 

 

In Figure 11 and Figure 12, immune species penetrated the tumor after 10 

simulated days. This was driven by two phenomena: (1) raised local extravasation due to 

neovascularization and local CHE expression and (2) chemotaxis up the CHE gradient. 

Figure 11 depicts isosurfaces surrounding the viable tumor and innate immune species, 

whereas Figure 12 illustrates adaptive immune species and chemotaxis concentration. 

Species-specific extravasation and chemotaxis rates lead to heterogeneous �̃�𝐺 

composition, as seen qualitatively in Figure 11 and Figure 12 and quantitatively in 

Figure 13. For all immune species, except B-effector cells whose activation depends on 

local tumor presence, contribution to �̃�𝐺 was homogenous in the tumor domain. Steady, 
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rapid differentiation of Mo into M1 and M2 left a negligible population of Mo. Our 

model used a baseline M1:M2 ratio of 1.0:1.8 in keeping with in vivo data from breast 

cancer liver metastases [59]. However, higher Th2 concentration over Th1 shifted the 

M1:M2 ratio of the domain to 1.0:1.9 overall. Tumor-localized B-effector cell activation 

dramatically increases BeA contribution from <0.2% outside to 8.8% of �̃�𝐺 inside the 

tumor. 

3.3.1.3 Part II – Evaluation of Immune Species Interactions 

To explore the model’s ability to balance immune interactions using adjustment 

factors, the effect of shifting immune volume fractions was quantified. In a tumor-free 

domain with 323 points containing a homogenous field of immune volume fractions, a 

single immune species’ volume fraction was increased from a background volume 

fraction (�̃�𝐺𝐺 4⁄ ) to a near-saturation concentration (7 ∙ �̃�𝐺𝐺 8⁄ ), perturbing the 

adjustment factor equilibrium. Figure 14 documents the results from these perturbations. 

 

In order to examine potential interaction values found in Equation 3.2.52 through 

Equation 3.2.64, two representative initial conditions were created, one pro-tumor and 

one anti-tumor. Pro-tumor and anti-tumor cases differed only in the immune 

concentrations chosen for each immune species. Starting with the homogenously defined 

initial condition used in Figure 14, the volume fractions of either pro- or anti- tumor 

species were increased. As mentioned in Table 16, pro-tumor species, including M2, 

MDSC, Breg, Treg, and Th2, and anti-tumor species, consisting of M1, NK, NE, DC, 

BeR, BeA, CTL, and Th1, were increased in their respective cases from a background to 

near-saturation concentration. A non-immune baseline case was also simulated. 
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Monocytes, having no simulated interactions, were excluded from Part II. Interaction 

strengths were calculated all scenarios. The volume fraction and the activation levels 

were recorded, from which the Influence term for each immune species 𝜎 (𝒜𝐼|𝜎 ∙

𝑄3(�̃�𝜎 �̃�𝐺𝐺⁄ )) was calculated. Figure 15 reports 𝜎 activation levels (𝒜𝐼|𝜎), normalized 

volume fraction (�̃�𝜎 �̃�𝐺𝐺⁄ ), and influence. 
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Figure 14 Effect on immune activation levels due to shifting individual volume 

fractions from background to near-saturation concentration within the tumor 

domain. Immune species can affect immune activation levels either directly or indirectly 

by stimulating or inhibiting specific immune species. For each case an individual volume 

fraction was shifted from (�̃�𝐺𝐺 4⁄ ) to (7 ∙ �̃�𝐺𝐺 8⁄ ). Excluding 𝒜𝐼|𝑁𝑒 = 1.0, 𝒜𝐼|𝜎 values 

ranged from a minimum of 0.375 (observed with MDSC in a high-MDSC environment or 
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high-Treg environment) and a maximum of 0.870 (observed with NK in a high-Th1 

environment). Baseline activation was set to 0.333. 

 

Figure 14 shows the effects of shifting individual volume fraction concentrations 

for immune-immune interactions in a tumor-free simulation. Neutrophils, being 

independent from other immune species concentrations, remained at maximum activation 

(1.0). Higher activation levels for each immune species are only realized under 

concomitant aggregation of corresponding multiple T-term immune species. This is 

evidenced in comparing M1 reaction, a species only dependent on Th1 concentration, to 

raised Th1 prevalence in which M1 activation nearly doubles from 0.40 to 0.77. Reduced 

activation is seen in MDSC activation levels due to co-dependence on three T-term 

immune species: Breg, BeA, and BeR. Increasing Breg or BeR, each with activation level 

0.40, raises MDSC activation from 0.38 to 0.45, an 18% increase over baseline. Due to 

an inhibitory interaction with MDSC, the BeA activation baseline (0.59) is raised relative 

to baseline Breg and BeR activation (both 0.40). Consequently, MDSC activation is 

slightly raised in the BeA case to 0.49, an 8.9% increase over the Breg or BeR case. 
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Figure 15 Summary of (A) activation levels (𝓐𝑰|𝒊), (B) normalized volume fraction 

(�̃�𝒊 �̃�𝑮𝑮⁄ ), and (C) Influence on the TME (𝓐𝑰|𝒊 ∙ 𝑸𝟑(�̃�𝒊 �̃�𝑮𝑮⁄ )) for each immune 

species 𝒊 ∈ 𝑮 under either pro-tumor, anti-tumor, or baseline conditions. 

 

3.3.1.3.1 Pro-Tumor Case 

Figure 15 quantifies the co-dependence of immune species activation levels upon one 

another when immune volume fractions are varied in pro-tumor and anti-tumor scenarios 

(Figure 15A & Figure 15B). Pro-tumor environments have higher concentrations of M2, 

MDSC, BeR, Breg, Treg, and Th2 species. M1 species, depending only on Th1 

concentration, see minimal change over baseline. M2, BeR, and Breg species are 

activated in this model by Th2, thus increased Th2 concentration permits higher 

activation of all three species over baseline. BeA lacks regulation in the baseline case and 

is only slightly downregulated by MDSC due to helper T-cell activation. NK are 
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hampered by higher MDSC, Breg, and Treg presence, reducing its activation level. Low 

Th1 and high MDSC concentrations lower DC activation. MDSC exhibit a similar 

phenomenon: Both BeR and Breg contribute higher volume fractions, but mediocre B-

cell activation blunts B-cell effect. MDSC activation level rises due to marginal B-cell 

influence. CTL, being upregulated by Th1 but inhibited by Th2, Breg, MDSC, and Treg, 

are significantly inhibited. Treg activation level is elevated due to higher Breg and MDSC 

presence. Helper T-cells in this simulation have the most immune interactions, with Th1 

being stimulated by M1, Th2 stimulated by M2, both species stimulated by DC and BeA, 

and both species inhibited by Breg, Treg, and MDSC. Breg, Treg, and MDSC have 

increased volume fractions and increased activation levels and DC has a significantly 

lowered activation state, leading to a strong inhibitory effect. Th2 has reduced inhibition 

relative to Th1 due to increased M2 activation and M2 concentration. Finally, neutrophils 

lack interactions in this model, maintaining their interaction strength at maximum (1.0). 

3.3.1.3.2 Anti-Tumor Case 

Dominating the set of anti-tumor interactions in Figure 15 is the mutually stimulatory 

effect of M1, DC, BeA, and Th1. Depending only on Th1 for stimulation, M1 and DC 

activation levels are allowed to climb significantly with Th1 activations. Meanwhile Th1 

relies on M1, DC, and BeA for stimulatory interactions. Activation rises for M1, DC, and 

Th1. Consequently, without the inhibition found in the pro-tumor case, Th1 raises CTL 

and NK activation, but BeA, depending on both helper T-cell species, experiences a more 

modest gain in activation level. BeR, BeA, and Breg, being stimulated by Th1, have 

raised stimulation above both baseline and pro-tumor conditions. Mirroring M1 in the 

pro-tumor case, M2 activation is largely unchanged in the anti-tumor case. 
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3.3.1.3.3 Influence on the TME of Pro-Tumor and Anti-Tumor Cases 

Finally, observations in both pro-tumor and anti-tumor cases are combined 

together in Figure 15C to obtain the influence of immune species 𝜎 on the TME, 

including differentiation of macrophages (Equation 3.2.90), tumor removal ( and 

Equation 3.2.99), TGF and TAF production (Equation 3.2.100 and Equation 3.2.102, 

respectively), angiogenesis (Equation 3.2.113), and production of ECM by 

myofibroblasts (Equation 3.2.122). Higher concentrations of NE in the anti-tumor case 

increases NE influence dramatically from 0.16 to 0.96, demonstrating that activation is 

necessary but not sufficient for strong influence. For B-cell species, dependence on anti-

tumor species drives anti-tumor case activation levels beyond both baseline and pro-

tumor scenarios, but limited volume fractions dampen the influence that B-cells can exert 

on the outcome. Thus, changes to the value of �̃�𝜎 in the domain between pro-tumor and 

anti-tumor cases significantly affect 𝜎 to change the TME. Table 27 summarizes the 

activation levels across all three cases. 

 

Immune Species 
Pro-

tumor 

Anti-

tumor 
Baseline Abbreviated 

Name 

Volume 

Fraction 

M1 �̃�𝑀1 0.39 0.92 0.40 

M2 �̃�𝑀2 0.69 0.42 0.40 

NK �̃�𝑁𝐾 0.56 0.94 0.82 

NE �̃�𝑁𝑒 1.00 1.00 1.00 

DC �̃�𝐷𝑒𝑛 0.51 0.93 0.68 

MDSC �̃�𝑀𝐷𝑆𝐶  0.58 0.54 0.38 
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BeR �̃�𝐵𝐸𝑅 0.54 0.67 0.40 

BeA �̃�𝐵𝐸𝐴 0.57 0.76 0.59 

Breg �̃�𝐵𝑟𝑒𝑔 0.54 0.67 0.40 

CTL �̃�𝑇𝐶  0.57 0.93 0.84 

Treg �̃�𝑇𝑅  0.69 0.40 0.37 

Th1 �̃�𝑇𝐻1  0.50 0.92 0.68 

Th2 �̃�𝑇𝐻2  0.57 0.83 0.68 

Table 27 Activation levels for pro-tumor, anti-tumor and baseline cases. 

 

3.3.1.4 Part III – Quantification of Immune Species Effect on the TME 

The effects of simulations dominated by either pro- or anti-tumor immune species 

were quantified. Figure 16 and Figure 17 compare the effects of pro- and anti- immune 

environments on a single tumor relative to an immune-species-free baseline case. The 

tumor grew from a 66 µm avascular seed for a period of 5 simulated days (at which time 

the diameter reached 267 µm), after which immune species extravasated into the domain 

over 4 additional simulated days. By 5 days, the tumor exhibited steady growth. Because 

tumors grown from a seed (akin to the tumor shown in Figure 11) were essentially 

spherical, the tumor radius was computed assuming a spherical tumor. To ensure a stable 

and reliable comparison of M1, M2 and BeA for pro-tumor and anti-tumor conditions, 

differentiation was disabled, monocytes were excluded from this simulation, and all 

species entered into the tumor domain by extravasation out of blood vasculature. 
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Figure 16 Graph of non-dimensionalized (A) viable tumor volume fraction (�̃�𝑽) with 

threshold �̃�𝑽 ≥ 𝟎. 𝟎𝟓, (B) Tumor growth factor (𝒕𝒈�̃�), (C) myofibroblast 

concentration per unit volume of tissue (�̃�), (D) ECM volume fraction (�̃�𝑬), (E) 

Tumor angiogenic factor (𝒕𝒂�̃�), and (F) average total volume fraction of immune 

species (�̃�𝑮
̅̅ ̅̅ ), within a 1.1x1.1x1.1 mm3 domain. At t = 4 days the pro-tumor case had 

higher tumor proliferation, ECM density, greater TGF and TAF production over baseline 

and maintained similar overall neovascularization compared to baseline. The anti-tumor 

case produced a smaller tumor with reduced TAF and overall neovascularization and 

increased TGF production. Overall myofibroblast presence was controlled significantly 

by hypoxic regions. Time t = 0 marks initial immune species extravasation time step after 

an initial 5 days of tumor growth. An increasing immune species presence is evident in 

the anti-tumor case compared to the pro-tumor case. 
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Figure 17 Measurements within the tumor mass for 4 simulated days after an initial 

5 days of growth. Metrics include ratio of �̃�𝐸 to �̃�𝑉, 𝑡𝑔�̃� to �̃�𝑉, 𝑡𝑎�̃� to �̃�𝑉, ratio of non-

dimensionalized vasculature, both blood and lymphatic, to �̃�𝑉, ratio of myofibroblast 

concentration per unit volume of tissue (�̃�) to �̃�𝑉 [82], mean solid-state pressure (�̅̃�𝛼), 

mean TAF (𝑡𝑎�̃�̅̅ ̅̅ ̅), mean volume fraction of viable tumor tissue (𝜙�̃�
̅̅ ̅̅ ), ratio of �̃�𝐺  to �̃�𝑉, 

and the percentage of tumor tissue that was hypoxic (%Hypoxic). Here, tumor tissue is 

defined by points containing �̃�𝑉 ≥ 0.05. Anti-tumor case is �̃�𝐺 ∶ �̃�𝑉 reference value 

(striped bar). All other metrics are relative to the baseline case. VAS = Vasculature (both 

blood and lymphatic). 

 

Tumor radius (Figure 16A) grew 2.4x over initial size in the pro-tumor case, 

improving on the 1.9x increase observed in the baseline case. The immune population in 

the anti-tumor case effectively regulated tumor growth, with only 1.2x growth occurring 

after 4 simulated days compared to the initial tumor radius. Tumor growth in the pro-

tumor case was promoted by M2 release of TGF (Equation 3.2.103 through Equation 

3.2.107) (Figure 16B), with overall pro-tumor TGF presence rising to 7.3x over baseline 
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and, per Figure 17, a 4.9x baseline intra-tumor 𝑡𝑔𝑓 ̃: �̃�𝑉 ratio after 4 simulated days. 

Local anti-tumor case M2 TGF release raised overall TGF concentration to 2.3x baseline 

and 𝑡𝑔�̃� : �̃�𝑉 to 2.4x baseline. Heightened local TGF expression raised the ratio of 

myofibroblast concentration (�̃�) to �̃�𝑉 (�̃� ∶ �̃�𝑉) to 1.5x and 1.7x baseline for pro-tumor 

and anti-tumor cases, respectively, by promoting myofibroblast mitosis. However, tumor 

growth caused %Hypoxia to rise to 1.4x baseline and hindered myofibroblast mitosis, 

causing overall �̃� to fall to 94% baseline in the pro-tumor case (Figure 16C). With 

reduced oxygen uptake due to stunted tumor growth, the anti-tumor case overall had 

1.9% higher �̃� over baseline. Myofibroblasts, stimulated by Th2 (Equation 3.2.119 

through Equation 3.2.122), raised �̃�𝐸 ∶ �̃�𝑉 ratio in the pro-tumor case to 2.4x baseline 

and increased overall ECM in conjunction with M2-derived TGF production by 5.6% 

over initial ECM volume fraction at t = 0 (Figure 16D). With the parameter values used, 

the contribution to the change in overall ECM and �̃�𝐸 ∶ �̃�𝑉 from baseline due to Th2 

stimulation was ~2% and ~3%, respectively. In both anti-tumor and baseline cases matrix 

degrading enzymes reduced ECM to 95% and 96% of its amount at t = 0 days, 

respectively. Raised TGF production elevated �̃�𝐸 ∶ �̃�𝑉 to 1.6x baseline. Consequently, 

the solid-state pressure within tumor tissue (�̅̃�𝛼) in the anti-tumor case increased to 2.0x 

baseline, where tumor tissue is defined as �̃�𝑉 ≥ 0.05. 

 

M2 TAF release (Equation 3.2.114 through Equation 3.2.118) in the pro-tumor 

case raised 𝑡𝑎�̃� ∶ �̃�𝑉 to 1.7x baseline and led to 3.1x baseline TAF expression in the 

domain overall (Figure 16E). �̅̃�𝛼 increased to 5.1x baseline, thus distributing tumor 

tissue over a greater volume. This is evidenced by the decline of mean tumor volume 
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fraction (𝜙�̃�
̅̅ ̅̅ ) within tumor tissue to 0.6x baseline. Reduced 𝜙�̃�

̅̅ ̅̅  offset raised TAF 

production thus keeping average intra-tumor TAF (𝑡𝑎�̃�̅̅ ̅̅ ̅) at baseline. Elevated ECM 

expression raised the ratio of (blood and lymphatic) vasculature to �̃�𝑉 (VAS : �̃�𝑉) to 1.3x 

baseline, offsetting pressure-induced displacement of pre-existing blood vasculature. 

 

The smaller tumor in the anti-tumor case consumed insufficient oxygen to 

generate hypoxic conditions and reached only 66% baseline TAF expression after 4 

simulated days. Deterred by anti-tumor immune response, 𝜙�̃�
̅̅ ̅̅  only reached 0.7x baseline, 

contributing to the decrease to 0.7x baseline in 𝑡𝑎�̃�̅̅ ̅̅ ̅. Consequently, �̃�𝑛 growth was 

diminished to 4.5% of overall baseline vascularization. Controlling for the mass of the 

tumor, M2 TAF release kept 𝑡𝑎�̃� ∶ �̃�𝑉 at baseline. Like the pro-tumor case, elevated ECM 

production raised VAS : �̃�𝑉 to 1.2x baseline. 

 

Finally, the tumor tissue �̃�𝐺 ∶ �̃�𝑉 ratio in Figure 17 decreased in the pro-tumor 

case to 0.2x of the anti-tumor case. Because this model simulates seven anti-tumor 

species compared to six pro-tumor species, the anti-tumor case has a higher number of 

immune species than the pro-tumor case; however, this difference is insufficient to 

account for the change in �̃�𝐺 ∶ �̃�𝑉 because the species all share the same extravasation 

values as shown in Table 23. Rather, this difference can be accounted for by the change 

in �̅̃�𝛼 between the cases. The pro-tumor case had a 2.6x higher �̅̃�𝛼 value over the anti-

tumor case from tumor proliferation and ECM secretion. Higher pressure reduced 

immune species extravasation (Equation 3.2.76) and discouraged immune species 

chemotaxis (Equation 3.2.47, Equation 3.2.96, Equation 3.2.97, and Equation 3.2.136). 
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Therefore, due to raised intratumor pressure primarily and a higher number of anti-tumor 

species secondarily, the average total volume fraction of immune species (�̃�𝐺
̅̅ ̅̅ ) was higher 

in the anti-tumor case than the pro-tumor case, by 4 simulated days, reaching 2.9% and 

2.0%, respectively (Figure 16F). This pro-tumor domain, then, reduced intra-tumor 

immune species presence and increased ECM formation, both of which are characteristic 

of pro-tumor desmoplastic tumor microenvironments [15, 57, 239]. Table 28 summarizes 

the results of Figure 17. 

 

Metric 
Pro-

tumor 

Anti-

tumor 

�̃�𝐸 ∶ �̃�𝑉 
2.4 1.6 

𝑡𝑔�̃� ∶ �̃�𝑉 
4.9 2.4 

𝑡𝑎�̃� ∶ �̃�𝑉 
1.7 1.0 

VAS : �̃�𝑉 
1.3 1.2 

�̃� : �̃�𝑉 
1.5 1.7 

�̅̃�𝛼 
5.1 2.0 

𝑡𝑎�̃�̅̅ ̅̅ ̅ 
1.0 0.7 

𝜙�̃�
̅̅ ̅̅  

0.6 0.7 

�̃�𝐺 ∶ �̃�𝑉 
0.2 1.0 

%Hypoxic 
1.4 0.0 

Table 28 Resulting metrics from Part III simulation cases displayed in Figure 17. 

Baseline case was 0.0 for �̃�𝐺 ∶ �̃�𝑉 since the baseline case did not contain immune species 

and was 1.0 for all other metrics. VAS = Vasculature (both blood and lymphatic). 
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3.3.1.5 Part IV – MDSC Inhibitory Effect on the TME 

MDSC are notable in inhibiting CTL and NK [166, 201] and thus promoting 

tumor escape. Heightened interest in immunotherapeutics targeting CTL has spurred 

interest into mitigating MDSC-mediated inhibition of immune-checkpoint blockade 

(ICB) therapies [47-49]. Because of the diverse immune species interactions in the TME, 

it has been difficult to tease out MDSC-specific effects. Here, the model is employed to 

evaluate the potential effects of MDSC activation on immune species in the TME. For 

this purpose, an initial evaluation on the effect of MDSC on immune species populations 

for 4 days was performed using the in silico tumor grown in Part III. Three representative 

pairs of MDSC entrance rates and base activations levels were chosen (respectively 

defining low, medium and high inhibitory MDSC effects on the TME, as in Table 29). 

The average immune volume fraction across all immune species at 4 days within the 

tumor was calibrated in all cases to fit within the range of CTL densities observed in 

colorectal cancer in [240]. A T-cell diameter of 6 µm was assumed based on the naïve T-

cell diameter reported in [241]. For this study, it is acknowledged that immune species 

distributions can vary significantly across differing tumor types and immune species [57, 

242, 243]. Figure 18 graphs the activation level, volume fraction, and influence 

parameter of each immune species. 

 

Parameter 
MDSC Effect on the TME 

Low Medium High 

𝜙𝐺𝐺 
0.004 

𝜆𝐵𝑎𝑠𝑒|𝜏 
0.05 

ℱ𝐵𝑟𝑒𝑔
𝐵𝑝

 ℱ𝐵𝑟𝑒𝑔
𝐵𝑛  

0.5 
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ℱ𝑇𝑅
𝐵𝑝

 ℱ𝑇𝑅
𝐵𝑛 

0.5 

ℱ𝑇𝐻2
𝐵𝑝

 ℱ𝑇𝐻2
𝐵𝑛  

0.5 

ℱ𝜓
𝐵𝑝

 ℱ𝜓
𝐵𝑛 

3.0 

𝜆𝐵𝑎𝑠𝑒|𝑀𝐷𝑆𝐶 
0.10 0.45 0.90 

ℱ𝑀𝐷𝑆𝐶
𝐵𝑝

 
0.25 0.80 0.90 

ℱ𝑀𝐷𝑆𝐶
𝐵𝑛  

0.25 0.80 0.90 

Table 29 Parameter settings for Part IV. Any parameters not listed were set to values 

from Part III. Here 𝜏 ∈ 𝐺 & 𝜏 ≠ 𝑀𝐷𝑆𝐶 and 𝜓 ∈ 𝐺 & 𝜓 ∉ {𝑀𝐷𝑆𝐶, 𝐵𝑟𝑒𝑔, 𝑇𝑅, 𝑇𝐻2}. All 

parameters are assigned non-dimensional values. 
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Figure 18 Measurements of intra-tumoral MDSC effects on immune species based 

on low, medium or high MDSC effect on the TME (as defined in Table 19). (A) 

Immune species activation levels, (B) average immune volume fractions, and (C) 

influence (𝒜𝐼|𝑖 ∙ 𝑄3(�̃�𝑖 �̃�𝐺𝐺⁄ )) for each immune species 𝑖 ∈ 𝐺 on the TME. 
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The average MDSC intra-tumor activation level (Figure 18A) increased from 

0.63 to 0.92 by 4 days across low to high cases of MDSC effect on the TME. 

Correspondingly, the average intra-tumor volume fraction for MDSC (Figure 18B) 

increased 5.2x from 5.7E-4 to 2.9E-3, remaining below the saturation volume fraction 

(�̃�𝐺𝐺 = 0.004) for all cases. Consequently, average intra-tumor influence on the TME for 

most of the individual immune species was significantly affected as the MDSC effect 

increased (Figure 18C). 

 

The consequences of increasing MDSC influence from low to high were 

particularly evident for multiple anti-tumor species. Low MDSC effect on the TME 

prevented MDSC activation from deterring CTL and NK activation. In this case, intra-

tumor CTL and NK influence remained strong at 0.84 and 0.85, respectively, by 4 days. 

However, with medium MDSC effect, continued MDSC extravasation caused the intra-

tumor activation levels of CTL and NK to fall monotonically from 0.5 days onward from 

0.95 and 0.94 to 0.51 and 0.51, respectively. As CTL and NK continued to infiltrate the 

TME, influence correspondingly climbed to 0.71 for both CTL and NK by 1.4 days. At 

this point, increase in CTL and NK volume fractions was insufficient to buffer decline in 

CTL and NK activation levels. As MDSC continued to accumulate, average influence of 

CTL and NK fell to 0.48 for both species by 4 days. These trends were exacerbated in the 

case of high MDSC effect, where peak influence fell from 0.61 for CTL and NK at 1.3 

days to 0.25 and 0.24, respectively, by 4 days. The general trend exhibited in NK and 

CTL occurred across all anti-tumor immune species. Thus, the anti-tumor immune 

response was effectively thwarted by accumulating MDSC. 
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The collective anti-tumor influence in the MDSC low case was sufficient to limit 

tumor radius growth to 20% of initial value up to 0.8 days. However, rising MDSC 

influence combined with declining anti-tumor influence caused tumor radius growth to 

transition from being constant in time to growing at a linear rate at 2.2 and 1.7 simulated 

days for medium and high cases, respectively. Thus, tumor radius in medium and high 

cases reached 46% and 58% of initial value, respectively, by 4 simulated days. The ratio 

of intra-tumoral vasculature to tumor volume increased for medium and high MDSC 

effects to 26% and 28% above the low case, respectively. Anti-tumor immune species 

presence in medium and high cases was increased by 14% and 44% over the low case, 

respectively. Interestingly, as MDSC effect increased, myofibroblasts were less displaced 

by the tumor mass and produced less ECM in the immediate vicinity of the tumor. Intra-

tumor pressure, therefore, decreased, displacing less vasculature and, by extension, 

permitting increased local immune species extravasation. This is consistent with 

observations that MDSC can directly promote TME remodeling during tumor growth 

[244]. 

3.4 Discussion 

This study presents a novel 3D continuum mixture model implementation of 

tumor-immune system interactions implemented via a distributed computing solution. 

The results illustrate immune-immune species interactions using localized activation 

levels of immune species and independent chemotactic response. Variation in simulated 

immune response affects simulated tissue composition, influencing tumor 

vascularization, ECM secretion, and tumor growth and cytokine release rates. In 
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aggregate, the model displays a promising range of calibration capable of simulating 

tumor-immune interactions conducive to tumor supportive or tumor suppressive 

environments.  

 

Prospectively, this model offers a first step toward a framework for in silico 

evaluation of cancer immunotherapeutic strategies. Because it can be difficult to account 

for the effects of particular immune species simultaneously in vivo, such a framework 

could serve as a tool to evaluate the consequences of perturbing the balance between 

immune species as a result of therapeutic intervention. To reach clinical applicability, 

model equations are required to simulate differing delivery approaches, such as 

macrophage-mediated delivery of chemotherapeutics [57, 59, 60] or blood-borne 

therapeutics that improve immune response in the TME [245]. By simulating multiple 

immune species simultaneously, therapeutics could be evaluated within heterogeneous 

immune conditions that may inhibit or promote efficacy. Multiple CPU threads operating 

concurrently with multiple GPUs could potentially be leveraged to run the model 

computations in a clinically relevant period of time. 

 

While this model documents numerous immune interactions, it is far from 

comprehensive. Unlike [71], which uses ODEs to simulate lymph node, blood, and 

peripheral compartments, events and locations outside the TME are excluded in this 

study, such as lymphopoiesis and presentation of antigens to naïve T-cells by dendritic 

cells [168]. Some TME interactions are also not included, such as memory T-cell function 

[246]. Future work could incorporate additional immune species types (e.g. plasma cells, 
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Th17), MDSC promotion of angiogenesis, and the complement system [243, 247-249]. 

Neutrophil types, including anti-tumor and pro-tumor tumor-associated neutrophils, are 

ignored [250]. The model also simplifies the continuum of tumor-associated macrophages 

polarization into a M1-M2 dichotomy [251]. Some known drivers of macrophage 

polarization, such as M2 polarization induced by tumor cell apoptosis, are neglected 

[252]. The model further ignores species-specific responses to hypoxia-inducible factor 

signaling [253]. 

 

Constant parameters implicitly assume consistent sensitivity to underlying 

chemokines and pathways, ignoring homeostatic variations. Additionally, the model as 

presented uses deterministic chemotaxis on continuum fields to represent movement of 

discrete objects. In comparison, the tumor-immune hybrid model in [65] used semi-

stochastic chemotaxis for discrete tumor-associated macrophages, simulating observed 

migratory behavior [254]. The effect of this mitotic activity, assumed negligible in this 

study to evaluate immune interactions in a controlled manner, will be considered in future 

work. This work could also introduce semi-stochasticity into the continuum model 

framework to permit emergent domain heterogeneity, e.g., for the movement of 

individual immune cell species [65]. It is further noted that values for some of the 

parameters, such as blood neo-vascularization rate, do not necessarily correspond to 

experimental observations, as they were calibrated to achieve biologically-relevant tumor 

growth rates.  
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Calibration of model parameters for particular tumors, e.g., using 

immunohistochemical staining [60, 255-258] requires further exploration. Calibrating 

vasculature, ECM growth rate, and oxygen uptake in tandem could more realistically 

simulate formation of tumor proliferative layers [142]. Experimental assays could 

provide relative densities of different immune species populations, which could be 

reflected in the model volume fractions. This, in turn, could inform immune entrance and 

exit rates. In particular, immune species prevalence and distribution could be ascertained 

by flow cytometry to calibrate immune volume fractions more precisely than presented in 

Part IV. For example, flow cytometry was used in [259] to confirm T-cell penetration into 

breast cancer spheroids and in [260] to quantify the prevalence of B-cells, T-cells, NK 

cells, and monocytes in melanoma, breast cancer, and brain cancer. This model could also 

be calibrated using histology and imaging as has been done with prior continuum models 

[142, 261-265]. Future work could leverage these methods to calibrate model parameters 

to accurately represent in vivo immune responses in silico. Further, a comprehensive 

sensitivity analysis is reserved for future investigation. 

 

Imaging could potentially be used for informing model initial conditions. For 

example, the vascular mathematical model from [266] simulated drug delivery using 

angiogram data to explore the effects of the blood-brain barrier on glioblastoma drug 

delivery. Diffusion tensor imaging was used by [267] to initialize a macroscopic tumor 

model to simulate 2D anisotropic glioblastoma growth along neural fiber tracts. 

Metabolomic analysis could provide molecular-level insight that could inform model 

parameter values. In [268] metabolites were ascribed to each of the well-known 
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hallmarks of cancer [269], inviting the possibility of using metabolomic data to calibrate 

tumor phenomena. Recently, a continuum tumor model was calibrated in [270] using 

metabolomic data to simulate lung cancer chemotherapeutic outcomes. Immune cells can 

also be characterized by differing metabolomic profiles [271]. Effector T-cell activity has 

been linked to changing from a catabolic metabolism to an anabolic metabolism [272]. In 

[273] potential T-cell metabolic pathway targets were presented for therapeutic 

intervention to boost T-cell based immunotherapeutic efficacy. Macrophage polarization 

has also been studied metabolically: relative to M2, M1 have a higher glycolytic 

metabolism, raised iNOS-mediated nitric oxide (NO) production, and, due to higher NO 

concentration, reduced oxidative phosphorylation [274]. Future work could build upon 

these insights to inform model parameter calibration and thus move towards personalized 

patient tumor evaluation.
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CHAPTER 4: MULTIPLE BREAST CANCER LIVER METASTASES RESPONSE TO 

MACROPHAGE-DELIVERED NANOTHERAPY EVALUATED VIA A 3D 

CONTINUUM MODEL3 

4.1 Introduction 

It is projected that in 2022, half of all breast cancer patients will develop liver 

metastases over the duration of the disease [275-278]. Breast cancer liver metastases 

(BCLM) are characterized by poor prognosis, with median survival less than 18 months 

and a 16% 5-year survival rate when diagnosed with primary in the breast [279, 280]. As 

such, BCLM represent a significant therapeutic challenge. Recent clinical 

recommendation discourages hepatectomy for the majority of patients [12], while the 

most frequently used systemic chemotherapy regimens are ineffective and considered to 

be palliative care [12, 13]. BCLM mainly rely on the liver vasculature for access to 

oxygen and nutrients, and usually appear as hypo-attenuating lesions when imaged with 

contrast agents [17]. The low vascularization of BCLM, consisting of small nodules 

mainly receiving oxygen and nutrients from the surrounding hepatic capillaries, presents 

a challenge to efficiently target tumor cells with intravenously administered 

chemotherapy, thereby presenting physiological resistance to the treatment [281]. 

 

 
3Goodin, D. A.; Chau, E.; Tiwari, A.; Godin, B.; Frieboes, H. B. Multiple breast cancer liver metastases 

response to macrophage-delivered nanotherapy evaluated via a 3D continuum model. Immunology 2022. 

DOI: 10.1111/imm.13615 
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Previous in vitro and in vivo studies have found that nanocarriers with intrinsic 

affinity to macrophages can significantly enhance drug therapeutic efficacy in BCLM. 

Tumor-associated macrophages (TAM) are known to surround BCLM [10-13], thus 

offering an attractive target to transport therapeutics into BCLM, including drug-loaded 

nanovectors [14, 15]. In particular, encapsulation of nanoalbumin-bound paclitaxel (nab-

PTX) in a porous silicon multistage nanovector (MSV) taken up by macrophages 

surrounding BCLM lesions has been proposed to overcome transport barriers and 

physiological resistance in BCLM, thereby increasing cytotoxicity [57]. An in silico 2D 

model enabled systematic evaluation of response of single metastatic lesions to these 

MSV-nab-PTX targeting macrophages [57, 59]. The model included the interactions of 

pro-tumorigenic (M1) and anti-tumorigenic (M2) macrophage subtypes in the tumor 

microenvironment (TME) to predict the overall response [59, 60].  

 

BCLM patients usually present with multiple metastases, with 30% of 54 patients 

observed to have three or more liver metastases [282], and a group of over 500 

systemically treated BCLM patients having on average of two or more metastases per 

subject [7]. Simulating response for multiple lesions has remained an unmet need for 

thorough evaluation of clinically relevant therapies. To address this need, a 3D model of 

multiple BCLM is developed in this study. The model simulates therapeutic response 

based on the interaction of the delivery vehicle, MSV-nab-PTX, with macrophages in the 

TME, building upon a 3D continuum mixture model developed in [82] and solved 

numerically in [83]. To enable computational feasibility of representing multiple 

metastases interacting with macrophages, we leverage a novel MPI-CUDA framework 
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[181], in contrast to the CPU-bound framework of the 3D mixture model in [82, 83] that 

simulated desmoplastic tumors. Tumor burden is evaluated as a function of treatment 

regimen and metastases number by simulating multiple BCLM of varying sizes in a liver 

lobe, calibrated to an experimental mouse model of BCLM. 

 

4.2 Materials and Methods 

4.2.1 Cell Culture 

4T1 cells (ATCC) were cultured in RPMI1640 medium supplemented with 10% 

fetal bovine serum in humidified (37 °C, 5% CO2) incubators. Cells were trypsinized and 

resuspended with RPMI 1640 medium. Cells were pelleted at a concentration of 100,000 

cells/0.1mL in PBS (phosphate buffered saline). 

4.2.2 Animals 

Female BALB/C mice (6-8-week-old) were purchased from the Jackson 

Laboratory. All experimental protocols were approved by the Institutional Animal Care 

and Use Committee of Houston Methodist Research Institute (HMRI) and conform to the 

National Institutes of Health (NIH) guidelines of the care and use of laboratory animals. 

4.2.3 Experimental Model of BCLM 

To establish the experimental model of BCLM, splenic injection of breast cancer 

4T1 cells was performed in BALB/C mice. Briefly, mice were injected with 4T1 cells 

(100,000 cells/0.1ml PBS) into the spleen to enable hematologic dissemination through 

the portal vein as described previously and spleen (the primary tumor site) was removed 

afterwards. Animals injected with PBS served as control. All injections were performed 

on the same day. Allocation of experimental groups (each n=3) was based on a simple 
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randomization. Animals were sacrificed at D7-10 and liver tissues were harvested and 

fixed in 10% neutral buffered formalin for paraffin processing or in OCT (optimal cutting 

temperature) for cryo-sectioning.  

 

To visualize BCLM, tissue slides were stained with Hematoxylin & Eosin (H&E) 

using standard histological protocols. OCT block tissue was initially fixed with 4% 

paraformaldehyde in PBS for 15 min before being frozen in OCT for cryosectioning. For 

immunofluorescence staining of macrophages, sections were incubated with anti-mouse 

F4/80 monoclonal antibody ( 41-4801-82, Invitrogen, Waltham, MA) at 4˚C overnight 

followed by incubation with goat anti-mouse AF568 secondary antibody (A-21124, 

Invitrogen, Waltham, MA) for 1h at room temperature and counterstained with 4′,6-

Diamidine-2′-phenylindole dihydrochloride (DAPI). For modeling of the therapy 

experiments with albumin bound paclitaxel (nab-PTX) and MSV, with the affinity to 

accumulate into macrophages, encapsulated nab-PTX (MSV-nab-PTX) was used from 

[58] and [57]. 

4.2.4 Clinical BCLM 

De-identified human BCLM paraffin embedded tissue slides were purchased from 

a commercial biorepository (BiocoreUSA) and stained with H&E using standard 

protocols. 

4.2.5 Mathematical Model 

The 3D continuum mixture model that serves as a basis for the BCLM model 

simulates viable tumor tissue, represented as 𝜙𝑉, as a volume fraction that interacts with 

𝜙𝐻 and 𝜙𝐸, respectively representing host tissue and extracellular matrix (ECM) volume 
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fractions. Tumor growth is promoted with sufficient oxygen and glucose levels delivered 

through the blood vasculature and is hindered distal to the vasculature by hypoxia. Tumor 

tissue death contributes to the dead volume fraction (𝜙𝐷). Tumor aerobic and anaerobic 

respiration affects local concentrations of bicarbonate, lactic acid, and H+. Viable tumor 

tissue, ECM, and host tissue volume fractions vie for limited space, an interaction 

characterized by both pressure and chemical potentials. Pressure from continuing tumor 

proliferation creates velocities that drive motion of tumor tissue and ECM. Neo-

vasculature formed in response to a net balance of pro-angiogenic factors released by the 

tumor tissue promotes tumor proliferation. Myofibroblasts are simulated to excrete ECM. 

Immune species (𝜙𝐺) extravasate into the TME, follow chemotactic gradients, and 

interact with the tumor tissue and the vasculature. In particular, monocytes (𝜙𝑀0) 

extravasate from blood vasculature and differentiate into M1 (𝜙𝑀1) or M2 (𝜙𝑀2), for 

simplicity assuming a binary state. M1 are anti-tumorigenic and cytotoxic to tumor cells, 

converting 𝜙𝑉 into 𝜙𝐷, while M2 promote tumor proliferation by releasing tumor growth 

and angiogenic factors. Further details on the model are in 4.5 Supplementary Material. 

4.3 Results 

4.3.1 Simulation of Single BCLM 

The 3D model parameters were first calibrated to the experimental data 

previously obtained to calibrate the 2D model of single BCLM [57, 59]. A single lesion 

was then simulated with the 3D model, starting with a ~66 µm diameter seed and 

growing to a 400 µm diameter after ~6.8 days. The tumor diameter was obtained by 

assuming an essentially spherical mass and defining tumor tissue as 𝜙𝑉 ≥ 0.05. The 

tumor was grown in a cubic domain containing 323 points with a 33.3 µm point spacing, 
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creating a 1.1x1.1x1.1 mm3 domain. Half-life of the simulated drug was calibrated to 

match the 20-hour half-life of nab-PTX [283]. Hypoxic threshold, and oxygen production 

and uptake parameters were tuned to yield the typical 100 µm-deep proliferative layer of 

tumor tissue in the vicinity of blood vasculature, as observed experimentally [142]. 

Macrophage chemotaxis was calibrated to achieve penetration of BCLM as observed in 

vitro in [59]. Parameters for the proliferative layer tuning and macrophage chemotaxis are 

summarized in 4.5 Supplementary Material. It is assumed that drug in the interstitium 

does not reenter the vasculature at significant concentrations and that drug uptake by host 

tissue is negligible (i.e., 𝜆𝐷𝑝,𝑢𝑝𝑡𝑎𝑘𝑒,𝐻 = 0). Ratios of 1.0:1.8 and 1.2:1.0 M1:M2 were 

established as initial conditions for untreated and MSV-nab-PTX-treated treatment cases, 

respectively, to match the in vivo results reported in [59]. The boundary conditions are 

listed in 4.5 Supplementary Material.  

 

After an initial 6.8-day growth phase the simulated tumor was subjected to 

different MSV-nab-PTX treatment regimens. Macrophages were present but did not 

actively interact with the TME until the growth phase had elapsed, after which 

macrophage functionality was either enabled (represented as M1+ or M2+) or disabled 

(M1- or M2-). Total and localized drug concentrations for MSV-nab-PTX and nab-PTX 

for the (M1- M2-) case are compared in Figure 19, highlighting the therapeutic effect of 

the drug transport and delivery by macrophages into the tumor tissue. 
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Figure 19 Simulated drug delivery to a single BCLM with the 3D model. Delivery 

was compared between free nab-PTX and release from macrophages following 

MSV-nab-PTX administration. (A) Concentrations in total domain (tumor and 

surroundings). (B) Concentrations within tumor (tissue is defined by 𝜙𝑉 ≥ 0.05). For 

easier comparison, the concentrations are normalized to the peak concentration of nab-

PTX. While less at peak compared to free nab-PTX, release of drug from macrophages 

encapsulating MSV-nab-PTX maintained a concentration >50% for >1.5 days longer. 

Slight perturbations in curves in (B) reflect tumor size changes during the drug exposure. 

 

In Figure 19A, the drug released from M1 and M2 macrophages following 

simulated intravenously administered MSV-nab-PTX administration peaked at 92.5% 

compared to that of free nab-PTX. While the nab-PTX peaked immediately after 

intravenous injection, the drug released from macrophages-encapsulated MSV-nab-PTX 

peaked at 1.2 days. In this case, the drug reached half concentration in 2.5 days after 
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initial administration, which occurred 1.7 days after the drug’s half-life had been reached 

via nab-PTX injection. The delay induced by the macrophages acting as the drug source 

increases the drug exposure by extending the overall therapeutic window. The results are 

consistent with drug release profiles previously obtained by the 2D model in [57], where 

macrophage-encapsulated MSV-nab-PTX significantly prolonged the drug release 

compared to bolus nab-PTX. Within the tumor, drug release associated with macrophages 

yielded 58% higher concentration relative to free nab-PTX (Figure 19B). As shown in 

[57], uptake of MSV-nab-PTX by macrophages maintains a higher localized intra-

tumoral concentration of drug for a longer duration than free drug. 

 

Next, different combinations of activated macrophages were simulated in silico in 

combination with treatment. As reported in [59], simulations without treatment 

(“control”) were calibrated to a 1.0:1.8 M1:M2 ratio to match untreated BCLM 

macrophage distribution and to a 1.2:1.0 M1:M2 ratio when treated with MSV-nab-PTX. 

As expected, untreated cases grew unbounded (Figure 20). By 40 hours, the (M1- M2-) 

baseline case reached 122% initial radius, while M1 by itself (M1+) attenuated, but did 

not eliminate, tumor growth, leading to 115% initial radius within this timeframe. Tumor 

radius is defined as the radius of a spherical tumor whose volume is the sum of 𝜙𝑉 across 

the domain. Release of growth factors 𝐹𝑀2 by M2 in the M2-only (M2+) case increased 

tumor radius to 146% by 40 hours. The effect of 𝐹𝑀2 outweighed the cytotoxic effect of 

M1 in the M1+ M2+ case, with the tumor reaching 137% initial radius during this time. 
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Figure 20 Simulations of treatment for a single BCLM lesion with the 3D model. 

Tumor radius is shown as percent of initial size at start of treatment (t=0), as a 

function of macrophage (functionality (M1 and M2, either anti-tumorigenic or pro-

tumorigenic, respectively). “Control” cases are untreated, highlighting the macrophage 

effects. Treatment with free nab-PTX (red line) was insufficiently localized at the tumor 

to achieve a significant response compared to drug delivery by macrophages 

encapsulating MSV-nab-PTX. 

 

All cases with MSV-nab-PTX treatment showed a decrease in tumor radius 

(Figure 20). MSV-nab-PTX without effects from macrophages (M1- & M2-) decreased 

tumor radius by 14% after 55 hours. Activation of M1 (M1+) decreased tumor radius by 

an additional 14% after 62 hours. By favoring tumor proliferation and growth, thereby 

increasing its susceptibility to cell-cycling drugs such as PTX, M2 activation (M2+) 

lowered tumor radius to 20% of initial by 53 hours. The combination of M1 and M2 
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effects (M1+ & M2+) in tandem with MSV-nab-PTX achieved the smallest tumor radius 

(68% of initial after 60 hours). These results are consistent with the previous 2D model 

results [59], as confirmed in vivo [60]. Figure 20 further shows that there is minimal 

effect from free nab-PTX. 

4.3.2 Simulation of Multiple BCLM 

To explore tumor burden with the clinically-relevant scenario of multiple BCLM, 

we evaluated BCLM in mouse liver lobes (Figure 21A-C). It can be seen that 

macrophages distribute evenly in the unaffected mouse livers (Figure 21E), while 

concentrating in the periphery of the tumor lesions (Figure 21D). The mouse model is 

consistent with human BCLM, as shown by the multiple lesions clearly visible in patient 

liver core biopsies (Figure 21F). The mouse experimental samples were used to measure 

diameters for simulations of multiple BCLM, as described in 4.5 Supplementary 

Material. To establish a range of possible tumor densities for the simulations, tumor sizes 

observed experimentally were quantified across three mouse liver lobe slides and 

aggregated to represent the distribution of sizes found therein. It was assumed that the 

liver is isotropic; hence, the frequencies of tumor diameters and mean tumor density 

measured from liver lobe slices were considered representative of the entire mouse liver 

lobe.  
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Figure 21 BCLM observations in vivo. (A-C) H&E stained mouse liver lobes with 

multiple BCLM lesions (black arrows) used for in silico model calibration. (D) 

Fluorescently stained mouse liver lobes with BCLM (white arrows) at D10 and (E) 

control/healthy liver; blue – DAPI (cellular nuclei); red – F4/80 (macrophage). (F) 

Representative human BCLM metastasis biopsy cores stained with H&E, showing 

multiple lesions (black arrows). 

 

In the 3D model, the multiple BCLM were simulated to grow within a 

3.8x3.8x3.8 mm3 region of mouse liver lobe tissue centered within a 4.3x4.3x4.3 mm3 

domain. Tumors were first grown from “seeds” of varying sizes (Figure 25) for 6.8 

simulated days, with the results in Figure 22. MSV-nab-PTX treatment was then 

simulated immediately following the growth phase. Figure 23 shows the treatment 

response after 24 and 48 hours, showing a noticeable effect on all metastases by 24 hours, 

and eliminating regions with lower tumor tissue density. However, by 48 hours, deeper 
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and denser portions of the metastases had survived the single therapeutic administration 

(Figure 23B). 

 

 

Figure 22 Simulation of multiple BCLM growth with the 3D model. (A) In silico 

mouse liver lobe with multiple metastases and (B) octant containing 64 metastases of 

assorted diameters at initial seeding and after6.8 days of growth. Cubed region 

highlighted in A is magnified in B. Tumor tissue is defined as 𝜙𝑉 ≥ 0.05. 
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Figure 23 Treatment response of multiple BCLM to macrophage-delivered MSV-

nab-PTX simulated by the 3D model. (A) In silico mouse liver lobe with multiple 

metastases and (B) octant containing 64 metastases of assorted diameters 24 hours and 48 

hours after simulated administration of MSV-nab-PTX. Cubed region highlighted in A is 

magnified in B, showing viable tumor tissue surviving the single treatment. Tumor tissue 

is defined as 𝜙𝑉 ≥ 0.05. 
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4.3.3 Simulation of Repeated Treatment for Multiple BCLM 

To evaluate whether repeated MSV-nab-PTX administration could eradicate 

multiple BCLM, treatments were simulated in 1- through 7-day intervals. Peak %tumor 

burden after each treatment is shown in Figure 24. Tumor burden was defined as the 

mass of all tumor tissue where 𝜙𝑉 ≥ 0.05. Treatment at 1-, 2-, 3-, and 4-day intervals 

effectively eradicated the tumor burden by 14 days after start of therapy. In contrast, 5-

day intervals decreased tumor burden to <20% of initial burden by 11 days. This is 

consistent with the response of multiple BCLM previously observed in mice with MSV-

nab-PTX administered in 5-day intervals [58]. A 6-day interval was less effective at 

controlling tumor growth, peaking at 79% of initial burden by 12 days, and falling to 11% 

of initial burden by 14 days. In comparison, a 7-day interval proved ineffective, with 

tumor burden fully recovering within the treatment interval. This indicates that with the 

given parameter set based on the multiple BCLM mouse model, MSV-nab-PTX treatment 

intervals exceeding 6 days would be ineffective in controlling the overall BCLM burden. 
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Figure 24 Response of multiple BCLM to repeated treatments with macrophage-

delivered MSV-nab-PTX simulated by the 3D model. Effect on tumor burden is shown 

with differing schedules of MSV-nab-PTX therapy based on 1st treatment at Day 0 

followed by additional treatments every 1, 2, 3, 4, 5, 6, or 7 days. Increasing the time 

duration between treatments reduces overall BCLM response, with 1-day, 2-day, 3-day, 4-

day, intervals effectively eradicating tumor growth, a 5-day interval eliciting strong tumor 

response, a 6-day interval curtailing growth, and a 7-day interval failing to control 

growth. All treatments were simulated with the same initial condition. 

 

4.4 Discussion 

The liver is a common destination for metastatic spread of tumors from various 

origins. Liver cancers represent the second leading cause of global cancer-related 

mortality [284] with more than 700,000 annual deaths. Secondary liver cancers are much 

more frequent than primary, and breast cancer represents one of the most frequent 

malignancies that metastasize to the liver, especially for young women [279]. The main 



148 

reasons for the high mortality are the presence of multiple liver lesions that are 

unresectable and the lack of therapeutic efficacy of agents commonly used for targeting 

primary tumors [239]. In previous work [58], we have found that hypo-vascularization of 

BCLM [26] plays a major role in the inefficiency of systemically administered 

therapeutic agents. We also proposed a strategy to overcome this obstacle by targeting 

macrophages surrounding BCLM with mesoporous silicon nanovector associated 

nanoalbumin paclitaxel (MSV-nab-PTX) to retain drug in the TME [58], and evaluated 

the therapeutic responses in silico considering a single lesion in the liver [57, 59, 60].  

 

To more realistically evaluate multiple BCLM progression and therapeutic 

response, this study evaluates macrophage-delivered MSV-nab-PTX with a 3D 

continuum mixture model solved via distributed computing to enable simulation of 

multiple BCLM. Single metastasis results were consistent with our previous in silico [59] 

and in vivo [60] findings. The 3D computational model was calibrated to multiple BCLM 

sizes and distribution experimentally observed in mouse liver lobes in vivo and consistent 

with human BCLM metastasis biopsy cores. The results provide an upper bound for 

intervals between repeated treatments to eradicate overall tumor burden. The results 

demonstrate successful in silico replication of multiple BCLM found in vivo and illustrate 

the potential of the model as a platform to investigate the effectiveness of therapeutics 

and dosing regimens targeting macrophage-associated BCLM.  

 

The tumor simulations in this study used a homogenous parameter set that 

describes a replacement growth pattern, which is hallmarked by low neovascularization, 
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absence of a desmoplastic rim surrounding the tumor, and resistance to angiogenic drug 

delivery [285, 286]. This is consistent with clinical BCLM histology: 43 out of 45 (96%) 

BCLM samples in [26] and 16 out of 17 (94%) BCLM in [285] were shown to have a 

replacement growth pattern, including in samples collected from autopsies, highlighting 

the importance of evaluating targeted therapeutic approaches in BCLM in order to 

maximize positive outcomes. Further, the simulated solid phase pressures perturb the 

growth of the multiple metastases, causing particular BCLM to diverge from a spherical 

shape and potentially affecting their treatment response. These deviations in the local 

tumor microenvironment reflect potential conditions in vivo, in which tumors grow by 

displacing normal tissue due to locally raised anisotropic solid stresses [287, 288].  

 

The model presented here has several limitations, including a simplified 

representation of tumor biology and associated cellular-stroma interactions. In particular, 

the model calibration was performed using data from BCLM in mice; although a mouse 

model of BCLM is considered to adequately represent the human disease [58], it presents 

characteristics that may not translate to the human condition. Further, measuring sizes 

and distinguishing individual tumors in a multi-metastases continuum simulation remains 

an ongoing challenge due to interactions of different tumors in the domain and the 

parallelization employed to compute simulation results. Moreover, the area calculations 

assumed each mouse lobe metastasis was circular and that metastatic distribution was 

isotropic. Because tumor shapes are amorphous [288], a deeper analysis of metastasis 

density across a broader BCLM cohort is required. 
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Because macrophages migrate along chemokine concentration gradients, future 

work could explore the effects on therapeutic efficacy of gradient variation due to ECM 

and other TME conditions [224]. Additional factors that affect therapeutic resistance 

(e.g., the immune environment) could also be introduced into the model. Transitioning 

the model to calibrate with clinical data will require parameter tuning and reevaluation of 

BCLM sizes and distributions relevant to human patients. For example, the model could 

be calibrated to clinical BCLM based on the number and size of lesions obtained with 

standard imaging analysis techniques. Future work will also require calibrating the model 

drug effect to clinical results. 

 

In summary, the multiple metastasis 3D model presented in this study provides a 

proof-of-concept for the evaluation of therapy for multiple BCLM. The study focuses on 

the physiological resistance of chemotherapeutics in BCLM, based on the transport 

impairment in liver tumor lesions, and how this resistance can be overcome by targeting 

macrophages in the tumor microenvironment. This work moves further towards realistic 

representation of BCLM, with the ultimate goal of personalized evaluation of metastatic 

cancer. We envision that the proposed approach will longer term enable design of 

efficient therapy regimens to eradicate BCLM. 

4.5 Supplementary Material 

4.5.1 Mathematical Model 

Equation 4.5.1 through Equation 4.5.20 represent the key equations in non-

dimensionalized form of the tumor model, based upon the formulation in [82, 83, 289]: 
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𝜕𝜙𝑉
𝜕𝑡

+ ∇ ∙ (𝜙𝑉𝒖𝛼) = 𝑀∇ ∙ (𝜙𝑉∇𝜇𝑇) + 𝑆𝑉 
Equation 

4.5.1 

𝜇𝑇 =
𝜕𝐹𝑏
𝜕𝜙𝑇

− 𝜖𝑇
2 ∙ ∇2𝜙𝑇 − 𝜖𝑇𝐸

2 ∙ ∇2𝜙𝐸 − 𝜖𝑇𝐺
2 ∙ ∇2𝜙𝐺 

Equation 

4.5.2 

𝜇𝐸 =
𝜕𝐹𝑏
𝜕𝜙𝐸

+
𝜕𝒲

𝜕𝜙𝐸
− 𝜖𝐸

2 ∙ ∇2𝜙𝐸 − 𝜖𝑇𝐸
2 ∙ ∇2𝜙𝐸 − 𝜖𝐸𝐺

2 ∙ ∇2𝜙𝐺  
Equation 

4.5.3 

𝜕𝒲

𝜕𝜙𝐸
= 𝜖𝑒 ∙ [6𝜙𝐸(1 − 𝜙𝐸)] ∙ ∑ [

1

2
∙ (ℰ𝑇)𝑖𝑗 ∙ 𝕋𝑖𝑗

∗ − (ℰ𝑇
∗)𝑖𝑗 ∙ 𝕋𝑖𝑗]

3

𝑖,𝑗=1

 
Equation 

4.5.4 

𝕋𝑖𝑗
∗ = 2 ∙ (1 − 𝐿2

𝐶) ∙ (ℰ𝑇)𝑖𝑗 + (𝐿1
𝐸 − 𝐿1

𝐶) ∙ 𝛿𝑖𝑗 ∙ ∑(ℰ𝑇)𝑘𝑘

3

𝑘=1

 
Equation 

4.5.5 

𝕋𝑖𝑗 = 2 ∙ 𝐿2 ∙ (ℰ𝑇)𝑖𝑗 + 𝐿1 ∙ 𝛿𝑖𝑗 ∙∑(ℰ𝑇)𝑠𝑠

3

𝑠=1

 
Equation 

4.5.6 

(ℰ𝑇)𝑖𝑗 = ℰ𝑖𝑗 − ℰ𝑖𝑗
∗  

Equation 

4.5.7 

ℰ𝑖𝑗
∗ = 𝑄3(𝜙𝐸) ∙ (ℰ𝑇

∗)𝑖𝑗 + (ℰ𝐶
∗)𝑖𝑗  

Equation 

4.5.8 

(ℰ𝑇
∗)𝑖𝑗 = (ℰ𝐸

∗)𝑖𝑗 − (ℰ𝐶
∗)𝑖𝑗  

Equation 

4.5.9 

ℰ𝑖𝑗 =
1

2
∙ (
𝜕𝑢𝑖

𝑑

𝜕𝑥𝑗
+
𝜕𝑢𝑗

𝑑

𝜕𝑥𝑖
) 

Equation 

4.5.10 

𝐿𝑖 = 𝑄3(𝜙𝐸) ∙ (𝐿𝑖
𝐸 − 𝐿𝑖

𝐶) + 𝐿𝑖
𝐶 , 𝑖 = 1,2 

Equation 

4.5.11 

𝑄3(𝑥) = 𝑥
2 ∙ (3 − 2𝑥) 

Equation 

4.5.12 

∇ ∙ [𝑘𝛼 ∙ (∇𝑝 −
𝛾𝑇
𝜖𝑇
𝜇𝑇∇𝜙𝑇 −

𝛾𝐸
𝜖𝐸
𝜇𝐸∇𝜙𝐸 −

𝛾𝐺
𝜖𝐺
∙∑ �̃�𝑖∇�̃�𝑖
𝑖∈𝐺

] =

−(𝑆𝑉 + 𝑆𝐷 + 𝑆𝐸 +∑𝑆𝑖
𝑖∈𝐺

)

 
Equation 

4.5.13 

�̃�𝛼 = �̃�𝛼 ∙ (∇�̃� −
�̃�𝑇
𝜖̃𝑇
∙ �̃�𝑇∇�̃�𝑇 −

�̃�𝐸
𝜖�̃�
∙ 𝜇𝐸∇�̃�𝐸 −

�̃�𝐺
𝜖�̃�
∙∑ �̃�𝑖∇�̃�𝑖
𝑖∈𝐺

) 
Equation 

4.5.14 

∇ ∙ (𝐷𝑛∇𝑛) + 𝑘𝑛1𝑛𝐶 − (𝑘𝑛1 + 𝑘𝑛2) ∙ 𝑛 = 0 
Equation 

4.5.15 
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∇ ∙ (𝐷𝑡𝑔𝑓∇(𝑡𝑔𝑓)) + 𝜆𝑡𝑔𝑓 − (𝜆𝑡𝑔𝑓 + 𝜆𝑑𝑒,𝑡𝑔𝑓 + 𝜆𝑈,𝑡𝑔𝑓) ∙ 𝑡𝑔𝑓 = 0 
Equation 

4.5.16 

∇ ∙ (𝐷𝑡𝑎𝑓∇(𝑡𝑎𝑓)) + 𝜆𝑡𝑎𝑓 − (𝜆𝑡𝑎𝑓 + 𝜆𝑑𝑒,𝑡𝑎𝑓 + 𝜆𝑈,𝑡𝑎𝑓) ∙ 𝑡𝑎𝑓 = 0 
Equation 

4.5.17 

𝜕𝑚

𝜕𝑡
= ∇ ∙ (𝐷𝑚∇𝑚) + 𝑆𝑚 

Equation 

4.5.18 

𝜕𝐵𝑛
𝐸

𝜕𝑡
+ ∇ ∙ (𝐵𝑛

𝐸𝑢𝐸) = −∇ ∙ 𝑱𝐵𝑛𝐸 + 𝑆𝐵𝑛𝐸  
Equation 

4.5.19 

𝜕𝐿𝑛
𝐸

𝜕𝑡
+ ∇ ∙ (𝐿𝑛

𝐸𝑢𝐸) = −∇ ∙ 𝑱𝐿𝑛𝐸 + 𝑆𝐿𝑛𝐸  
Equation 

4.5.20 

Values of the terms in Equation 4.5.1 through Equation 4.5.20 are given in Table 

30 and Table 31. 

 

Dependent 

Variable 
Biological Representation Scaling Factor 

𝜙𝑉 Viable tumor volume fraction 
�̃�𝛼 (fixed solid volume 

fraction) 

𝜙𝐸  ECM volume fraction �̃�𝛼  

𝜙𝐻 Healthy host cells volume fraction �̃�𝛼 

𝑢𝛼 Solid mass velocity 
ℒ

𝒯
 

𝑢𝐸  ECM Velocity within ECM 
ℒ

𝒯
 

𝜇𝑇 Tumor cell potential 𝐸𝑎
∗ 

𝜇𝐸  ECM potential 𝐸𝑎
∗ 

𝑢𝑑 Displacement vector ℒ 

𝑝 Solid phase tumor cell pressure 𝒫 

𝑛 Concentration of oxygen �̃�∞ 

𝑡𝑔𝑓 Tumor growth factors concentration 𝑡𝑔𝑓𝑠𝑎𝑡 
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𝑡𝑎𝑓 Tumor angiogenic factors concentration 𝑡𝑎𝑓𝑠𝑎𝑡 

𝑚 Concentration of matrix degrading enzymes 𝑚𝑠𝑎𝑡 

𝐵𝑛
𝐸  New blood vessels �̃�𝑚𝑎𝑥 

𝐿𝑛
𝐸  New lymphatic vessels �̃�𝑚𝑎𝑥 

Table 30 Dependent variables in Equation 4.5.1 through Equation 4.5.20, following 

the model in [82]. 

 

Parameter Biological Representation 
Parameter 

Definition 

Non-

dimensionalization 

𝑀𝑖 Mobility of cell species 𝑖 

[82] 

ℳ 

𝑆𝑉 Viable tumor cell source 

�̃�𝛼 ∙ 𝒯 𝑆𝐷 Dead/necrotic tumor cell source 

𝑆𝐸  ECM source term 

𝑆𝐵𝑛𝐸  Blood cell source term �̃�𝑚𝑎𝑥 ∙ 𝒯 

𝒲 Elastic energy of ECM �̃�𝛼 ∙ 𝐸𝑎
∗ 

𝐿1
𝐸  & 𝐿2

𝐸  Lamé constants for ECM components 𝐿2
𝐸  & 𝐿2

𝐸  

𝐿1
𝐶  & 𝐿2

𝐶  Lamé constants for cell components 𝐿2
𝐸  & 𝐿2

𝐸  

𝜖𝐸  Interaction strength of ECM with itself 𝜖 ̿

𝜖𝑇 Interaction strength of tumor mass with itself 𝜖 ̿

𝜖𝑒 Strain energy coefficient 𝜖�̿� 

𝛾𝑇 Tumor cell self-adhesion parameter 

𝛾𝑇

=
𝜖𝑇 ∙ �̃�𝛼 ∙ √�̃�𝛼 ∙ 𝐸𝑎

∗

ℒ ∙ 𝒫
 

𝛾𝐸  ECM self-adhesion parameter 

𝛾𝐸

=
𝜖𝐸 ∙ �̃�𝛼 ∙ √�̃�𝛼 ∙ 𝐸𝑎

∗

ℒ ∙ 𝒫
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𝜖𝐺  Interaction strength for immune species 

[289] 

𝜖 ̿

𝛾𝐺  Cell adhesion for immune species 

𝛾𝐺

=
𝜖𝐺 ∙ �̃�𝛼 ∙ √�̃�𝛼 ∙ 𝐸𝑎

∗

ℒ ∙ 𝒫
 

𝜖𝜎𝜏 Interaction strength between species 𝜎 and 𝜏 [82, 289] 𝜖 ̿

ℰ Infinitesimal strain 

[83] 

ℰ̿ 

ℰ𝐸
∗  Eigenstrain tensor for ECM ℰ̿ 

ℰ𝐶
∗  Eigenstrain tensor for cells ℰ̿ 

𝑘𝑛1 
Oxygen rate constants 

𝜆𝑈,𝑉,𝑛 

𝑘𝑛2 𝜆𝑈,𝑉,𝑛 

𝐷𝑛 Diffusivity of oxygen in tumor 

[82] 

𝐷𝑛,𝑇 

𝑘𝛼 Motility of the solid phase �̿�𝛼 

𝐷𝑡𝑔𝑓 Diffusivity of tumor growth factors 𝐷𝑛,𝑇 

𝐷𝑡𝑔𝑓 Diffusivity of tumor angiogenic factors 𝐷𝑛,𝑇 

𝜆𝑡𝑔𝑓 Tumor growth factor rate constant 𝜆𝑈,𝑉,𝑛 

𝜆𝑑𝑒,𝑡𝑔𝑓 Degradation rate constant for tumor growth factors 𝜆𝑈,𝑉,𝑛 

𝜆𝑈,𝑡𝑔𝑓 Total uptake rate constant for tumor growth factors 

by tumor 
𝜆𝑈,𝑉,𝑛 

𝑱𝜎𝑛𝐸  Vasculature diffusive flux for 𝜎 ∈ {𝐵, 𝐿} �̃�𝑚𝑎𝑥 ∙ 𝒯 

Table 31 Parameters in Equation 4.5.1 through Equation 4.5.20, following the model 

in [82, 83, 289]. Parameters values for this study are as in [82] and [289]. 

 

Table 32 summarizes the non-dimensionalization parameters. 
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Non-

dimensionalization 

parameter 

Description 

Definition or 

Assigned 

Value 

�̃�𝛼 Fixed solid volume fraction 0.8 

𝐸𝑎
∗ Energy scale for adhesion 0.001 

𝐸𝑒
∗ Energy scale for ECM elastic effects 0.001 

�̿�𝛼 
Characteristic motility of the solid phase 

(cells) 
1.0 

ℒ Characteristic length √
𝐷𝑇,𝑛
𝜆𝑈,𝑉,𝑛

 

𝒯 Characteristic time 
1

𝜆𝑀,𝑉
 

𝒫 Characteristic pressure 
ℒ2

�̿�𝛼 ∙ 𝒯
 

ℳ Characteristic mobility 
ℒ2

𝒯𝐸𝑎
∗
 

𝜖 ̿ Characteristic interaction strength ℒ ∙ √
𝐸𝑎
∗

�̃�𝛼
 

ℰ̿ Characteristic strain √
𝐸𝑎
∗ ∙ �̃�𝛼

𝐸𝑒
∗ ∙ 𝜖 ̿ ∙ 𝐿2

𝐸 

Table 32 List of non-dimensionalization parameters used in Table 30 and Table 31, 

following the model in [82]. 

 

𝐺 denotes the set of all simulated immune species in Equation 4.5.2 and Equation 

4.5.3, while 𝛿𝑚𝑛 in Equation 4.5.5 and Equation 4.5.6 is defined as: 

 𝛿𝑚𝑛 = {
0,𝑚 ≠ 𝑛
1,𝑚 = 𝑛

. 

In this study, only monocytes and macrophages are simulated. Hence, it is 

assumed that other immune species negligibly contribute to the TME. Thus, 𝐺 =

{𝑀0, 𝑀1, 𝑀2}. 



156 

Differentiation of monocytes is accounted for in the rate terms 𝑟𝑑𝑖𝑓𝑓|𝑀1 and 

𝑟𝑑𝑖𝑓𝑓|𝑀2 for M1 and M2, respectively: 

𝑟𝑑𝑖𝑓𝑓|𝑀1 = 𝜆𝑑𝑖𝑓𝑓|𝑀0 ∙ 𝒜𝑑𝑖𝑓𝑓|𝑀1 ∙𝒜𝑑𝑖𝑓𝑓|𝑀0 ∙ 𝜙𝑀0  
Equation 

4.5.21 

𝑟𝑑𝑖𝑓𝑓|𝑀2 = 𝜆𝑑𝑖𝑓𝑓|𝑀0 ∙ 𝒜𝑑𝑖𝑓𝑓|𝑀2 ∙ 𝒜𝑑𝑖𝑓𝑓|𝑀0 ∙  𝜙𝑀0  
Equation 

4.5.22 

𝒜𝑑𝑖𝑓𝑓|𝑀1 = 1 − 𝐹𝑃 
Equation 

4.5.23 

𝒜𝑑𝑖𝑓𝑓|𝑀2 = 𝐹𝑃 
Equation 

4.5.24 

where differentiation occurs at a rate 𝜆𝑑𝑖𝑓𝑓|𝑀0, and 𝐹𝑃 is the probability of the 

𝑀0 → 𝑀2 differentiation event bounded in the closed interval [0,1] defined as: 

𝐹𝑃 = (ℱ𝑇𝐻2|𝑀2 𝑑𝑖𝑓𝑓 ∙ 𝒜𝐼|𝑇𝐻2 ∙ 𝑄3 (
𝜙𝑇𝐻2
𝜙𝐺𝐺

)

+ ℱ𝑇𝐻1|𝑀1 𝑑𝑖𝑓𝑓 ∙ (1 −𝒜𝐼|𝑇𝐻1 ∙ 𝑄3 (
𝜙𝑇𝐻1
𝜙𝐺𝐺

)))

∙
1

ℱ𝑇𝐻2|𝑀2 𝑑𝑖𝑓𝑓 + ℱ𝑇𝐻1|𝑀1 𝑑𝑖𝑓𝑓
 + ℱ𝐹𝑏𝑖𝑎𝑠 

Equation 

4.5.25 

where 𝜙𝐺𝐺 is the saturation volume fraction for immune species interactions. 

Interactions between macrophages and helper T-cells are neglected in this study. Thus, 

𝜙𝑇𝐻1 = 𝜙𝑇𝐻2 = 0. Therefore, Equation 4.5.25 simplifies to 𝐹𝑃 = ℱ𝐹𝑏𝑖𝑎𝑠, where ℱ𝐹𝑏𝑖𝑎𝑠 is 

a constant dimensionless parameter representing the probability of the 𝑀0 → 𝑀2 event. 

4.5.2 Formulation for BCLM 

We expand the 3D model described above with the capability to simulate a 

chemotherapeutic regimen as well as the release of growth factors by M2 macrophages. 

Pertinent model variables are summarized in Table 33. 

 

Variable  Description 
Non-dimensionalization 

Factor 
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𝜙𝑀1 Volume fraction of M1 �̃�𝛼 

𝜙𝑀2 Volume fraction of M2 �̃�𝛼 

𝐷𝑃 Simulated drug concentration �̅�𝑝 

𝐹𝑀2 
Tumor growth factors 

released by M2  
(𝐹𝑀2)𝑠𝑎𝑡 

Table 33 Model variables pertinent to BCLM in this study. 

 

As in [65], tumor hypoxia is adjusted by shifting the hypoxic threshold 𝑛ℎ using 

M2-released growth factors, denoted as 𝐹𝑀2. Factor 𝐹𝑀2 is assumed to represent proteins, 

following diffusion gradients in a manner akin to tumor growth factors (TGF) using a 

quasi-steady state equation as described in Equation 4.5.16: 

∇ ∙ (𝐷𝐹𝑀2 ∙ ∇𝐹𝑀2) + (𝐹𝑀2)𝑠𝑎𝑡 ∙ 𝜆𝐹𝑀2 − (𝜆𝐹𝑀2 + 𝜆𝑑𝑒,𝐹𝑀2 + 𝜆𝑈,𝐹𝑀2) ∙ 𝐹𝑀2 = 0 
Equation 

4.5.26 

𝜆𝐹𝑀2 = 𝜆𝑀2,𝐹𝑀2 ∙ 𝒜𝑀2,𝐹𝑀2 
Equation 

4.5.27 

𝒜𝑀2,𝐹𝑀2 = 𝒜𝐼|𝑀2 ∙ 𝑄3 (
𝜙𝑀2
𝜙𝐺𝐺

) 
Equation 

4.5.28 

𝜆𝑈,𝐹𝑀2 = 𝜆𝑈,𝐹𝑀2,𝑉 ∙
𝜙𝑉

�̃�𝛼
 

Equation 

4.5.29 

where the effective diffusivity and rate of production, degradation, and uptake of 

𝐹𝑀2 are 𝐷𝐹𝑀2 , 𝜆𝐹𝑀2, 𝜆𝑑𝑒,𝐹𝑀2, and 𝜆𝑈,𝐹𝑀2, respectively. The saturation concentration of 

𝐹𝑀2 is (𝐹𝑀2)𝑠𝑎𝑡, 𝒜𝐼|𝑀2 is the interaction strength of 𝑀2, and 𝜙𝐺𝐺 is the saturation volume 

fraction for immune model interactions. M2 produce 𝐹𝑀2 at a rate 𝜆𝑀2,𝐹𝑀2, and tumors 

uptake 𝐹𝑀2 at a rate 𝜆𝑈,𝐹𝑀2,𝑉. Adjusting 𝜙𝐺𝐺 allows for M2 to produce 𝐹𝑀2 with discrete-

like behavior akin to [57]; a full continuum effect can be achieved using 𝜙𝐺𝐺 to the total 

solid volume fraction �̃�𝛼 as defined in [289]. 𝐷𝐹𝑀2 is computed using the effective 

diffusivity formula from [82]: 
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𝐷𝐹𝑀2 = 𝐷𝐹𝑀2,𝐸 ∙ 𝑄3 (
𝜙𝐸

�̃�𝛼
) + 𝐷𝐹𝑀2,𝐶 ∙ [1 − 𝑄3 (

𝜙𝐸

�̃�𝛼
)] 

Equation 

4.5.30 

𝐷𝐹𝑀2,𝐶 = 𝐷𝐹𝑀2,𝑇 ∙ 𝑄3 (
𝜙𝑇
𝜙𝐶
) + 𝐷𝐹𝑀2,𝐻 ∙ (1 − 𝑄3 (

𝜙𝑇
𝜙𝐶
)) 

Equation 

4.5.31 

 

where the diffusivity of 𝐹𝑀2 in ECM, tumor, and host regions is 𝐷𝐹𝑀2,𝐸, 𝐷𝐹𝑀2,𝑇, 

and 𝐷𝐹𝑀2,𝐻, respectively. Like the model in [65], 𝐹𝑀2 affects the tumor by adjusting the 

mitotic rate of proliferative tissue via adjustment factor 𝒜𝑀,𝑉: 

𝒜𝑀,𝑉

=

{
  
 

  
 
𝑛

𝑛∞
∙ (1 + ℱ𝑡𝑔𝑓,𝑉

𝑀 ∙
𝑡𝑔𝑓

𝑡𝑔𝑓𝑠𝑎𝑡
+ ℱ𝐹𝑀2,𝑉

𝑀 ∙
𝐹𝑀2

(𝐹𝑀2)𝑠𝑎𝑡
) ,

 𝑛

𝑛∞
≥ (

𝑛ℎ
𝑛∞

− 𝑛𝐹𝑀2,𝑉)

0,
 𝑛𝑣,𝑉
𝑛∞

≤
𝑛

𝑛∞
<

𝑛

𝑛∞
− (

𝑛ℎ
𝑛∞

− 𝑛𝐹𝑀2,𝑉)

0 ,
𝑛

𝑛∞
<
𝑛𝑣,𝑉
𝑛∞

 
Equation 

4.5.32 

𝑛𝐹𝑀2,𝑉 = {
ℱ𝐹𝑀2,𝑉
𝑛ℎ ∙

𝐹𝑀2
(𝐹𝑀2)𝑠𝑎𝑡

, 𝐹𝑀2 < (𝐹𝑀2)𝑠𝑎𝑡

ℱ𝐹𝑀2,𝑉
𝑛ℎ , 𝐹𝑀2 ≥ (𝐹𝑀2)𝑠𝑎𝑡

 
Equation 

4.5.33 

 

where 𝐹𝑀2 saturates at a concentration (𝐹𝑀2)𝑠𝑎𝑡, 𝑛∞ is the far-field concentration 

of oxygen, 𝑛𝑛,𝑉 is the oxygen viability threshold for 𝜙𝑉, and ℱ𝐹𝑀2,𝑉
𝑛ℎ  and ℱ𝐹𝑀2,𝑉

𝑀  are the 

effective factors for 𝐹𝑀2’s effect on 𝑛ℎ and the mitotic rate of 𝜙𝑉, respectively [65]. 

 

Macrophages have been shown to penetrate breast cancer spheroids and 

congregate within deeper portions of the tumor mass while stopping short of spheroid 

centers [59]. This behavior is replicated in this model by adjusting macrophage 

chemotaxis in proportion to tumor volume fraction 𝜙𝑉: 
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𝜇𝜎 + 𝜖𝑇𝐺
2 ∙ 𝛻2𝜙𝑇 + 𝜖𝐺

2 ∙ 𝛻2𝜙𝐺 + 𝜖𝐸𝐺
2 ∙ 𝛻2𝜙𝐸

= −𝜒𝜎,𝑐ℎ𝑒 ∙ 𝒜𝑋𝐺,𝑐ℎ𝑒 ∙ 𝑐ℎ𝑒 − 𝜒𝜎,𝑡𝑔𝑓 ∙ 𝒜𝑋𝐺,𝑡𝑔𝑓
∙ 𝑡𝑔𝑓 − 𝜒𝜎,𝑡𝑎𝑓

∙ 𝒜𝑋𝐺,𝑡𝑎𝑓
∙ 𝑡𝑎𝑓 

Equation 

4.5.34 

𝒜𝑋𝐺,𝜍 = 𝑄3 (1 − ℱ𝐻𝑎𝑙𝑡𝐺|𝑉,𝜍 ∙
𝜙𝑉

�̃�𝛼
) 

Equation 

4.5.35 

 

where 𝜎 ∈ 𝐺, ℱ𝐻𝑎𝑙𝑡𝐺|𝑉,𝜍 is a dimensionless factor representing the effect of 𝜙𝑉 to 

mitigate macrophage chemotaxis, and 𝜍 = {𝑐ℎ𝑒, 𝑡𝑔𝑓, 𝑡𝑎𝑓}. 

 

Here, a generic cytotoxic drug 𝐷𝑃 is introduced. This drug simulates the nab-PTX 

mechanism of action by selectively affecting proliferating tumor tissue [290]. For MSV-

nab-PTX this model simulates drug release from both M1 and M2 that differentiate in the 

tumor domain from monocytes Mo. Equation 4.5.37 through Equation 5.2.39, adapted 

from [237, 291], simulate both extravasation of nab-PTX and release of MSV-nab-PTX 

by macrophages while accounting for a transition time in the TME between non-drug to 

drug-releasing macrophages: 

𝜕𝐷𝑃
𝜕𝑡

= ∇ ∙ (𝐷𝐷𝑃 ∙ ∇𝐷𝑃)

+ (𝜆𝑒𝑥𝑡𝑟𝑎𝑣𝑎𝑠𝑎𝑡𝑒,𝐷𝑃 ∙ 𝒜𝑒𝑥𝑡𝑟𝑎𝑣𝑎𝑠𝑎𝑡𝑒,𝐷𝑃 − 𝜆𝑑𝑒𝑐𝑎𝑦,𝐷𝑃
− 𝜆𝑢𝑝𝑡𝑎𝑘𝑒,𝐷𝑃  ) ∙ 𝐷𝑃

+ (𝜆𝐷𝑃,𝑀1 ∙ (1 − 𝑒
−𝜆𝑀1,𝐷𝑃,𝑇𝑢𝑟𝑛𝑜𝑣𝑒𝑟∙𝑡𝑖) ∙

𝜙𝑀1

�̃�𝛼
+ 𝜆𝐷𝑃,𝑀2

∙ (1 − 𝑒−𝜆𝑀2,𝐷𝑃,𝑇𝑢𝑟𝑛𝑜𝑣𝑒𝑟∙𝑡𝑖) ∙
𝜙𝑀2

�̃�𝛼
) ∙ (�̅�𝑃 ∙ 𝑒

−𝛽𝑡 − 𝐷𝑃) 

Equation 

4.5.36 

𝜆𝑢𝑝𝑡𝑎𝑘𝑒,𝐷𝑃

=

{
 
 

 
 𝜆𝐷𝑃,𝑢𝑝𝑡𝑎𝑘𝑒,𝐻 ∙

𝜙𝐻

�̃�𝛼
+ 𝜆𝐷𝑃,𝑢𝑝𝑡𝑎𝑘𝑒,𝑉 ∙

𝜙𝑉

�̃�𝛼
,
𝑛

𝑛∞
≥
𝑛ℎ
𝑛∞

+ ℱ𝑛ℎ,𝑉
𝐹𝑀2 ∙

𝐹𝑀2
(𝐹𝑀2)𝑠𝑎𝑡

≥
𝑛𝑉
𝑛∞

𝜆𝐷𝑃,𝑢𝑝𝑡𝑎𝑘𝑒,𝐻 ∙
𝜙𝐻

�̃�𝛼
, otherwise

 
Equation 

4.5.37 
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𝒜𝑒𝑥𝑡𝑟𝑎𝑣𝑎𝑠𝑎𝑡𝑒,𝐷𝑃 =
𝐵𝑛 + 𝐵𝑝
𝐵𝑚𝑎𝑥

∙ (1 −
𝑝𝛼
𝑝𝑡,𝐵

) ∙ (𝐶𝐷𝑃,𝑡 −
𝐷𝑃
�̅�𝑃
) 

Equation 

4.5.38 

𝐶𝐷𝑃,𝑡 = {
(1 − 𝑒−𝛼1∙(𝑡−𝑡𝑖) ), 𝑡𝑖 ≤  𝑡 < 𝑡𝑓 

(1 − 𝑒−𝛼1(𝑡𝑓−𝑡𝑖)) ∙ 𝑒−𝛼2(𝑡−𝑡𝑓), 𝑡 ≥ 𝑡𝑓
 

Equation 

4.5.39 

where drug 𝐷𝑃 extravasates at a rate 𝜆𝑒𝑥𝑡𝑟𝑎𝑣𝑎𝑠𝑎𝑡𝑒,𝐷𝑃, diffuses with effective 

diffusivity 𝐷𝐷𝑃, decays at a rate 𝜆𝑑𝑒𝑐𝑎𝑦,𝐷𝑃, is released by species 𝜎 ∈ {𝑀1, 𝑀2} at a rate of 

𝜆𝐷𝑃,𝜎, and is taken up by 𝜙𝐻 and proliferating tumor 𝜙𝑉 at a rate of 𝜆𝑢𝑝𝑡𝑎𝑘𝑒,𝐻 and 

𝜆𝑢𝑝𝑡𝑎𝑘𝑒,𝑉, respectively. Like 𝐷𝐹𝑀2, 𝐷𝐷𝑃is computed using Equation 4.5.30 and Equation 

4.5.31 where the diffusivities of 𝐷𝑃 in tumor, ECM, and healthy regions are 𝐷𝐷𝑃,𝑇, 𝐷𝐷𝑃,𝐸, 

and 𝐷𝐷𝑃,𝐻, respectively. For bolus administration, 𝐷𝑃 extravasates from blood pre-

existing (𝐵𝑝) and neo- (𝐵𝑛) vasculature when two conditions are locally met: solid cell 

pressure 𝑝𝛼 is overcome by intravascular pressure 𝑝𝑡,𝐵, above which vasculature is 

considered crushed and no longer functional, and intravascular concentration of the drug, 

𝐶𝐷,𝑡, exceeds the drug’s extravascular concentration, 𝐷𝑃. The release concentration 

profile in vasculature can be tuned through rate constants 𝛼1 and 𝛼2, and start and finish 

times of drug administration, defined as 𝑡𝑖 and 𝑡𝑓, respectively [291]. For bolus 

administration, 𝛼1 ≫ 0. The quantity of PTX inside the macrophages is assumed to decay 

from a nominal concentration �̅�𝑃 at decay rate 𝛽. This model assumes that the proportion 

of drug-releasing macrophages to total macrophage population converges to 1 at an 

exponentially decaying rate defined by 𝜆𝑀1,𝐷𝑃,𝑇𝑢𝑟𝑛𝑜𝑣𝑒𝑟 and 𝜆𝑀2,𝐷𝑃,𝑇𝑢𝑟𝑛𝑜𝑣𝑒𝑟 for M1 and 

M2, respectively. 
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𝐷𝑃 affects the tumor through rate term 𝑟𝐷𝑃,𝑉 affecting source term 𝑆𝑉 from [82] 

and [289], is coupled to the mitotic rate, and, to maintain balance between the mitotic rate 

and the drug’s effect, is proportional to the tumor volume fraction: 

𝑆𝑉 = 𝑟𝑀,𝑉 − 𝑟𝐴,𝑉 − 𝑟𝑁,𝑉 − 𝑟𝐺,𝑉 − 𝑟𝐵,𝑉 − 𝑟𝐿,𝑉 − 𝑟𝑑𝑒,𝑉 − 𝑟𝐷𝑃,𝑉 
Equation 

4.5.40 

𝑟𝐷𝑃,𝑉 = 𝜆𝐷𝑃,𝑉 ∙ 𝒜𝐷𝑃,𝑉 ∙ 𝜙𝑉 
Equation 

4.5.41 

𝒜𝐷𝑃,𝑉 =
𝐷𝑃
�̅�𝑃

∙ 𝒜𝑀,𝑉 
Equation 

4.5.42 

𝑟𝑀,𝑉 = 𝜆𝑀,𝑉 ∙ 𝒜𝑀,𝑉 ∙ 𝜙𝑉 
Equation 

4.5.43 

where 𝜆𝐷𝑃,𝑉 is the rate constant describing the effect of 𝐷𝑃 on 𝜙𝑉 and 𝑟𝑀,𝑉, 𝑟𝐴,𝑉, 

𝑟𝑁,𝑉, 𝑟𝐺,𝑉, 𝑟𝐵,𝑉, 𝑟𝐿,𝑉, and 𝑟𝑑𝑒,𝑉 are the rates of mitosis, apoptosis, necrosis, elimination by 

macrophages, metastatic dissemination through blood and lymph, and autophagic 

degradation, respectively. The mitotic rate 𝑟𝑀,𝑉 is proportional to a constant mitotic rate 

𝜆𝑀,𝑉 and 𝒜𝑀,𝑉. Tumor cells killed by 𝐷𝑃 are assumed to contribute to 𝑆𝐷 via 𝑟𝐷𝑃,𝑉: 

𝑆𝐷 = 𝑟𝐴,𝑉 + 𝑟𝑁,𝑉 − 𝑟𝐿,𝐷 + 𝑟𝐺,𝐷 + 𝑟𝐷𝑃,𝑉 
Equation 

4.5.44 

where 𝑟𝐿,𝐷 is the rate of dead tumor cell lysis and 𝑟𝐺,𝐷 from [289] represents the 

rate at which viable tumor tissue is eliminated by macrophages and the rate at which 

macrophages phagocytize dead tumor tissue. Drug distribution, tumor growth, 

vascularization, nutrient and metabolite production, and macrophage presence and effects 

were simulated in parallel using coupled differential equations and solved using a 

Multigrid algorithm as described in [83, 147, 181]. 
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4.5.3 BCLM Model Non-Dimensionalization 

For each model equation, dependent variables and model parameters were non-

dimensionalized. Non-dimensionalization of Equation 4.5.26 through Equation 4.5.29 

proceeds similarly to non-dimensionalization of TGF given in [82]: 

∇ ∙ (𝐷𝐹𝑀2
̃ ∙∇𝐹𝑀2̃) + 𝜆𝐹𝑀2

̃−(𝜆𝐹𝑀2
̃+𝜆𝑑𝑒,𝐹𝑀2

̃ +𝜆𝑈,𝐹𝑀2
̃ ) ∙ 𝐹𝑀2̃ = 0 

 

Equation 

4.5.45 

𝜆𝐹𝑀2
̃ = 𝜆𝑀2,𝐹𝑀2

̃ ∙𝒜𝑀2,𝐹𝑀2
̃  

 

Equation 

4.5.46 

𝒜𝑀2,𝐹𝑀2
̃ =𝒜𝐼|𝑀2 ∙ 𝑄3 (

𝜙𝑀2̃

𝜙𝐺�̃�
) 

 

Equation 

4.5.47 

𝜆𝑈,𝐹𝑀2
̃ = 𝜆𝑈,𝐹𝑀2,𝑉

̃ ∙𝜙�̃� 
Equation 

4.5.48 

Equation 4.5.30 and Equation 4.5.31 are non-dimensionalized as 𝐷𝐹 in [82]. Non-

dimensionalized forms of Equation 4.5.32 and Equation 4.5.33 are shown as Equation 

4.5.49 and Equation 4.5.50, respectively: 

𝒜𝑀,�̃� = {

�̃� ∙ (1 + ℱ𝑡𝑔𝑓,𝑉
𝑀 ∙ 𝑡𝑔�̃� + ℱ𝐹𝑀2,𝑉

𝑀 ∙ 𝐹𝑀2̃), �̃� ≥ (𝑛ℎ̃ − 𝑛𝐹𝑀2,�̃�)

0, 𝑛𝑣,�̃� ≤ �̃� < �̃� − (𝑛ℎ̃ − 𝑛𝐹𝑀2,�̃�)

0,  �̃� < 𝑛𝑣,�̃�

 
Equation 

4.5.49 

𝑛𝐹𝑀2,�̃� = {
ℱ𝐹𝑀2,𝑉
𝑛ℎ ∙ 𝐹𝑀2̃, 𝐹𝑀2̃ < 1 

ℱ𝐹𝑀2,𝑉
𝑛ℎ , 𝐹𝑀2̃ ≥ 1 

 
Equation 

4.5.50 

Equation 4.5.34 and Equation 4.5.35 are non-dimensionalized as described across 

[82] and [289] to form Equation 4.5.51 and Equation 4.5.52, respectively: 

�̃�𝜎 + 𝜖̃𝑇𝐺
2 ∙ 𝛻2�̃�𝑇 + 𝜖�̃�

2 ∙ 𝛻2�̃�𝐺 + 𝜖�̃�𝐺
2 ∙ 𝛻2�̃�𝐸

= −�̃�𝜎,𝑐ℎ𝑒 ∙ �̃�𝑋𝐺,𝑐ℎ𝑒 ∙ 𝑐ℎ𝑒 − �̃�𝜎,𝑡𝑔𝑓 ∙ �̃�𝑋𝐺,𝑡𝑔𝑓 ∙ 𝑡𝑔�̃�

− �̃�𝜎,𝑡𝑎𝑓 ∙ �̃�𝑋𝐺,𝑡𝑎𝑓 ∙ 𝑡𝑎�̃� 

Equation 

4.5.51 

�̃�𝑋𝐺,𝜍 = 𝑄3(1 − ℱ𝐻𝑎𝑙𝑡𝐺|𝑉,𝜍 ∙ 𝜙�̃�) 
Equation 

4.5.52 
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where 𝜎 ∈ {𝑀0, 𝑀1, 𝑀2} and 𝜍 = {𝑐ℎ𝑒, 𝑡𝑔𝑓, 𝑡𝑎𝑓}. 

Non-dimensionalization of Equation 4.5.36 through Equation 4.5.39 is presented 

in Equation 4.5.53 through Equation 4.5.56: 

𝜕𝐷�̃�
𝜕�̃�

= ∇ ∙ (𝐷�̃� ∙ ∇𝐷�̃�) + (𝜆𝑒𝑥𝑡𝑟𝑎𝑣𝑎𝑠𝑎𝑡𝑒,𝐷𝑃
̃ ∙𝒜𝑒𝑥𝑡𝑟𝑎𝑣𝑎𝑠𝑎𝑡𝑒,𝐷𝑃 

̃

−𝜆𝑑𝑒𝑐𝑎𝑦,𝐷𝑃
̃ −𝜆𝑢𝑝𝑡𝑎𝑘𝑒,𝐷𝑃

̃  ) ∙ 𝐷𝐷𝑃
̃

+ (𝜆𝐷𝑃,𝑀1
̃ ∙ (1 − 𝑒−𝜆𝑀1,𝐷𝑃,𝑇𝑢𝑟𝑛𝑜𝑣𝑒𝑟∙𝑡𝑖) ∙ 𝜙𝑀1̃

+ 𝜆𝐷𝑃,𝑀2
̃ ∙ (1 − 𝑒−𝜆𝑀2,𝐷𝑃,𝑇𝑢𝑟𝑛𝑜𝑣𝑒𝑟∙𝑡𝑖) ∙ 𝜙𝑀2̃ ) ∙ (𝑒−�̃��̃� − 𝐷𝐷𝑃

̃ ) 

Equation 

4.5.53 

𝜆𝑢𝑝𝑡𝑎𝑘𝑒,𝐷𝑃
̃

= {
𝜆𝐷𝑃,𝑢𝑝𝑡𝑎𝑘𝑒,𝐻

̃ ∙𝜙�̃� + 𝜆𝐷𝑃,𝑢𝑝𝑡𝑎𝑘𝑒,𝑉
̃ ∙𝜙�̃� , �̃� ≥ 𝑛ℎ̃ + ℱ𝑛ℎ,𝑉

𝐹𝑀2 ∙ 𝐹𝑀2̃ ≥ 𝑛�̃�

𝜆𝐷𝑃,𝑢𝑝𝑡𝑎𝑘𝑒,𝐻
̃ ∙𝜙�̃� , otherwise

 

Equation 

4.5.54 

𝒜𝑒𝑥𝑡𝑟𝑎𝑣𝑎𝑠𝑎𝑡𝑒,𝐷𝑃
̃ = (𝐵�̃� + 𝐵�̃�) ∙ (1 −

𝑝�̃�
𝑝𝑡,�̃�

) ∙ (𝐶𝐷𝑃
̃ (𝑡) − 𝐷�̃�) 

Equation 

4.5.55 

𝐶𝐷𝑃
̃ (𝑡) = {

(1 − 𝑒−𝛼1̃∙(�̃�−�̃�𝑖) ), �̃�𝑖 ≤ �̃� < �̃�𝑓 

(1 − 𝑒−𝛼1̃(�̃�𝑓−�̃�𝑖)) ∙ 𝑒−𝛼2̃(�̃�−�̃�𝑓), �̃� ≥ �̃�𝑓
 

Equation 

4.5.56 

where 𝑝𝑡,𝐵 has non-dimensionalization factor 𝒫 from Table 32. 𝑆𝑉 non-

dimensionalization in Equation 4.5.38 is extended from [82] and [289], with the novel 

rate term 𝑟𝐷𝑃,𝑉 from Equation 4.5.41 and Equation 4.5.42 non-dimensionalized as 

Equation 4.5.57 and Equation 4.5.58, respectively: 

𝑟𝐷𝑃,�̃� = 𝜆𝐷𝑃,�̃� ∙ 𝒜𝐷𝑃,�̃� ∙ �̃�𝑉 
Equation 

4.5.57 

𝒜𝐷𝑃,�̃� = 𝐷�̃� ∙ 𝒜𝑀,�̃� 
Equation 

4.5.58 

Equation 4.5.43 is non-dimensionalized as in [82] using Equation 4.5.49 and 

Equation 4.5.50 for 𝒜𝑀,�̃�. Non-dimensionalization of Equation 4.5.44 is trivially 

extended from [82] and [289] using Equation 4.5.57 and Equation 4.5.58. 
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4.5.4 Boundary Conditions 

Neumann and Dirichlet boundary conditions were established for 𝐷𝑃 and 𝐹𝑀2, 

respectively: 

𝐧 ∙ ∇𝐷�̃� = 𝐹𝑀2
̃ = 0 

Equation 

4.5.59 

where 𝐧 is the outward normal from the boundary. Neumann and Dirichlet 

boundary conditions hold for the non-dimensionalized volume fractions and chemical 

potentials, respectively, of all 𝜎 ∈ 𝐺: 

𝐧 ∙ ∇�̃�𝜎 = �̃�𝜎 = 0 
Equation 

4.5.60 

Like 𝑡𝑔𝑓 and 𝑡𝑎𝑓 in [82], a Dirichlet boundary condition is specified for the non-

dimensionalized chemotaxis concentration 𝑐ℎ�̃�: 

𝑐ℎ�̃� = 0 
Equation 

4.5.61 

All other boundary conditions are as in [289]. 

4.5.5 Model Discretization 

Discretization of Equation 4.5.26 follows the discretization of TGF given in [83]. 

Drug discretization in time was performed using the Crank-Nicholson method and in 

space using the operators defined in [83]. 

4.5.6 Model Parameter Values and Initial Conditions 

Table 34 summarizes BCLM-specific model parameters. Table 35 lists additional 

model parameters. Initial monocyte and macrophage volume fractions were chosen to be: 

𝜙𝑀0 = 9.8 ∙ 10
−3, 𝜙𝑀1 =  4.891 ∙ 10

−2, and 𝜙𝑀2 =  4.076 ∙ 10
−2 for 1.2:1.0 M1:M2, 

and 𝜙𝑀0 = 9.8 ∙ 10
−3, 𝜙𝑀1 = 3.185 ∙ 10

−2, and 𝜙𝑀2 = 5.782 ∙ 10
−2 for 1.0:1.8 M1:M2. 

These fractions were set homogenously in the model domain. Tumor seeds, however, 

were assumed to be avascular and initially free of immune cells. To study the effects of 
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vascularity and macrophages, this model separates the chemoattractant term 𝑐ℎ𝑒 to 

dictate macrophage chemotaxis and tumor angiogenic factors (TAF) to promote 

angiogenesis. Ratios of 1.2:1.0 M1:M2 and 1.0:1.8 M1:M2 were enforced by setting 

ℱ𝐹𝑏𝑖𝑎𝑠 to -0.045455 and 0.14286, respectively. To preserve an average macrophage 

volume fraction within tumors at ~10% as reported in [57], the monocyte extravasation 

factors for previous- and neo- blood vasculature (ℱ𝑀0
𝐵𝑝

 and ℱ𝑀0
𝐵𝑛) were adjusted in multiple 

metastasis simulations to 13.615 and 3.402, respectively. 

 

Parameter Description 

Non-

dimensionalization 

Factor 

Value Reference 

𝐷𝐹𝑀2,𝐸 
Diffusivity of 𝐹𝑀2 in ECM 

regions 
𝐷𝑛,𝑇 0.01 Calibrated 

𝐷𝐹𝑀2,𝑇 
Diffusivity of 𝐹𝑀2 in tumor 

regions 
𝐷𝑛,𝑇 0.01 Calibrated 

𝐷𝐹𝑀2,𝐻 
Diffusivity of 𝐹𝑀2 in host 

regions 
𝐷𝑛,𝑇 0.01 Calibrated 

𝜆𝐹𝑀2  Production rate of 𝐹𝑀2 𝜆𝑈,𝑉,𝑛 Computed Calibrated 

𝜆𝑀2,𝐹𝑀2  Rate of release of 𝐹𝑀2 by M2 𝜆𝑈,𝑉,𝑛 0.20 Calibrated 

𝜆𝑑𝑒,𝐹𝑀2  Degradation rate of 𝐹𝑀2 𝜆𝑈,𝑉,𝑛 0.20 Calibrated 

𝜆𝑈,𝐹𝑀2  Uptake rate of 𝐹𝑀2 𝜆𝑈,𝑉,𝑛 Computed Calibrated 

𝜆𝑈,𝐹𝑀2,𝑉 
Uptake rate of 𝐹𝑀2 by tumor 

cells 
𝜆𝑈,𝑉,𝑛 0.0 Calibrated 

ℱ𝐹𝑀2,𝑉
𝑀  

Effect of 𝐹𝑀2 on tumor 

mitotic rate 
Dimensionless 0.95 Calibrated 

ℱ𝐹𝑀2,𝑉
𝑛ℎ  

Effect of 𝐹𝑀2 on tumor 

hypoxic threshold 
Dimensionless 0.30 Calibrated 

ℱ𝐻𝑎𝑙𝑡𝐺|𝑉,𝑐ℎ𝑒 
Effect of 𝜙𝑉 to mitigate 

chemokine-mediated 

macrophage chemotaxis 

Dimensionless 0.40 Calibrated 

ℱ𝐻𝑎𝑙𝑡𝐺|𝑉,𝑡𝑔𝑓 
Effect of 𝜙𝑉 to mitigate 

TGF-mediated macrophage 

chemotaxis 

Dimensionless 0.0 Calibrated 
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ℱ𝐻𝑎𝑙𝑡𝐺|𝑉,𝑡𝑎𝑓 
Effect of 𝜙𝑉 to mitigate 

TAF-mediated macrophage 

chemotaxis 

Dimensionless 0.0 Calibrated 

𝐷𝐷𝑃  Effective diffusivity of 𝐷𝑃 
ℒ2

𝒯
 Computed Calibrated 

𝐷𝐷𝑃,𝐻 
Diffusivity of 𝐷𝑃 in healthy 

regions 

ℒ2

𝒯
 0.25 

Calibrated 

to results 

in [57] 

𝐷𝐷𝑃,𝐸 
Diffusivity of 𝐷𝑃 in ECM 

regions 

ℒ2

𝒯
 0.25 

Calibrated 

to results 

in [57] 

𝐷𝐷𝑃,𝑇 
Diffusivity of 𝐷𝑃 in tumor 

regions 

ℒ2

𝒯
 0.25 

Calibrated 

to results 

in [57] 

𝜆𝑒𝑥𝑡𝑟𝑎𝑣𝑎𝑠𝑎𝑡𝑒,𝐷𝑃  
Rate of extravasation of drug 

𝐷𝑃 
𝜆𝑀,𝑉 4600 Calibrated 

𝜆𝑑𝑒𝑐𝑎𝑦,𝐷𝑃  Rate of decay of drug 𝐷𝑃 𝜆𝑀,𝑉 0.833 

Calibrated 

to half-life 

in [283] 

𝜆𝑢𝑝𝑡𝑎𝑘𝑒,𝐷𝑃 Rate of uptake of drug 𝐷𝑃 𝜆𝑀,𝑉 Computed Calibrated 

𝜆𝐷𝑃,𝑢𝑝𝑡𝑎𝑘𝑒,𝐻 
Rate of uptake of drug 𝐷𝑃 by 

healthy host tissue (𝐻) 
𝜆𝑀,𝑉 0.0 Calibrated 

𝜆𝐷𝑃,𝑢𝑝𝑡𝑎𝑘𝑒,𝑉 
Rate of uptake of drug 𝐷𝑃 by 

viable tumor tissue (𝑉) 
𝜆𝑀,𝑉 0.16 Calibrated 

𝜆𝐷𝑃,𝑉 
Death rate of viable tumor 

tissue (𝑉) due to drug 𝐷𝑃 
𝜆𝑀,𝑉 7.95 Calibrated 

𝜆𝐷𝑃,𝑀1  
Rate of drug 𝐷𝑃 release by 

M1 
𝜆𝑀,𝑉 46.9 Calibrated 

𝜆𝐷𝑃,𝑀2  
Rate of drug 𝐷𝑃 release by 

M2 
𝜆𝑀,𝑉 46.9 Calibrated 

𝛼1 
Rate of drug concentration 

saturation in the vasculature 
𝒯−1 7.0 Calibrated 

𝛼2 
Rate of drug clearance in the 

vasculature 
𝒯−1 7.0 Calibrated 

𝛽 
Rate of drug decay in 

macrophages 
𝒯−1 0.9 Calibrated 

𝜆𝑀1,𝐷𝑃,𝑇𝑢𝑟𝑛𝑜𝑣𝑒𝑟 
Rate of M1 turnover from 

non-drug carrying to drug-

carrying versions 

𝒯−1 0.50 Calibrated 

𝜆𝑀2,𝐷𝑃,𝑇𝑢𝑟𝑛𝑜𝑣𝑒𝑟 
Rate of M2 turnover from 

non-drug carrying to drug-

carrying versions 

𝒯−1 0.50 Calibrated 
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Table 34 BCLM-specific model parameters. Computed parameters are defined as 

functions of model variables or constant-valued model parameters. 

 

Parameter Description 

Non-

dimensionalization 

Factor 

Value Reference 

𝜆𝐵𝑎𝑠𝑒|𝜎 
Base activation level for 

immune species 𝜎 ∈
{𝑀1, 𝑀2} 

Dimensionless 1.0 Calibrated 

𝜙𝐺𝐺 
Saturation volume fraction 

for immune species 

interactions 
�̃�𝛼 0.04 Calibrated 

𝑛𝑣,𝐵 
O2 viability limit of 

endothelial cells 
𝑛∞ 0.4 Calibrated 

𝑛𝑣,𝐿 
O2 viability of lymphatic 

cells 
𝑛∞ 0.4 Calibrated 

𝑛𝑣,𝐹 
O2 viability of 

myofibroblastic cells 
𝑛∞ 0.4 Calibrated 

𝜆𝑑𝑖𝑓𝑓|𝑀0  
Rate of monocyte 

differentiation 
𝜆𝑀,𝑉 1.2 Calibrated 

ℱ𝑀0
𝐵𝑝

 
Monocyte extravasation 

factor for pre-existing 

blood vasculature 

Dimensionless 7.0 

Calibrated 

to match 

[57] 

ℱ𝑀0
𝐵𝑛 

Monocyte extravasation 

factor for neo-blood 

vasculature 

Dimensionless 1.75 

Calibrated 

to match 

[57] 

𝜆𝐼𝑛𝑑𝑢𝑐𝑒𝐷𝑒𝑎𝑡ℎ|𝑉 
Tumor death rate in 

response to cytotoxic 

immune species 

𝜆𝑀,𝑉 0.200 Calibrated 

𝜆𝐵𝑛,𝑛,𝐻 
Transfer coefficient of O2 

via neo-vasculature in 

healthy regions 

𝜆𝑈,𝑉,𝑛 
0.60 

 

Calibrated 

to match 

[142] 

𝜆𝐵𝑛,𝑛,𝐸  
Transfer coefficient of O2 

via neo-vasculature in 

ECM regions 

𝜆𝑈,𝑉,𝑛 
0.60 

 

Calibrated 

to match 

[142] 

𝜆𝐵𝑛,𝑛,𝑇 
Transfer coefficient of O2 

via neo-vasculature in 

tumor regions 

𝜆𝑈,𝑉,𝑛 0.60 

Calibrated 

to match 

[142] 

𝜆𝐵𝑝,𝑤,𝐻 

Transfer coefficient of 

carbon dioxide via 

preexisting vasculature in 

healthy regions 

𝜆𝑈,𝑉,𝑛 3.0 Calibrated 



168 

𝜆𝐵𝑝,𝑤,𝐸  

Transfer coefficient of 

carbon dioxide via 

preexisting vasculature in 

ECM regions 

𝜆𝑈,𝑉,𝑛 3.0 Calibrated 

𝜆𝐵𝑝,𝑤,𝑇 

Transfer coefficient of 

carbon dioxide via 

preexisting vasculature in 

tumor regions 

𝜆𝑈,𝑉,𝑛 3.0 Calibrated 

𝜆𝑈,𝑉,𝑔 
Uptake rate constant of 

glucose by viable tumor 

cells 

𝜆𝑈,𝑉,𝑛 0.09 Calibrated 

𝜆𝐵𝑝,ℓ,𝑇 

Transfer coefficient of 

lactic ion via preexisting 

blood vasculature in tumor 

regions 

𝜆𝑈,𝑉,𝑛 3.0 Calibrated 

𝜆𝐵𝑝,ℓ,𝐸 

Transfer coefficient of 

lactic ion via preexisting 

blood vasculature in ECM 

regions 

𝜆𝑈,𝑉,𝑛 3.0 Calibrated 

𝜆𝐵𝑝,ℓ,𝐻 

Transfer coefficient of 

lactic ion via preexisting 

blood vasculature in host 

regions 

𝜆𝑈,𝑉,𝑛 3.0 Calibrated 

𝜒𝑀0,𝑐 
Chemotaxis parameter for 

monocytes 

𝐸𝑎
∗

𝑐ℎ𝑒𝑠𝑎𝑡
 5.0 Calibrated 

𝜒𝑀1,𝑐 
Chemotaxis parameter for 

M1 

𝐸𝑎
∗

𝑐ℎ𝑒𝑠𝑎𝑡
 15.0 Calibrated 

𝜒𝑀2,𝑐 
Chemotaxis parameter for 

M2 

𝐸𝑎
∗

𝑐ℎ𝑒𝑠𝑎𝑡
 15.0 Calibrated 

𝑘𝑓 
Forward reaction rate of 

the dissolution of CO2 and 

H2O 

𝜆𝑈,𝑉,𝑛 3.0 Calibrated 

𝑘𝑟 
Reverse reaction rate of 

the dissolution of CO2 and 

H2O 

𝜆𝑈,𝑉,𝑛
𝑛∞

 3.0 Calibrated 

𝑘𝛽 Motility of the fluid phase �̿�𝛽 3.0 Calibrated 

𝜆𝑀2,𝑡𝑔𝑓 
Release rate of TGF by 

M2 
𝜆𝑈,𝑉,𝑛 0.0 Calibrated 

Table 35 Additional model parameter values used in this study. All other model 

parameters are set as in [289]. 
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4.5.7 Calibration of Multiple Metastases Size and Number 

To quantify the theoretical maximum size of simulated tumors, each seed size was 

centered in a 2.1x2.1x2.1 mm3 domain (643 points with 33.3 µm point spacing) and 

grown for 6.8 simulated days. Mitotic rates for each tumor were varied to change tumor 

sizes from each seed type. Sizes of each tumor were then estimated by deriving a radial 

measurement from a total volume measurement, assuming each tumor was approximately 

spherical. Tumor tissue for radial measurements is defined as 𝜙𝑉 ≥ 0.05. Because 

metastatic growth can be negatively affected by adjacent metastases through nutrient 

deprivation and formation of impeding solid-state pressure gradients, radii obtained from 

simulations of individual tumors represent an ideal condition for growth and, by 

extension, the (theoretical) maximum attainable radius for that particular tumor. The seed 

diameter, mitotic rates, and theoretical maximum tumor volumes are plotted in Figure 

25, with red points indicating selected tumor initial conditions. Selected seed diameter, 

mitotic rates, and theoretical maximum tumor volumes are given in Table 36. 
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Figure 25 Plot of Seed Diameter vs. Mitotic Rate vs. Theoretical Maximum Tumor 

Volume. Red points are selected combinations used to generate the initial in silico 

multiple metastatic condition. Values for selected conditions are given in Table 36. Color 

varies from minimum = 0.0012 mm3 (blue) to maximum = 1.26 mm3 (yellow). 

 

Mitotic Rate 
Seed Diameter 

(µm) 

Theoretical Maximum 

Tumor Volume (mm3) 

Theoretical Maximum 

Diameter (µm) 

0.50 66.7 0.0037 192 

0.50 133.3 0.0121 285 

0.70 133.3 0.0276 375 

0.70 200.0 0.0558 474 

0.90 200.0 0.0895 555 

0.90 266.7 0.1194 611 

1.25 266.7 0.2262 756 

1.25 400.0 0.333 860 

1.25 533.3 0.4589 957 

2.00 266.7 0.6614 1081 

2.00 533.3 1.1398 1296 

Table 36 List of BCLM seeds and mitotic rates used to simulate multiple BCLM in 

silico. Diameters were calculated assuming spherical tumor growth and represent the 

theoretical maximum tumor volumes attainable without growth-adverse pressure 

gradients and nutrient deprivation. 
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The 3D initial condition was calibrated such that differences between comparable 

tumor sizes were within one standard deviation of the in vivo data. Maximum spatial 

resolution in these simulations is 33.3 µm and, hence, this study focuses on tumors >100 

µm diameter (of note, no tumors <100 µm were observed in vivo). Figure 26 compares 

the distribution of tumor sizes observed in the histological liver lobe slides vs the model 

simulated tumors. 

 

 

Figure 26 Histogram of tumor sizes observed in mouse liver histology compared to 

the simulated distribution achieved by varying seed size and mitotic rates. Simulated 

seed sizes were determined based on in silico measurements of single-BCLM simulations 

with varying mitotic rates. Error bars on histology measurements represent one standard 

deviation. Simulation counts are exact (no variability). 

 

The frequencies of tumor sizes in silico were fit to match those in vivo. Because a 

3D model was used to replicate densities found in 2D histology slides, a significantly 
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higher number of tumors were required in silico to match the tumor density seen in vivo. 

Thus, for example, 214 metastases with a theoretical maximum diameter of 192 µm 

(Table 36) were required to generate a density in line with the 6 lesions of 100-200 µm 

BCLM measured in vivo. Average tumor density in vivo was measured as 26.5%±1.9%, 

while tumor density in silico was 28.3%. The simulated tumor density fell within a single 

standard deviation of the average in vivo tumor density, having an absolute error and 

absolute relative error of 1.8% and 6.7%, respectively. The number of tumors categorized 

by diameter ranges is tabulated in Table 37. 

 

Diameter 

Range (µm) 

In vivo Simulated 

# 

Tumors 

Average 

Fraction of 

Overall 

Tumor 

Burden ± σ 

# 

Tumors 

Fraction of 

Overall 

Tumor 

Burden 

100 to 200 6 0.063±0.054 214 0.085 

200 to 300 20 0.228±0.056 618 0.246 

300 to 400 16 0.203±0.151 556 0.221 

400 to 500 15 0.180±0.041 475 0.189 

500 to 600 11 0.124±0.031 274 0.109 

600 to 700 9 0.102±0.045 247 0.098 

700 to 800 4 0.042±0.050 36 0.014 

800 to 900 1 0.011±0.019 12 0.005 

900 to 1000 1 0.011±0.019 16 0.006 

1000 to 

1100 
2 

0.025±0.023 38 0.015 

1200 to 

1300 
1 

0.011±0.019 26 0.010 

Table 37 Comparison of tumor diameter ranges, number, and fraction of overall 

tumor burden observed in mouse liver BCLM vs simulated 3D multiple BCLM. No 

tumors were observed in vivo in the 1100-1200 µm range. σ = standard deviation.
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CHAPTER 5: SYNERGISTIC EFFECT OF ANTI-PDL1 AND CYTOTOXIC T-CELL-

ACTIVATING NANOTHERAPY IN PRIMARY AND LIVER METASTATIC 

PANCREATIC DUCTAL ADENOCARCINOMA EVALUATED VIA 3D 

MATHEMATICAL MODELING 

 

5.1 Introduction 

Pancreatic ductal adenocarcinoma (PDAC) is projected to become the second-

most lethal cancer type by 2030 and is estimated to be responsible for over 50,000 US 

deaths in 2024 [5, 292, 293]. PDAC comprises 90% of diagnosed pancreatic cancers, 

with only 12% of patients living 5 years after diagnosis [294-296]. PDAC is hallmarked 

by a pronounced stromal compartment (desmoplasia) that surrounds the tumor cells and 

reduce the tumor microenvironment (TME) permeability to distinct immune cell 

populations [14-16]. Additionally, high interstitial fluid pressure contributes to sparse 

vascularization, rendering intravenously administered chemotherapeutics largely 

ineffective [16, 21-25]. Contributing further to the high PDAC mortality is a prevalent 

metastatic burden: patients diagnosed at stage IV constitute 47% of PDAC diagnoses and 

have a 5-year survival rate of <5% [5]. Liver metastases of PDAC (PDAC-LM) are 

present in nearly 80% of PDAC patient autopsies [10]. Thus, PDAC-LM represents a 

significant portion of advanced-stage PDAC burden. 
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In contrast to primary PDAC, PDAC-LM primarily exhibit a replacement growth 

type, which is characterized by hypovascularization with normal stromal deposition [26, 

297, 298]. However, both PDAC and PDAC-LM TME exhibit elevated expression of 

Programmed Cell Death Ligand 1 (PD-L1), a transmembrane protein expressed by PDAC 

cells but also stromal cells including macrophages, myeloid derived suppressor cells 

(MDSC), and myofibroblasts. By binding to the corresponding Programmed Cell Death 

Protein 1 (PD-1) receptor expressed by T cells, PD-L1 expressing cells promote cytotoxic 

T cell (CTL) exhaustion via the PD-1 pathway [15, 51-53, 299, 300]. Exhausted CTL 

exert reduced cytotoxicity that contributes to lower immunotherapeutic efficacy [54-56]. 

In general, immune checkpoint blockade (ICB) has become a potent therapeutic strategy 

against cancers such as from lung or breast [27, 28]. However, ICB has revealed little to 

no effect in preclinical studies and clinical trials of PDAC patients [301]. In line with 

these observations, durvalumab did not lead to reduction of PDAC burden in vitro [53] 

and in metastatic PDAC patients [24], supporting the view that targeting the PD-L1/PD-1 

axis alone is insufficient for treating PDAC.  

 

Several preclinical studies have tested combinatorial approaches involving 

different ICB strategies or ICB with other therapeutic approaches demonstrating 

improved tumor responses in TME-enriched PDAC [302-304]. In particular, 

combinatorial nanomedicine-based approaches have shown promise [305], including for 

PDAC [306]. Recently, chitosan nanoparticles (CNP) loaded with a model antigen 

SIINFEKL (SIINFEKL-CNP), an ovalbumin-derived peptide (OVA-257-264), showed 

promising anti-PDAC effects via murine dendritic cell (DC) mediated CTL activation 
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[307], as stimulation of DC with SIINFEKL-CNP elicited potent antigen-specific CTL 

responses against Panc-OVA cells [307]. Despite this progress, it remains to be elucidated 

whether the combination of nanotherapy (antigen-CNP) targeting DC-mediated CTL 

activation and anti-PD-L1 blockade would be effective in reducing tumor burden of 

primary PDAC and liver metastases. 

 

Mathematical modelling has provided an avenue to simulate immune interactions 

in primary and metastatic microenvironments [57, 59, 60, 67, 308-313]. Such 

mathematical tumor models have been successfully applied to evaluate macrophage and 

CTL interactions in the PDAC-LM microenvironment [67], therapeutic response of 

primary and metastatic colorectal cancer [314], and macrophage-mediated administration 

of paclitaxel to breast cancer liver metastases (BCLM) [57]. In Leonard et al. [59], the 

mathematical model hypothesized potential improvements to BCLM nanotherapy-

mediated nab-PTX treatment in the presence of a mix of M1 and M2 macrophage types. 

This prediction was later confirmed in vitro [60]. Furthermore, targeting the PD-1/PD-L1 

axis has been modeled using ordinary differential equations (ODE) [69, 310]. The ODE 

applied in Butner et al. [310] was fitted to aggregated clinical trial data and was validated 

using a non-small cell lung cancer patient cohort. A system of ODE was used in Wang et 

al. [69] to identify the fraction of a virtual cohort of mice that are susceptible to PD-

1/PD-L1 immune checkpoint inhibition. The model in Yamamoto et al. [313] evaluated 

FOLFIRINOX, gemcitabine (GEM), and GEM+nab-paclitaxel against primary and 

metastatic PDAC. However, because clinical PDAC often measures ≥1 cm [72, 73], 

modelling a three-dimensional clinically sized primary PDAC has remained a 
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computational challenge, making in silico evaluation of therapeutics within the PDAC 

TME elusive. 

 

A mathematical tumor model developed in Ng & Frieboes [82] simulated tumor in 

a three-dimensional environment that was capable of growth at centimeter-scales [181]. 

Further biological details in Goodin & Frieboes [289] included various immune species 

and associated microenvironment phenomena, including M1/M2 macrophages, and CTL 

extravasation and chemotaxis, as well as local CTL and M1 mediated cytotoxicity against 

tumor tissue [308]. This model has recently been used to evaluate macrophage-mediated 

drug delivery [57] to multiple breast cancer liver metastases in a mouse liver lobe [308]. 

However, this model did not consider PD-L1 expression and its effect on the TME. Here, 

the mathematical 3D tumor model used in Goodin & Frieboes [289] is expanded to 

incorporate PD-L1 expression and exhaustion of CTL, an anti-PD-L1 inhibitor modeled 

after durvalumab, and nanotherapy (antigen-CNP) targeting DC-mediated CTL 

activation. This evaluation is performed on both mm-sized PDAC-LM and cm-scale 

PDAC to gauge the efficacy of systemically administered therapy. 

 

5.2 Materials and Methods 

5.2.1 Patient tumor samples and histological analysis 

Immunohistochemical (IHC) staining of whole mount serial sections from a 

representative PDAC patient with a primary tumor and corresponding liver metastasis 

was performed. Both tissue samples were obtained via surgical resection. The research 

was approved by the ethics committee of Kiel University (reference number: A110/99). 
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Patient written consent was obtained. All IHC staining were performed as recently 

described [52, 53]. Collagen staining was obtained via Sirius Red staining. 

 

5.2.2 Model Main Equations 

This study builds upon the 3D continuum model presented in Ng & Frieboes [82], 

which simulates a single tumor phenotype volume fraction represented as 𝜙𝑉 that 

interacts with 𝜙𝐻 and 𝜙𝐸, representing host and ECM volume fractions, respectively. 

Tumor growth is promoted with sufficient oxygen and glucose and is restrained by 

hypoxia and necrosis (encompassing the dead tumor volume fraction 𝜙𝐷). Tumor aerobic 

and anerobic respiration also affects local concentrations of bicarbonate, lactic acid, and 

H+. ECM and host volume fractions compete for limited space, an interaction 

characterized by pressure and chemical potentials. Velocities describe the motion of 

tumor and ECM. Neo-vasculature formed in response to tumor angiogenic factors 

released by the TME maintains tumor proliferation while myofibroblasts secrete ECM. 

 

Equation 5.2.1 through Equation 5.2.20 represent the key equations in non-

dimensionalized form of this model as elaborated in [82] and [289]: 

𝜕𝜙𝑉
𝜕𝑡

+ ∇ ∙ (𝜙𝑉𝒖𝛼) = 𝑀∇ ∙ (𝜙𝑉∇𝜇𝑇) + 𝑆𝑉 
Equation 

5.2.1 

𝜇𝑇 =
𝜕𝐹𝑏
𝜕𝜙𝑇

− 𝜖𝑇
2 ∙ ∇2𝜙𝑇 − 𝜖𝑇𝐸

2 ∙ ∇2𝜙𝐸 − 𝜖𝑇𝐺
2 ∙ ∇2𝜙𝐺 

Equation 

5.2.2 

𝜇𝐸 =
𝜕𝐹𝑏
𝜕𝜙𝐸

+
𝜕𝒲

𝜕𝜙𝐸
− 𝜖𝐸

2 ∙ ∇2𝜙𝐸 − 𝜖𝑇𝐸
2 ∙ ∇2𝜙𝑇 − 𝜖𝐸𝐺

2 ∙ ∇2𝜙𝐺  
Equation 

5.2.3 
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𝜕𝒲

𝜕𝜙𝐸
= 𝜖𝑒 ∙ [6 ∙ 𝜙𝐸(1 − 𝜙𝐸)] ∙ ∑ [

1

2
∙ (ℰ𝑇)𝑖𝑗 ∙ 𝕋𝑖𝑗

∗ − (ℰ𝑇
∗)𝑖𝑗 ∙ 𝕋𝑖𝑗]

3

𝑖,𝑗=1

 
Equation 

5.2.4 

𝕋𝑚𝑛
∗ = 2 ∙ (1 − 𝐿2

𝐶) ∙ (ℰ𝑇)𝑚𝑛 + (𝐿1
𝐸 − 𝐿1

𝐶) ∙ 𝛿𝑚𝑛 ∙ ∑(ℰ𝑇)𝑘𝑘

3

𝑘=1

 
Equation 

5.2.5 

𝕋𝑚𝑛 = 2 ∙ 𝐿2 ∙ (ℰ𝑇)𝑚𝑛 + 𝐿1 ∙ 𝛿𝑚𝑛 ∙∑(ℰ𝑇)𝑠𝑠

3

𝑠=1

 
Equation 

5.2.6 

(ℰ𝑇)𝑖𝑗 = ℰ𝑖𝑗 − ℰ𝑖𝑗
∗  

Equation 

5.2.7 

ℰ𝑖𝑗
∗ = 𝑄3(𝜙𝐸) ∙ (ℰ𝑇

∗)𝑖𝑗 + (ℰ𝐶
∗)𝑖𝑗  

Equation 

5.2.8 

(ℰ𝑇
∗)𝑖𝑗 = (ℰ𝐸

∗)𝑖𝑗 − (ℰ𝐶
∗)𝑖𝑗  

Equation 

5.2.9 

ℰ𝑚𝑛 =
1

2
∙ (
𝜕𝑢𝑚

𝑑

𝜕𝑥𝑛
+
𝜕𝑢𝑛

𝑑

𝜕𝑥𝑚
) 

Equation 

5.2.10 

𝐿𝑖 = 𝑄3(𝜙𝐸) ∙ (𝐿𝑖
𝐸 − 𝐿𝑖

𝐶) + 𝐿𝑖
𝐶 , 𝑖 = 1,2 

Equation 

5.2.11 

𝑄3(𝑥) = 𝑄3(𝑥) = {
0, 𝑥 < 0

𝑥2 ∙ (3 − 2𝑥), 0 ≤  𝑥 ≤ 1
1, 𝑥 > 1

 
Equation 

5.2.12 

∇ ∙ [�̃�𝛼 ∙ (∇�̃� −
�̃�𝑇
𝜖̃𝑇
�̃�𝑇∇�̃�𝑇 −

�̃�𝐸
𝜖�̃�
�̃�𝐸∇�̃�𝐸 −

𝛾𝐺
𝜖�̃�
∙∑ �̃�𝑖∇�̃�𝑖
𝑖∈𝐺

] = −(�̃�𝑉 + �̃�𝐷 + �̃�𝐸 + �̃�𝐻 +∑�̃�𝑖
𝑖∈𝐺

) 
Equation 

5.2.13 

�̃�𝛼 = �̃�𝛼 ∙ (∇�̃� −
�̃�𝑇
𝜖̃𝑇
∙ �̃�𝑇∇�̃�𝑇 −

�̃�𝐸
𝜖�̃�
∙ 𝜇𝐸∇�̃�𝐸 −

�̃�𝐺
𝜖�̃�
∙∑ �̃�𝑖∇�̃�𝑖
𝑖∈𝐺

) 
Equation 

5.2.14 

∇ ∙ (𝐷𝑛∇𝑛) + 𝑘𝑛1𝑛𝐶 − (𝑘𝑛1 + 𝑘𝑛2) ∙ 𝑛 = 0 
Equation 

5.2.15 

∇ ∙ (𝐷𝑡𝑔𝑓∇(𝑡𝑔𝑓)) + 𝜆𝑡𝑔𝑓 − (𝜆𝑡𝑔𝑓 + 𝜆𝑑𝑒,𝑡𝑔𝑓 + 𝜆𝑈,𝑡𝑔𝑓) ∙ 𝑡𝑔𝑓 = 0 
Equation 

5.2.16 

∇ ∙ (𝐷𝑡𝑎𝑓∇(𝑡𝑎𝑓)) + 𝜆𝑡𝑎𝑓 − (𝜆𝑡𝑎𝑓 + 𝜆𝑑𝑒,𝑡𝑎𝑓 + 𝜆𝑈,𝑡𝑎𝑓) ∙ 𝑡𝑎𝑓 = 0 
Equation 

5.2.17 

𝜕𝑚

𝜕𝑡
= ∇ ∙ (𝐷𝑚 ∙ ∇𝑚) + 𝑆𝑚 

Equation 

5.2.18 

𝜕𝐵𝑛
𝐸

𝜕𝑡
+ ∇ ∙ (𝐵𝑛

𝐸𝑢𝐸) = −∇ ∙ 𝑱𝐵𝑛𝐸 + 𝑆𝐵𝑛𝐸  
Equation 

5.2.19 
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𝜕𝐿𝑛
𝐸

𝜕𝑡
+ ∇ ∙ (𝐿𝑛

𝐸𝑢𝐸) = −∇ ∙ 𝑱𝐿𝑛𝐸 + 𝑆𝐿𝑛𝐸  
Equation 

5.2.20 

where term values in Equation 5.2.1 through Equation 5.2.20 are given in Table 

38 and Table 39, 𝐺 is the set of all simulated immune species, and 𝛿𝑚𝑛 = {
0,𝑚 ≠ 𝑛
1,𝑚 = 𝑛

. 

Table 40 summarizes the non-dimensionalization parameters used in Table 38 and Table 

39. 

 

Lastly, for completeness, pre-existing blood (𝐵𝑝
𝐸) and lymphatic (𝐿𝑝

𝐸 ) vasculature 

defined per tissue volume modeled in [289, 308] as a mitotically senescent component of 

vasculature was assumed to not perform chemotaxis or haptotaxis, modeled using 

Equation 5.2.19 and Equation 5.2.20 from [82]: 

𝜕𝜎𝑝
𝐸

𝜕𝑡
+ ∇ ∙ (𝜎𝑝

𝐸𝑢𝐸) = −∇ ∙ 𝑱𝜎𝑝𝐸 + 𝑆𝜎𝑝𝐸   
Equation 

5.2.21 

𝑱𝜎𝑝𝐸 = 0 
Equation 

5.2.22 

𝑆𝜎𝑝𝐸 = 𝑟𝑑𝑒,𝜎𝑝𝐸 + 𝑟𝑐𝑟𝑢𝑠ℎ,𝜎𝑝𝐸  
Equation 

5.2.23 

where all terms in Equation 3.2.21 through Equation 5.2.23 are analogously 

defined as their neo-vasculature counterparts in [82] for 𝜎 = {𝐵, 𝐿} and 𝜎𝑝 = 𝜎𝑝
𝐸𝜙𝐸. 

 

5.2.3 Simulation of Therapy 

In this study, the 3D tumor model is expanded to simulate CTL exhausted from 

PD-L1 expression, a generic anti-PD-L1 therapeutic, PD-L1 expression, and 

nanoparticle-mediated effects on CTL entrance rates. New model variables are 

summarized in Table 41. 
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Exhausted CTL are assumed to be non-cytotoxic variants of CTL which do not 

move in response to chemical gradients (i.e., no chemotaxis) and are lost via apoptosis 

and necrosis. For this study, only monocytes (𝑀0), macrophages, including types M1 

(𝑀1) and M2 (𝑀2), and CTL, both activated (𝑇𝐶) and exhausted (𝑇𝐸𝐶), are simulated. 

Thus, 𝐺 = {𝑀0, 𝑀1, 𝑀2, 𝑇𝐶 , 𝑇𝐸𝐶}. 𝜙𝐺 is defined as the sum of all immune cell fractions, 

including the exhausted volume fraction: 

𝜙𝐺 =∑𝜙𝑖
𝑖∈𝐺

 Equation 

5.2.24 

Using the assumptions from [82] and [289], the following mass balance applies to 

exhausted CTL: 

𝜕𝜙𝑇𝐸𝐶
𝜕𝑡

+ 𝛻 ∙ (𝜙𝑇𝐸𝐶 ∙ 𝒖𝛼) = 𝑀 ∙ 𝛻 ∙ (𝜙𝑇𝐸𝐶 ∙ 𝛻𝜇𝑇𝐸𝐶) + 𝑆𝑇𝐸𝐶  
Equation 

5.2.25 

𝑆𝑇𝐶 = 𝑟𝑒𝑛𝑡𝑒𝑟|𝑇𝐶 − 𝑟𝑒𝑥𝑖𝑡|𝑇𝐶 − 𝑟𝑑𝑒𝑎𝑡ℎ|𝑇𝐶 − 𝑟𝑒𝑥ℎ𝑎𝑢𝑠𝑡|𝑇𝐶  
Equation 

5.2.26 

𝑆𝑇𝐸𝐶 = 𝑟𝑒𝑥ℎ𝑎𝑢𝑠𝑡|𝑇𝐶 − 𝑟𝑑𝑒𝑎𝑡ℎ|𝑇𝐸𝐶  
Equation 

5.2.27 

𝑟𝑑𝑒𝑎𝑡ℎ|𝑇𝐸𝐶 = 𝑟𝑎𝑝𝑜𝑝𝑡𝑜𝑠𝑖𝑠|𝑇𝐸𝐶 + 𝑟𝑛𝑒𝑐𝑟𝑜𝑠𝑖𝑠|𝑇𝐸𝐶  
Equation 

5.2.28 

𝜇𝑇𝐸𝐶 + 𝜖𝑇𝐺
2 ∙ 𝛻2𝜙𝑇 + 𝜖𝐸𝐺

2 ∙ 𝛻2𝜙𝐸 + 𝜖𝐺
2 ∙ 𝛻2𝜙𝐺 +∑𝜒𝑇𝐸𝐶,𝑙𝜎𝑙

𝐿

𝑙=1

= 0 
Equation 

5.2.29 

where exhausted T cells have volume fraction 𝜙𝑇𝐸𝐶, mobility 𝑀, chemical 

potential 𝜇𝑇𝐸𝐶, and velocity 𝒖𝛼. Source term 𝑆𝑇𝐸𝐶 comprises gain provided by CTL 

exhaustion (𝑟𝑒𝑥ℎ𝑎𝑢𝑠𝑡|𝑇𝐶) and loss from apoptosis and necrosis (𝑟𝑑𝑒𝑎𝑡ℎ|𝑇𝐸𝐶). Loss of 𝑇𝐶 into 

𝑇𝐸𝐶 is accounted for in the source term for activated CTL 𝑆𝑇𝐶. The chemical potential 

𝜇𝑇𝐸𝐶 is affected by interaction strengths between tumor (𝜖𝑇𝐺
2 ), self and other immune 

species (𝜖𝐺
2), ECM (𝜖𝐸𝐺

2 ), and each chemoattractant at concentration 𝜎𝑙 for 𝑙 ∈ {1, … , 𝐿} 
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has a corresponding chemotaxis strength 𝜒𝑇𝐸𝐶,𝑙 on 𝑇𝐸𝐶. To simulate no chemotaxis of 

𝑇𝐸𝐶, 𝜒𝑇𝐸𝐶,𝑙 = 0. Rate term 𝑟𝑑𝑒𝑎𝑡ℎ|𝑇𝐸𝐶 is defined similarly to 𝑟𝑑𝑒𝑎𝑡ℎ|𝑇𝐶 from [289]: 

𝑟𝑑𝑒𝑎𝑡ℎ|𝑇𝐸𝐶 = 𝑟𝑎𝑝𝑜𝑝𝑡𝑜𝑠𝑖𝑠|𝑇𝐸𝐶 + 𝑟𝑛𝑒𝑐𝑟𝑜𝑠𝑖𝑠|𝑇𝐸𝐶  
Equation 

5.2.30 

𝑟𝑎𝑝𝑜𝑝𝑡𝑜𝑠𝑖𝑠|𝑇𝐸𝐶 = 𝜆𝑎𝑝𝑜𝑝𝑡𝑜𝑠𝑖𝑠|𝑇𝐸𝐶 ∙ 𝒜𝑎𝑝𝑜𝑝𝑡𝑜𝑠𝑖𝑠|𝑇𝐸𝐶 ∙ 𝜙𝑇𝐸𝐶  
Equation 

5.2.31 

𝑟𝑛𝑒𝑐𝑟𝑜𝑠𝑖𝑠|𝑇𝐸𝐶 = 𝜆𝑛𝑒𝑐𝑟𝑜𝑠𝑖𝑠|𝑇𝐸𝐶 ∙ 𝒜𝑛𝑒𝑐𝑟𝑜𝑠𝑖𝑠|𝑇𝐸𝐶 ∙ 𝜙𝑇𝐸𝐶  
Equation 

5.2.32 

𝒜𝑎𝑝𝑜𝑝𝑡𝑜𝑠𝑖𝑠|𝑇𝐸𝐶 = 1 
Equation 

5.2.33 

𝒜𝑛𝑒𝑐𝑟𝑜𝑡𝑖𝑐|𝑇𝐸𝐶 = 1 −ℋ(
𝑛

𝑛𝑣,𝐺
− 1) ∙ ℋ (

𝑔

𝑔𝑣,𝐺
− 1) 

Equation 

5.2.34 

where ℋ(𝑥) is the right-continuous Heaviside function of 𝑥 and the viability 

limits of oxygen and glucose for immune species are 𝑛𝑣,𝐺 and 𝑔𝑣,𝐺, respectively. 

 

Necrosis can lead to an inflammatory environment characterized by increased 

leukocyte recruitment [315]. CTL can also be recruited by chemokines released from 

cancer cell death [316]. This effect is incorporated here by having lysing dead tumor cells 

(𝜙𝐷) release chemokines (CHE) that promote immune cell invasion. This phenomenon is 

incorporated into the chemokine variable 𝑐ℎ𝑒 from [289] via an additional rate term: 

∇ ∙ (𝐷𝑐ℎ𝑒 ∙ ∇𝑐ℎ𝑒) + 𝜆𝑐ℎ𝑒 ∙ 𝑐ℎ𝑒𝑠𝑎𝑡 − (𝜆𝑐ℎ𝑒 + 𝜆𝑑𝑒,𝑐ℎ𝑒 + 𝜆𝑈,𝑐ℎ𝑒) ∙ 𝑐ℎ𝑒 = 0 
Equation 

5.2.35 

λ𝑐ℎ𝑒 = 𝜆𝑉,𝑐ℎ𝑒 ∙ 𝒜𝑉,𝑐ℎ𝑒 + 𝜆𝑑𝑒𝑎𝑡ℎ,𝑐ℎ𝑒
𝑉 ∙ 𝑟𝐿,𝐷 

Equation 

5.2.36 

𝒜𝑉,𝑐ℎ𝑒 = (1 + ℱ𝑐ℎ𝑒,𝑛
𝑉 ∙ (

𝑛ℎ − 𝑛

𝑛ℎ − 𝑛𝑣,𝑉
) ∙ ℋ(𝑛ℎ − 𝑛)) ∙

𝜙𝑉

�̃�𝛼
 

Equation 

5.2.37 

where diffusivity, degradation, and uptake of 𝑐ℎ𝑒 are 𝐷𝑐ℎ𝑒, 𝜆𝑑𝑒,𝑐ℎ𝑒, and 𝜆𝑈,𝑐ℎ𝑒, 

respectively, hypoxia induces raised CHE production by 𝜙𝑉 via an effective factor 

parameter ℱ𝑐ℎ𝑒,𝑛
𝑉 , hypoxic threshold for oxygen in 𝜙𝑉 is 𝑛ℎ, 𝑟𝐿,𝐷 is the lysis rate of 𝜙𝐷 as 

defined in [82], and the release rate of 𝑐ℎ𝑒 by 𝜙𝐷 during lysis rate is 𝜆𝑑𝑒𝑎𝑡ℎ,𝑐ℎ𝑒
𝑉 . 
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CTL performs apoptosis when its cognate antigen is absent [168]. Thus, the rate 

of apoptosis is decreased in living and dead tumor tissue by modifying the adjustment 

factor 𝒜𝑎𝑝𝑜𝑝𝑡𝑜𝑠𝑖𝑠|𝑇𝐸𝐶: 

𝒜𝑎𝑝𝑜𝑝𝑡𝑜𝑠𝑖𝑠|𝑇𝐶 = 1 − ℱ𝑐ℎ𝑒𝑎𝑝𝑜𝑝|𝑇𝑐 ∙
𝑐ℎ𝑒

𝑐ℎ𝑒𝑠𝑎𝑡
 

Equation 

5.2.38 

where ℱ𝑐ℎ𝑒𝑎𝑝𝑜𝑝|𝑇𝑐 is the effect of CHE on reducing CTL apoptosis. 

 

CTL can enter a state of exhaustion from PD-L1 exposure and chronic T cell 

receptor stimulation [55, 56]. It is assumed here that PD1 is sufficiently expressed by 

CTL such that the outcome of the PD1-PD-L1 interaction can be inferred from PD-L1 

expression. To represent exhaustion, a loss term 𝑟𝑒𝑥ℎ𝑎𝑢𝑠𝑡,𝑇𝐶 is added to the source term 

for CTL (𝑆𝑇𝐶). The value of 𝑟𝑒𝑥ℎ𝑎𝑢𝑠𝑡,𝑇𝐶 varies in proportion to the amount of PD-L1 

(𝑃𝐷𝐿1) that exists in the immediate vicinity of the CTL: 

𝑟𝑒𝑥ℎ𝑎𝑢𝑠𝑡,𝑇𝐶 = 𝜆𝑒𝑥ℎ𝑎𝑢𝑠𝑡|𝑇𝐶 ∙ 𝒜𝑒𝑥ℎ𝑎𝑢𝑠𝑡,𝑇𝐶 ∙ 𝜙𝑇𝐶  
Equation 

5.2.39 

𝒜𝑒𝑥ℎ𝑎𝑢𝑠𝑡,𝑇𝐶 =
ℱ𝑎𝑐𝑡𝑖𝑣𝑎𝑡𝑖𝑜𝑛|𝑇𝐶 ∙ 𝒜𝐼|𝑇𝐶 + ℱ𝑃𝐷𝐿1|𝑇𝐶 ∙

𝑃𝐷𝐿1
(𝑃𝐷𝐿1)𝑠𝑎𝑡

ℱ𝑎𝑐𝑡𝑖𝑣𝑎𝑡𝑖𝑜𝑛|𝑇𝐶 + ℱ𝑃𝐷𝐿1|𝑇𝐶
 

Equation 

5.2.40 

where 𝜆𝑒𝑥𝑎ℎ𝑢𝑠𝑡,𝑇𝐶 is the rate of CTL exhaustion, 𝑃𝐷𝐿1𝑠𝑎𝑡 is the saturated PD-L1 

concentration, and 𝒜𝐼|𝑇𝐶 is the local activation level of 𝑇𝐶. For simplicity, the effect of 

activation is not evaluated in this study. Thus, ℱ𝑎𝑐𝑡𝑖𝑣𝑖𝑎𝑡𝑖𝑜𝑛|𝑇𝐶 = 0 and 𝒜𝐼|𝜎 = 1 for all 

𝜎 ∈ 𝐺. The effect of other inhibitory receptors on CTL exhaustion, such as CTLA4 and 

LAG3 [56], is left to future work. Over time, proteins denature; thus, it is expected that 

PD-L1 has a denaturing rate. This is represented by a parameter 𝜆𝑑𝑒|𝑃𝐷𝐿1. It is assumed 
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that the value of 𝜆𝑑𝑒|𝑃𝐷𝐿1 is constant in the isothermal model domain and is negligibly 

affected by changes in TME pH. 

 

Solid cell motility, 𝑘𝛼, is updated to include 𝑇𝐸𝐶 into the total immune species 

volume fraction 𝜙𝐺, maintaining the form given in [289]: 

𝑘𝛼 = 𝑄3(𝜙𝐸) ∙ (𝑘𝛼)𝐸 + (1 − 𝑄3(𝜙𝐸))

∙ (𝑄3 (
𝜙𝑇
𝜙𝐶
) ∙ (𝑘𝛼)𝑇 + (1 − 𝑄3 (

𝜙𝑇
𝜙𝐶
))

∙ [𝑄3 (
𝜙𝐺
𝜙𝑁
) ∙ (𝑘𝛼)𝐺 + (1 − 𝑄3 (

𝜙𝐺
𝜙𝑁
)) ∙ (𝑘𝛼)𝐻]) 

 

Equation 

5.2.41 

Here, a generic drug that prevents PD-L1-induced CTL exhaustion, 𝐷𝐼𝑃𝐷𝐿1, is 

introduced. The following equation, adapted from [237, 291], simulates 𝐷𝐼𝑃𝐷𝐿1 

extravasation into, decay within, and uptake from the domain: 

𝜕𝐷𝐼𝑃𝐷𝐿1
𝜕𝑡

= ∇ ∙ (𝐷𝐷𝐼𝑃𝐷𝐿1
∙ ∇𝐷𝐼𝑃𝐷𝐿1) + 𝜆𝑒𝑥𝑡𝑟𝑎𝑣𝑎𝑠𝑎𝑡𝑒,𝐷𝐼𝑃𝐷𝐿1

∙ 𝒜𝑒𝑥𝑡𝑟𝑎𝑣𝑎𝑠𝑎𝑡𝑒,𝐷𝐼𝑃𝐷𝐿1  

∙ ((𝐷𝐼𝑃𝐷𝐿1)𝑠𝑎𝑡
∙ 𝐶𝐷𝐼𝑃𝐷𝐿1

(𝑡) − 𝐷𝐼𝑃𝐷𝐿1)

− (𝜆𝑑𝑒𝑐𝑎𝑦,𝐷𝐼𝑃𝐷𝐿1
+ 𝜆𝑢𝑝𝑡𝑎𝑘𝑒,𝐷𝐼𝑃𝐷𝐿1

 ) ∙ 𝐷𝐼𝑃𝐷𝐿1  

Equation 

5.2.42 

𝜆𝑢𝑝𝑡𝑎𝑘𝑒,𝐷𝐼𝑃𝐷𝐿1
= 𝜆𝐷𝐼𝑃𝐷𝐿1 ,𝑢𝑝𝑡𝑎𝑘𝑒,𝐻

∙
𝜙𝐻

�̃�𝛼
− 𝜆𝐷𝐼𝑃𝐷𝐿1 ,𝑢𝑝𝑡𝑎𝑘𝑒,𝑉

∙
𝜙𝑉

�̃�𝛼
 

Equation 

5.2.43 

𝒜𝑒𝑥𝑡𝑟𝑎𝑣𝑎𝑠𝑎𝑡𝑒,𝐷𝐼𝑃𝐷𝐿1
=
𝐵𝑛 + 𝐵𝑝
𝐵𝑚𝑎𝑥

∙ (1 −
𝑝𝛼
𝑝𝑡,𝐵

) 
Equation 

5.2.44 

𝐶𝐷𝐼𝑃𝐷𝐿1
(𝑡) = {

(1 − 𝑒−𝛼1∙(𝑡−𝑡𝑖) ), 𝑡𝑖 ≤  𝑡 < 𝑡𝑓 

(1 − 𝑒−𝛼1(𝑡𝑓−𝑡𝑖)) ∙ 𝑒−𝛼2(𝑡−𝑡𝑓), 𝑡 ≥ 𝑡𝑓
 

Equation 

5.2.45 

where 𝐶𝐷𝐼𝑃𝐷𝐿1
(𝑡) is the intravascular concentration of 𝐷𝐼𝑃𝐷𝐿1 that saturates at a 

concentration (𝐷𝐼𝑃𝐷𝐿1)𝑠𝑎𝑡
 and has an initial and finishing time for drug administration at 

𝑡𝑖 and 𝑡𝑓, respectively, 𝑝𝑡,𝐵 is the threshold of pressure corresponding to the onset of 
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blood vessel loss, and 𝐷𝐷𝐼𝑃𝐷𝐿1
 is the diffusivity of 𝐷𝐼𝑃𝐷𝐿1. Uptake of 𝐷𝐼𝑃𝐷𝐿1 is assumed to 

occur in host and viable tumor tissues at rates 𝜆𝐷𝐼𝑃𝐷𝐿1 ,𝑢𝑝𝑡𝑎𝑘𝑒,𝐻
 and 𝜆𝐷𝐼𝑃𝐷𝐿1 ,𝑢𝑝𝑡𝑎𝑘𝑒,𝑉

. Here, 

for simplicity, drug uptake is not considered. Thus, 𝜆𝐷𝐼𝑃𝐷𝐿1 ,𝑢𝑝𝑡𝑎𝑘𝑒,𝐻
= 𝜆𝐷𝐼𝑃𝐷𝐿1 ,𝑢𝑝𝑡𝑎𝑘𝑒,𝑉

=

0. The rate of uptake by other PD-L1 species is assumed to be negligible. Drug release 

behavior is adjusted by rate constants 𝛼1 and 𝛼2. Like in [308], 𝐷𝐷𝐼𝑃𝐷𝐿1
 is computed 

using region-specific diffusivities: 

𝐷𝐷𝐼𝑃𝐷𝐿1
= 𝐷𝐷𝐼𝑃𝐷𝐿1 ,𝐸

∙ 𝑄3 (
𝜙𝐸

�̃�𝛼
) + 𝐷𝐷𝐼𝑃𝐷𝐿1 ,𝐶

∙ [1 − 𝑄3 (
𝜙𝐸

�̃�𝛼
)] 

Equation 

5.2.46 

𝐷𝐷𝐼𝑃𝐷𝐿1 ,𝐶
= 𝐷𝐷𝐼𝑃𝐷𝐿1 ,𝑇

,∙ 𝑄3 (
𝜙𝑇
𝜙𝐶
) + 𝐷𝐷𝐼𝑃𝐷𝐿1 ,𝐻

∙ (1 − 𝑄3 (
𝜙𝑇
𝜙𝐶
)) 

Equation 

5.2.47 

where the diffusivities in tumor, ECM, and healthy regions are 𝐷𝐷𝐼𝑃𝐷𝐿1 ,𝑇
, 

𝐷𝐷𝐼𝑃𝐷𝐿1 ,𝐸
, and 𝐷𝐷𝐼𝑃𝐷𝐿1 ,𝐻

, respectively, saturated solid volume fraction is �̃�𝛼, 𝜙𝐶 = 𝜙𝑇 +

𝜙𝑁, and 𝜙𝑁 = 𝜙𝐻 + 𝜙𝐺. 

 

Because PD-L1 is a transmembrane ligand whose size is comparable to 

chemoattractants as well as tumor angiogenic and growth factors, PD-L1 is modeled akin 

to CHE, TAF (tumor angiogenic factors), and TGF (tumor growth factors) in [82, 289]: 

∇ ∙ (𝐷𝑡𝑔𝑓 ∙ ∇𝑡𝑔𝑓) + 𝑡𝑔𝑓𝑠𝑎𝑡 ∙ 𝜆𝑡𝑔𝑓 − (𝜆𝑡𝑔𝑓 + 𝜆𝑑𝑒,𝑡𝑔𝑓 + 𝜆𝑈,𝑡𝑔𝑓) ∙ 𝑡𝑔𝑓 = 0 
Equation 

5.2.48 

𝜆𝑡𝑔𝑓 = 𝜆𝑉,𝑡𝑔𝑓 ∙ 𝒜𝑉,𝑡𝑔𝑓 + 𝜆𝐵,𝑡𝑔𝑓 + 𝜆𝐿,𝑡𝑔𝑓 + 𝜆𝐹,𝑡𝑔𝑓 ∙ 𝒜𝐹,𝑡𝑔𝑓 
Equation 

5.2.49 

𝜆𝑈,𝑡𝑔𝑓 = 𝜆𝑈,𝑉,𝑡𝑔𝑓 ∙ 𝒜𝑈,𝑉,𝑡𝑔𝑓 
Equation 

5.2.50 

where species 𝑉, 𝐵, 𝐿, and 𝐹 produce TGF with rate constants 𝜆𝑖,𝑡𝑔𝑓, 𝜆𝑈,𝑡𝑔𝑓 is the 

uptake of 𝑡𝑔𝑓 by viable tumor cells, 𝜆𝑑𝑒,𝑡𝑔𝑓 is the degradation rate of 𝑡𝑔𝑓 in the model 

domain, and 𝑡𝑔𝑓𝑠𝑎𝑡 is the saturated concentration of 𝑡𝑔𝑓. Each species listed produces 
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𝑡𝑔𝑓 when conditions given by 𝒜𝑖,𝑡𝑔𝑓 for species 𝑖 are met. Using the approach laid out 

for 𝑡𝑔𝑓 in [82], the PD-L1 governing quasi-steady state equation can be described as a 

balance between the PD-L1 production rate (𝜆𝑃𝐷𝐿1), degradation rate (𝜆𝑑𝑒|𝑃𝐷𝐿1), rate of 

elimination by anti-PD-L1 therapy 𝐷𝐼𝑃𝐷𝐿1 (𝜆𝐷𝐼𝑃𝐷𝐿1
), and effects of diffusion: 

∇ ∙ (𝐷𝑃𝐷𝐿1 ∙ ∇𝑃𝐷𝐿1) + 𝜆𝑃𝐷𝐿1 ∙ (𝑃𝐷𝐿1)𝑠𝑎𝑡 − (𝜆𝑃𝐷𝐿1 + 𝜆𝑑𝑒|𝑃𝐷𝐿1 + 𝜆𝐷𝐼𝑃𝐷𝐿1
)

∙ 𝑃𝐷𝐿1 = 0 

Equation 

5.2.51 

where the diffusivity and saturated concentration of PD-L1 is (𝑃𝐷𝐿1)𝑠𝑎𝑡 and 𝐷𝑃𝐷1, 

respectively. 𝐷𝑃𝐷1 is computed using effective diffusivity formula described in [289]: 

𝐷𝑃𝐷𝐿1 = 𝐷𝑃𝐷𝐿1,𝐸 ∙ 𝑄3 (
𝜙𝐸

�̃�𝛼
) + 𝐷𝑃𝐷𝐿1,𝐶 ∙ [1 − 𝑄3 (

𝜙𝐸

�̃�𝛼
)] 

Equation 

5.2.52 

𝐷𝑃𝐷𝐿1,𝐶 = 𝐷𝑃𝐷𝐿1,𝑇  ∙ 𝑄3 (
𝜙𝑇
𝜙𝐶
) + 𝐷𝑃𝐷𝐿1,𝐻 ∙ (1 − 𝑄3 (

𝜙𝑇
𝜙𝐶
)) 

Equation 

5.2.53 

where the diffusivity of 𝐷𝑃𝐷1 in ECM, tumor, immune, and host regions is 

𝐷𝑃𝐷𝐿1,𝐸, 𝐷𝑃𝐷𝐿1,𝑇, and 𝐷𝑃𝐷𝐿1,𝐻, respectively. Because PD-L1 can be expressed by tumor 

cells, myofibroblasts, and tumor-associated macrophages, the diffusivity through ECM 

and healthy tissue will be zero, leaving PD-L1 to diffuse through the tumor phase of the 

mixture model and maintain localized expression by immune species and myofibroblasts 

[51, 300, 317]. Thus, 𝐷𝑃𝐷𝐿1,𝐸 = 𝐷𝑃𝐷𝐿1,𝐻 = 0. 

 

PD-L1 expression by tumor-associated macrophages and hepatic myofibroblasts 

increases in vitro when in contact with PDAC [53] and PDAC-LM [52], respectively. 

MDSC have been shown to express PD-L1 and this aspect will be considered in future 

work [300]. Thus: 
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𝜆𝑃𝐷𝐿1 = ∑ 𝜆𝑖|𝑃𝐷𝐿1 ∙ 𝒜𝑖|𝑃𝐷𝐿1

𝑖∈{𝑉,𝐹,𝑀1,𝑀2}

 Equation 

5.2.54 

𝒜𝑉|𝑃𝐷𝐿1 =
𝜙𝑉

�̃�𝛼
 

Equation 

5.2.55 

𝒜𝑀1|𝑃𝐷𝐿1 = 𝒜𝐼|𝑀1 ∙ 𝑄3 (
𝜙𝑀1
𝜙𝑀1,𝑠𝑎𝑡

) ∙ (1 + ℱ𝑃𝐷𝐿1,𝑇|𝑀1 ∙ 𝑄3 (
𝜙𝑇

𝜙𝑀1,𝑇,𝑠𝑎𝑡
)) 

Equation 

5.2.56 

𝒜𝑀2|𝑃𝐷𝐿1 = 𝒜𝐼|𝑀2 ∙ 𝑄3 (
𝜙𝑀2
𝜙𝑀2,𝑠𝑎𝑡

) ∙ (1 + ℱ𝑃𝐷𝐿1,𝑇|𝑀2 ∙ 𝑄3 (
𝜙𝑇

𝜙𝑀2,𝑇,𝑠𝑎𝑡
)) 

Equation 

5.2.57 

𝒜𝐹|𝑃𝐷𝐿1 =
𝐹

𝐹𝑚𝑎𝑥
∙ (1 + ℱ𝑃𝐷𝐿1,𝑇|𝐹 ∙ 𝑄3 (

𝜙𝑇
𝜙𝐹,𝑇,𝑠𝑎𝑡

)) 
Equation 

5.2.58 

𝜆𝐷𝐼𝑃𝐷𝐿1
= 𝜆𝑃𝐷𝐿1|𝐷𝐼𝑃𝐷𝐿1,𝑃𝐷𝐿1

∙  
𝐷𝐼𝑃𝐷𝐿1

(𝐷𝐼𝑃𝐷𝐿1)𝑠𝑎𝑡

 Equation 

5.2.59 

where rate of PD-L1 expression for species 𝜎 is 𝜆𝜎|𝑃𝐷𝐿1, saturation concentration 

for myofibroblasts 𝐹 is 𝐹𝑚𝑎𝑥, immune-immune and immune-tumor interactions for 

species 𝜏 are saturated at 𝜙𝜏,𝑇,𝑠𝑎𝑡, and ℱ𝑃𝐷𝐿1,𝑇|𝜏 is the dimensionless factor for PD-L1 

upregulation of species 𝜏 due to tumor tissue. Here, the saturation constant 𝜙𝐺𝐺 from 

[289] is updated to species-specific saturation constants, 𝜙𝜏,𝑠𝑎𝑡 for any immune species 𝜏, 

which is set to the value of 𝜙𝐺𝐺 given in [308] by default. Finally, 𝜆𝐷𝐼𝑃𝐷𝐿1
 is proportional 

to local drug concentration 𝐷𝐼𝑃𝐷𝐿1 and a rate constant 𝜆𝑃𝐷𝐿1|𝐷𝐼𝑃𝐷𝐿1,𝑃𝐷𝐿1
. 

 

Like the model presented in [57, 59, 60, 318], it is assumed that tumor angiogenic 

factors are released by hypoxic tumor tissue. The equation in [82] is updated accordingly: 

𝒜𝑉,𝑡𝑎𝑓 =
𝜙𝑉
𝜙𝛼

∙ (ℱ𝑡𝑎𝑓
𝑉 + ℱ𝑛,𝑡𝑎𝑓

𝑉 ∙
𝑛ℎ − 𝑛

𝑛ℎ − 𝑛𝑣,𝑉
∙ ℋ (

𝑛ℎ − 𝑛

𝑛ℎ − 𝑛𝑣,𝑉
))  

Equation 

5.2.60 
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where the hypoxic and viable tumor tissue thresholds of oxygen are 𝑛ℎ and 𝑛𝑣,𝑉, 

respectively, ℱ𝑡𝑎𝑓
𝑉  is a nondimensional factor that describes the nominal level of TAF 

production by viable tumor tissue, and ℱ𝑛,𝑡𝑎𝑓
𝑉  is a nondimensional factor for viable tumor 

tissue upregulation of TAF production in hypoxic conditions. 

 

Like the macrophage model in [65], immune species are assumed to extravasate 

from blood vasculature in the presence of TAF. Thus, the entrance rate for all immune 

species 𝜎 ∈ 𝐺, 𝜎 ≠ 𝑇𝐶 is updated: 

𝒜𝑒𝑛𝑡𝑒𝑟|𝜎 = (ℱ𝐵
𝐺 + ℱ𝐵

𝑡𝑎𝑓
∙
𝑡𝑎𝑓

𝑡𝑎𝑓𝑠𝑎𝑡
) ∙ (1 −

𝜙𝜎

�̃�𝛼
) ∙ (1 −

𝑝𝛼
𝑝𝑡,𝐵

) 
Equation 

5.2.61 

where the nominal rate of extravasation is set by dimensionless factor ℱ𝐵
𝐺, the 

increase due to TAF expression is ℱ𝐵
𝑡𝑎𝑓

, volume fraction for immune species 𝜎 is 𝜙𝜎, and 

extravasation is halted when solid pressure 𝑝𝛼 exceeds the blood capillary pressure 𝑝𝑡,𝐵. 

 

The effects of peripheral dendritic cells due to antigen-CNP on T cell activation 

are incorporated into the entrance rate of CTL into the tumor domain: 

𝑟𝑒𝑛𝑡𝑒𝑟|𝑇𝑐 = 𝜆𝑒𝑛𝑡𝑒𝑟|𝑇𝐶 ∙ 𝒜𝑒𝑛𝑡𝑒𝑟|𝑇𝐶 ∙ �̃�𝛼 
Equation 

5.2.62 

𝒜𝑒𝑛𝑡𝑒𝑟|𝑇𝐶 = (ℱ𝐵
𝐺 + ℱ𝐵

𝑡𝑎𝑓
∙
𝑡𝑎𝑓

𝑡𝑎𝑓𝑠𝑎𝑡
) ∙ (1 −

𝜙𝜎

�̃�𝛼
) ∙ 𝑄3 (1 −

𝑝𝛼
𝑝𝑡,𝐵

)

∙ (1 + ℱ𝑒𝑛𝑡𝑒𝑟|𝑇𝐶
𝐷𝑁𝑃 ∙ 𝐷𝑁𝑃,𝑇𝐶(𝑡)) 

Equation 

5.2.63 

𝐷𝑁𝑃,𝑇𝐶(𝑡) = (1 − 𝑒
−𝛾1∙(𝑡−𝑡𝑖,𝐷𝑁𝑃)) ∙ 𝑒−𝛾2(𝑡−𝑡𝑖,𝐷𝑁𝑃), 𝑡 ≥ 𝑡𝑖,𝐷𝑁𝑃  

Equation 

5.2.64 
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where the effect of antigen-CNP on CTL entrance rate begins at 𝑡𝑖,𝐷𝑁𝑃, has 

maximum effect on CTL entrance ℱ𝑒𝑛𝑡𝑒𝑟|𝑇𝐶
𝐷𝑁𝑃 , and decays as governed by rate constants 𝛾1 

and 𝛾2. 

 

The myofibroblast mitotic rate equation from [82] was modeled using equations 

Equation 5.2.65 and Equation 5.2.66: 

𝑟𝑀,𝐹𝐸 = 𝜆𝑀,𝐹𝐸 ∙ 𝒜𝑀,𝐹𝐸 ∙ 𝐹𝐸  
Equation 

5.2.65 

𝒜𝑀,𝐹𝐸 = (1 − 𝐹𝐸) ∙ 𝑄3 (
𝑛 − 𝑛ℎ
𝑛∞ − 𝑛ℎ

) ∙ (1 + ℱ𝑡𝑔𝑓,𝐹
𝑀 ∙

𝑡𝑔𝑓

𝑡𝑔𝑓𝑠𝑎𝑡
∙ ℋ(𝑡𝑔𝑓 − 𝑡𝑔𝑓𝐹𝐸)) 

Equation 

5.2.66 

where ℱ𝑡𝑔𝑓,𝐹
𝑀  is the dimensionless factor of myofibroblast upregulation due to 

TGF, 𝑛∞ is the concentration of oxygen at the model domain’s borders, and 𝑡𝑔𝑓𝐹𝐸 is the 

trigger threshold for TGF-induced mitotic upregulation of myofibroblasts. Here, the 

definition of 𝒜𝑀,𝐹𝐸 is updated to use a myofibroblast-specific hypoxic threshold 𝑛ℎ,𝐹: 

𝒜𝑀,𝐹𝐸 = (1 − 𝐹𝐸) ∙ 𝑄3 (
𝑛 − 𝑛ℎ,𝐹
𝑛∞ − 𝑛ℎ,𝐹

)

∙ (1 + ℱ𝑡𝑔𝑓,𝐹
𝑀 ∙

𝑡𝑔𝑓

𝑡𝑔𝑓𝑠𝑎𝑡
∙ ℋ(𝑡𝑔𝑓 − 𝑡𝑔𝑓𝐹𝐸)) 

Equation 

5.2.67 

Finally, the ECM source term in [289] is updated to increase ECM deposition by 

myofibroblasts in tumor tissue regions: 

𝑆𝐸 =∑𝑟𝜏|𝐸
𝜏∈𝑇

 Equation 

5.2.68 

𝑟𝜏|𝐸 = 𝜆𝜏|𝐸 ∙ 𝒜𝜏|𝐸 ∙ 𝜏 
Equation 

5.2.69 
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𝒜𝑖|𝐸 = (1 −
𝜙𝐸

�̃�𝛼
) ∙ ℋ (1 −

𝜙𝐸

�̃�𝛼
) ∙ (1 +

𝑡𝑔𝑓

𝑡𝑔𝑓𝑠𝑎𝑡
)

∙ (1 + ℱ𝑛,𝐸
𝑖 ∙

𝑛ℎ − 𝑛

𝑛ℎ − 𝑛𝑣,𝐹
∙ ℋ(𝑛ℎ − 𝑛)) ∙ ℋ(𝑛 − 𝑛𝑣,𝐹), 𝑖

∈ ℛ & 𝑖 ≠ 𝐹 

Equation 

5.2.70 

𝒜𝐹|𝐸 = (1 −
𝜙𝐸

�̃�𝛼
) ∙ ℋ (1 −

𝜙𝐸

�̃�𝛼
) ∙ (1 + ℱ𝐹𝐸,𝑡𝑔𝑓 ∙

𝑡𝑔𝑓

𝑡𝑔𝑓𝑠𝑎𝑡
)

∙ (1 + ℱ𝑛,𝐸
𝐹 ∙

𝑛ℎ − 𝑛

𝑛ℎ − 𝑛𝑣,𝐹
∙ ℋ(𝑛ℎ − 𝑛))

∙ (1 + ℱ𝐹𝐸
𝑇𝐻2 ∙ 𝒜𝐼|𝑇𝐻2 ∙ 𝑄3 (

𝜙𝑇𝐻2
𝜙𝑇2.𝑠𝑎𝑡

)) ∙ ℋ(𝑡𝑔𝑓 − 𝑡𝑔𝑓𝐹𝐸,𝐸)

∙ ℋ(𝑛 − 𝑛𝑣,𝐹) 

Equation 

5.2.71 

where ℛ = {𝐵, 𝐿, 𝐹}, 𝐵 ≡ 𝐵𝑝 + 𝐵𝑛, 𝐿 ≡ 𝐿𝑝 + 𝐿𝑛, 𝑛ℎ is the hypoxic threshold of 

oxygen, 𝑛𝑣,𝑖 is the oxygen viability threshold for species 𝑖, ℱ𝑛,𝐸
𝜏  is the effective constant 

for the increase in ECM secretion by species 𝜏 in response to hypoxia, ℱ𝐹𝐸,𝑡𝑔𝑓 and ℱ𝐹𝐸
𝑇𝐻2 

are the effective factors of ECM secretion upregulation in myofibroblasts due to TGF and 

type 2 helper T-cells, respectively, and 𝑡𝑔𝑓𝐹𝐸,𝐸 is the minimum concentration of 𝑡𝑔𝑓 

required to promote ECM production. The contribution of helper T-cells in PDAC is left 

for future work. 

 

5.2.4 Model Non-dimensionalization 

Non-dimensionalization of 𝜙𝑇𝐸𝐶 and 𝜇𝑇𝐸𝐶 follows the same approach given in [82], 

where the scaling parameters used for non-dimensionalization are listed across Table 38 

through Table 43. Nondimensionalization of diffusivities 𝐷𝐷𝐼𝑃𝐷𝐿1
 and 𝐷𝑃𝐷𝐿1 is performed 

as described in [82]. The non-dimensionalized form for equations Equation 5.2.42 

through Equation 5.2.45 is as shown in Equation 5.2.72 through Equation 5.2.75: 
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𝜕�̃�𝐼𝑃𝐷𝐿1
𝜕𝑡

= ∇ ∙ (�̃�𝐷𝐼𝑃𝐷𝐿1
∙ ∇�̃�𝐼𝑃𝐷𝐿1) + �̃�𝑒𝑥𝑡𝑟𝑎𝑣𝑎𝑠𝑎𝑡𝑒,𝐷𝐼𝑃𝐷𝐿1

∙ 𝒜𝑒𝑥𝑡𝑟𝑎𝑣𝑎𝑠𝑎𝑡𝑒,𝐷𝐼𝑃𝐷𝐿1  
̃

∙(𝐶𝐷𝐼𝑃𝐷𝐿1
̃ (𝑡) − 𝐷𝐼𝑃𝐷𝐿1

̃ )− (�̃�𝑑𝑒𝑐𝑎𝑦,𝐷𝐼𝑃𝐷𝐿1
+ �̃�𝑢𝑝𝑡𝑎𝑘𝑒,𝐷𝐼𝑃𝐷𝐿1

 )

∙ 𝐷𝐼𝑃𝐷𝐿1
̃  

Equation 

5.2.72 

�̃�𝑢𝑝𝑡𝑎𝑘𝑒,𝐷𝐼𝑃𝐷𝐿1
= �̃�𝐷𝐼𝑃𝐷𝐿1 ,𝑢𝑝𝑡𝑎𝑘𝑒,𝐻

∙ �̃�𝐻 − �̃�𝐷𝐼𝑃𝐷𝐿1 ,𝑢𝑝𝑡𝑎𝑘𝑒,𝑉
∙ �̃�𝑉 Equation 

5.2.73 

𝒜𝑒𝑥𝑡𝑟𝑎𝑣𝑎𝑠𝑎𝑡𝑒,𝐷𝐼𝑃𝐷𝐿1
=
𝐵�̃� + 𝐵�̃�

𝐵𝑚𝑎�̃�
∙ (1 −

𝑝�̃�
𝑝𝑡,�̃�

) 
Equation 

5.2.74 

�̃�𝐷𝐼𝑃𝐷𝐿1
(𝑡) = {

(1 − 𝑒−𝛼1̃∙(�̃�−�̃�𝑖) ), �̃�𝑖 ≤ �̃� < �̃�𝑓 

(1 − 𝑒−𝛼1̃(�̃�𝑓−�̃�𝑖)) ∙ 𝑒−𝛼2̃(�̃�−�̃�𝑓), �̃� ≥ �̃�𝑓
 

Equation 

5.2.75 

where non-dimensionalization of any variable 𝒱 is �̃�. Non-dimensionalization for 𝑃𝐷𝐿1 

for Equation 5.2.51 is performed akin to non-dimensionalization of TGF in [82] using 

non-dimensionalized factor (𝑃𝐷𝐿1)𝑠𝑎𝑡. Non-dimensionalization of Equation 5.2.54 

through Equation 5.2.59 is given across Equation 5.2.76 through Equation 5.2.80: 

𝒜𝑉|𝑃𝐷𝐿1 = �̃�𝑉 
Equation 

5.2.76 

𝒜𝑀1|𝑃𝐷𝐿1 = �̃�𝐼|𝑀1 ∙ 𝑄3 (
�̃�𝑀1
�̃�𝑀1,𝑠𝑎𝑡

) ∙ (1 + ℱ𝑃𝐷𝐿1,𝑇|𝑀1 ∙ 𝑄3 (
�̃�𝑇

�̃�𝑀1,𝑇,𝑠𝑎𝑡
)) 

Equation 

5.2.77 

𝒜𝑀2|𝑃𝐷𝐿1 = �̃�𝐼|𝑀2 ∙ 𝑄3 (
�̃�𝑀2
�̃�𝑀2,𝑠𝑎𝑡

) ∙ (1 + ℱ𝑃𝐷𝐿1,𝑇|𝑀2 ∙ 𝑄3 (
�̃�𝑇

�̃�𝑀2,𝑇,𝑠𝑎𝑡
)) 

Equation 

5.2.78 

𝒜𝐹|𝑃𝐷𝐿1 = �̃� ∙ (1 + ℱ𝑃𝐷𝐿1,𝑇|𝐹 ∙ 𝑄3 (
�̃�𝑇

�̃�𝐹,𝑇,𝑠𝑎𝑡
)) 

Equation 

5.2.79 

𝜆𝐷𝐼𝑃𝐷𝐿1
= �̃�𝑃𝐷𝐿1|𝐷𝐼𝑃𝐷𝐿1,𝑃𝐷𝐿1

∙  �̃�𝐼𝑃𝐷𝐿1  Equation 

5.2.80 

Equation 5.2.62 through Equation 5.2.64 are non-dimensionalized as shown in 

equations Equation 5.2.81 through Equation 5.2.83: 

�̃�𝑒𝑛𝑡𝑒𝑟|𝑇𝑐 = �̃�𝑒𝑛𝑡𝑒𝑟|𝑇𝐶 ∙ 𝒜𝑒𝑛𝑡𝑒𝑟|𝑇𝐶  
Equation 

5.2.81 
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𝒜𝑒𝑛𝑡𝑒𝑟|𝑇𝐶 = (ℱ𝐵
𝐺 + ℱ𝐵

𝑡𝑎𝑓
∙ 𝑡𝑎�̃�) ∙ (1 − �̃�𝜎) ∙ 𝑄3 (1 −

�̃�𝛼
�̃�𝑡,𝐵

)

∙ (1 + ℱ𝑒𝑛𝑡𝑒𝑟|𝑇𝐶
𝐷𝑁𝑃 ∙ 𝐷𝑁𝑃,𝑇𝐶

̃ (�̃�)) 

Equation 

5.2.82 

�̃�𝑁𝑃,𝑇𝐶(�̃�) = (1 − 𝑒
−�̃�1∙(�̃�−�̃�𝑖,𝐷𝑁𝑃)) ∙ 𝑒−�̃�2∙(�̃�−�̃�𝑖,𝐷𝑁𝑃), �̃� ≥ �̃�𝑖,𝐷𝑁𝑃  

Equation 

5.2.83 

where times 𝑡 and 𝑡𝑖,𝐷𝑁𝑃 are non-dimensionalized using the non-

dimensionalization time factor 𝒯. Finally, dimensionless adjustment factors 𝒜𝑒𝑛𝑡𝑒𝑟|𝜎 for 

𝜎 ∈ 𝐺, 𝒜𝑀,𝐹𝐸, 𝒜𝑉,𝑡𝑎𝑓, and 𝒜𝐹|𝐸 are trivially non-dimensionalized from prior forms 

given across [82, 289] using non-dimensionalization factors listed across Table 38 

through Table 43. 

 

5.2.5 Boundary Conditions 

Dirichlet and Neumann boundary conditions hold for the non-dimensionalized volume 

fraction and chemical potential of exhausted CTL, as well as PD-L1 and anti-PD-L1 drug 

concentrations: 

𝐧 ∙ ∇�̃�𝑇𝐸𝐶 = �̃�𝑇𝐸𝐶 = 𝑃𝐷𝐿1̃ = 𝐧 ∙ ∇�̃�𝐼𝑃𝐷𝐿1 = 0 
Equation 

5.2.84 

where 𝐧 is the outward normal of the boundary. 

 

5.2.6 Model Discretization 

Discretization of Equation 5.2.21, Equation 5.2.25, Equation 5.2.29, and Equation 

5.2.51 followed the discretization performed for vasculature, volume fractions, chemical 

potential, and TGF, respectively [83, 289]. Following the methods in [308], discretization 

of �̃�𝐼𝑃𝐷𝐿1 was performed in time using the Crank-Nicholson method and in space using 

the operators defined in [83]. Drug distribution and effect, tumor growth, nutrient 
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metabolite production, and immune species interactions were simulated in parallel using 

coupled differential equations and solved using a Multigrid algorithm as described in [83, 

147, 181]. From here onwards, accents indicating non-dimensionalized terms are omitted 

for readability. 

 

5.3 Results 

5.3.1 Primary and Metastatic PDAC Tumors 

Representative pictures of primary and metastatic human PDAC tumors (Figure 

27 and Figure 28, respectively) show that PD-L1 was mostly located at tumor rim. 

Similarly, T cells, especially CD8+ T cells as well as tumor associated macrophages 

(CD163+ M2-like phenotype) were detected at rim (Figure 27). Myofibroblasts 

(αSMA+) were equally distributed between primary core and rim, while myofibroblast 

presence was accompanied by high collagen expression. CD8+ T cells and CD163+ 

tumor-associated macrophages were also predominantly located at the rim of the 

metastases (Figure 28). In contrast, myofibroblasts and collagen were detected at both 

metastatic core and rim. Overall, PD-L1 expression was associated with CD8+ T cells, 

tumor-associated macrophages and myofibroblasts, with the latter accompanied by high 

collagen expression. 
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Figure 27 Spatial expression of Programmed Cell Death Ligand 1 (PD-L1) is 

associated with the presence of CD8+ T cells, tumor-associated macrophages and 

myofibroblasts, accompanied by high collagen occurrence, in a primary tumor of a 
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PDAC patient. Representative immunohistochemical staining for Pan-Cytokeratin 

(PanCK), PD-L1, Cluster of Differentiation (CD) 3, CD8, CD68, CD163, alpha-Smooth 

Muscle actin (αSMA) and Collagen in a primary tumor of PDAC. Left: Overview of 

primary tumor within a Field of view (FoV) in the tumor core (blue rectangle) and a FoV 

of tumor rim (orange rectangle) (scale bar = 500 μm). Middle: zoomed-in picture of the 

tumor core. Right: zoomed-in picture of the tumor rim. pictures of tumor center and 

invasion front. Scale bar = 100 μm for middle and right. 
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Figure 28 Spatial expression of PD-L1 is associated with the presence of CD8+ T 

cells, tumor-associated macrophages and myofibroblasts, accompanied by high 

collagen occurrence in a liver metastasis of a PDAC patient. Representative 

immunohistochemical staining for Pan-Cytokeratin (PanCK), PD-L1, Cluster of 

Differentiation (CD) 3, CD8, CD68, CD163, alpha-Smooth Muscle actin (αSMA) and 

Collagen in a corresponding liver metastasis of the PDAC patient. Left: Overview picture 

of the liver metastasis within a Field of view (FoV) in the tumor core (blue rectangle) and 

a FoV of the tumor rim (orange rectangle) (scale bar = 500 μm). Middle: zoomed-in 

picture of the tumor core. Right: zoomed-in picture of the tumor rim. pictures of tumor 

center and invasion front. Scale bar = 100 μm for middle and right. 

 

5.3.2 Calibration of Antigen-CNP Therapy 

The 3D model was first calibrated to match characteristics of antigen-CNP 

therapy. CTL concentration in response to antigen-CNP priming the antigen presenting 

cells (APC) (DCs or macrophages), which in turn activate the CTL, was calibrated to be 

~3x higher after 3 days based on in vitro data from [307], assuming the model antigen has 

similar properties as SIINFEK (Figure 29A). Nominal CTL level was set to the 

concentration from primary PDAC observations in Kiryu et al. [319] and naïve T cell 

diameter from [241]. Vasculature was set to the initial condition used for PDAC in Table 

44. Peak T cell concentration was calibrated to roughly 4.25 days, a value that is 

consistent with weak ligand activation of CTL which was measured at a peak between 4 

and 5 days [320]. It is noted that stronger ligand binding leads to a delayed decrease in 

CTL response and, by extension, protracted elevated CTL concentration. Hence, this 
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analysis that considers a weak ligand activation curve evaluates a lower bound for CNP 

efficacy in vivo. To calibrate to cytotoxicity range seen in Walter et al. [307], a 200 µm 

diameter avascular tumor with 𝜙𝑉 = 0.1875 in a 533.3 x 533.3 x 533.3 µm3 domain was 

measured after 24 hours of exposure to either (1) nominal CTL concentration or (2) 

antigen-CNP CTL concentration measured at 72 hours. To emulate in vitro conditions, an 

avascular tumor was simulated to proliferate without hypoxia (oxygen (𝑛) = 0.85). Loss 

of activated CTL was simulated via apoptosis and exhaustion through tumor PD-L1 

expression. Consistent with observations from [307], the tumor tissue was 50%-60% of 

untreated case after 1 day of exposure to CTL regardless of PD-L1 expression (Figure 

29B). 

 

 

Figure 29 Calibration of antigen-CNP therapy assuming similar properties to 

SIINFEKL-CNP. (A) Relative to initial CTL concentration (time=0), antigen-CNP 

treatment increased CTL concentration to 3.1x after 3 days, consistent with in vitro 

observations [307]. CTL concentration peaked at 3.3x initial concentration at ~4.3 days. 
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(B) CTL concentration after 3 days of antigen-CNP treatment limited avascular tumor 

mass to <60% of untreated case within 24 hours regardless of PD-L1 expression. 

 

5.3.3 Calibration of anti-PD-L1 Therapy 

PD-L1 expression rates were calibrated to in vitro tumor, macrophage, and 

myofibroblast data by choosing 𝜙𝑀1 = 𝜙𝑀2 = 0.03, 𝜙𝑉 = 0.1875, and 𝐹 = 0.2. 

Calibration was based on macrophage and hepatic myofibroblast PD-L1 expression 

observed across [52, 53] and is summarized in Table 45. Efficacy of anti-PD-L1 drug at 

peak bolus concentration was calibrated to hold PD-L1 expression at 1% saturation 

concentration within a 200 µm diameter homogenous avascular tumor with 𝜙𝑉 =

0.1875. Vasculature was set to the initial condition used for PDAC in Table 44. Drug 

half-life was calibrated to match durvalumab’s reported geometric-mean half-life of 17- 

to 18-days [321, 322]. However, it is noted that the terminal half-life has been reported at 

21 days [323]. 

 

5.3.4 Simulation of PDAC and PDAC-LM 

To simulate primary PDAC at the centimeter-scale, domain size was set to 1.7067 

x 1.7067 x 1.7067 cm3. The in silico PDAC was shaped according to imaging 

observations in Mahmoudi et al. [324], with initial conditions chosen and parameters 

calibrated to meet in vivo stromal [325], macrophage [326, 327], and CTL [241, 319] 

densities in PDAC assuming that both active and exhausted species contribute to T-cell 

measurements in Kiryu et al. [319]. PDAC lesion was hypoxic, which is consistent with 

sparse vascularization observed in Olive et al. [328]. Macrophage M1:M2 ratio was set to 
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1:1.5 as reported in Kurahara et al. [326]. Maximum apoptotic rates for CTL and 

macrophages were set to 0.15 day-1 based on the T cell model used in Curtis et al. [67], a 

value consistent with apoptosis rates for T cells in certain infections [329, 330]. It was 

assumed that the maximum apoptotic rate applied to both exhausted and non-exhausted 

CTL. Consistent with [51-53], PD-L1 expression by myofibroblasts and macrophages 

was elevated in tumor tissue. The initial condition and time selected for therapeutic 

administration (t = 3 days) are visualized in Figure 30, growing from 1.04 cm length on 

the i-axis to 1.06 cm over the course of 3 days. 
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Figure 30 Simulation of primary PDAC with the 3D model. Viable tumor tissue (𝜙𝑉) 

is visualized from (A) oblique view and (B) side view at k = 0.852 cm. Growth is shown 

from initial condition (t = 0) and at (t = 3 days) when therapies were applied. Tumor 

tissue in (A) is defined as 𝜙𝑉 ≥ 0.05. 

 

To simulate liver metastatic growth, PDAC-LM was grown from a 66.67 x 66.67 

x 66.67 µm3 seed that reached an 827 µm diameter after 14 days in a 0.4267 x 0.4267 x 
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0.4267 cm3 domain (Figure 31). Initial conditions for primary PDAC and PDAC-LM are 

given in Table 44. PDAC-LM was roughly spherical after 14 days of growth (matching 

clinical imaging [331]), was primarily hypoxic [332] and exhibited a replacement growth 

type hallmarked by negligible angiogenesis and normal stroma concentration [297]. The 

M1:M2 ratio was set to 1:1.8 as seen in breast cancer liver metastases [59]. Macrophage 

and T cell prevalence within the PDAC-LM mass was calibrated to fall within ranges 

reported in Daunke et al. [53], colorectal cancer liver metastases in vivo [333] using T-

cell diameter from [241], and in breast cancer liver metastases in vitro [57]. PD-L1 was 

assumed to be consistently expressed in both PDAC and PDAC-LM [53]; thus, PD-L1 

calibration from PDAC was used in PDAC-LM. Calibration of novel model parameters 

and parameters changed from [289, 308] are given in Table 42 and Table 43, 

respectively. Simulation parameters changed for multigrid solver are given in Table 46. 
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Figure 31 Simulation of PDAC-LM with the 3D model. Viable tumor tissue (𝜙𝑉) is 

visualized from (A) oblique view and (B) side view at k = 0.212 cm. Growth is shown 

from 0 and 3 days after the start of the treatment. Tumor tissue in (A) is defined as 𝜙𝑉 ≥

0.05. 
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5.3.5 Simulation of Therapeutic Effect 

To quantify the efficacy of combination therapy of antigen-CNP and anti-PD-L1 

approaches on systemic tumor load, PDAC and PDAC-LM were subjected to either the 

anti-PD-L1 therapeutic, SIINFEKL-CNP, or both simultaneously (Anti-PD-L1+antigen-

CNP). Each treatment case was compared to a control (untreated) case. Preceding each 

treatment case, PDAC and PDAC-LM were grown from initial conditions for 3 and 14 

days, respectively. PDAC and PDAC-LM tumor burden were measured across 10 days 

for each case. The tumor burden of PDAC and PDAC-LM in each therapeutic regimen is 

shown in Figure 32A and Figure 32B, respectively. 
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Figure 32 Response of PDAC (A) and PDAC-LM (B) to antigen-CNP and anti-PD-

L1 therapies. Tumor radius is shown as percent of initial size at start of treatment (t = 0) 

as a function of treatment regimen (anti-PD-L1, antigen-CNP, or both applied 

simultaneously). ‘Control’ cases are untreated. Simultaneous application of anti-PD-L1 
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and antigen-CNP therapeutics yielded a synergistic effect in both primary and liver 

metastatic lesions. 

 

In the control case, tumor burden of both PDAC and PDAC-LM increased over 

the course of 10 days to 118% and 164% of initial burden, respectively. Individually, anti-

PD-L1 and antigen-CNP therapeutics were unable to decrease tumor burden beyond 

initial conditions for both primary and metastatic cases. In primary PDAC, antigen-CNP 

treatment was roughly equivalent to control, increasing tumor burden by 121% over 10 

days, whereas the anti-PD-L1 therapy limited tumor growth to 105% initial. Similarly, 

tumor burden for antigen-CNP and anti-PD-L1 therapies for PDAC-LM was 150% and 

148%, respectively. This result is consistent with ineffective durvalumab treatment 

observations in vitro [52, 53] against PDAC cell lines and in clinical trials with metastatic 

PDAC patients [24]. However, when applied simultaneously, tumor response improved in 

both cases: tumor burden of PDAC and PDAC-LM was minimized to 81.0% after 4.0 

days and 83.4% after 4.2 days, respectively, indicating that anti-PD-L1 and antigen-CNP 

therapeutics exhibited a synergistic effect against primary and metastatic PDAC. Figure 

33 and Figure 34 visualize treatment responses of PDAC and PDAC-LM, respectively, to 

anti-PD-L1 treatment + antigen-CNP after 1 and 3 days, indicating that increased CTL 

presence coupled with PD-L1 suppression decreased the overall tumor burden. 

 



206 

 

Figure 33 Simulation of simultaneous treatment of primary PDAC with anti-PD-L1 

and antigen-CNP therapeutics. Viable tumor tissue is visualized from (A) oblique view 

and (B) side view at k = 0.852 cm at 1 and 3 days since therapeutic was applied. Tumor 

tissue in (A) is defined as 𝜙𝑉 ≥ 0.05. Darker blue hues within the tumor mass by 3 days 

indicate CTL were eliminating tumor tissue. 
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Figure 34 Simulation of simultaneous treatment of PDAC-LM with anti-PD-L1 and 

antigen-CNP. Viable tumor tissue (𝜙𝑉) is visualized from (A) oblique view and (B) side 

view at k = 0.212 cm at 1 day and 3 days after therapeutics were administered. Tumor 

tissue in (A) is defined as 𝜙𝑉 ≥ 0.05. Darker blue hues within the tumor mass by 3 days 

indicate CTL were eliminating tumor tissue. 
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5.4 Discussion 

Despite significant improvements in cancer therapy of various solid tumors, the 

prognosis of PDAC patients has only marginally improved over the last decades. The 

pronounced immunosuppressive TME and the high metastatic potential might be two 

crucial factors contributing to the poor treatment responses [5, 10, 15, 292, 293]. The 

success of ICB to overcome PD-L1 mediated T cell exhaustion achieved in other cancers 

has not been translated to PDAC [24, 53]. In this study, a mathematical 3D model of 

tumor growth was applied to mm-scale PDAC metastasis (PDAC-LM) and centimeter-

scale primary PDAC to simulate the interaction of PDAC with macrophages, 

myofibroblasts, and T cells during anti-PD-L1 therapy. Anti-PD-L1 treatment in 

combination with nanotherapy (antigen-CNP) targeting DC-mediated CTL activation was 

further evaluated. The modelling revealed an increased anti-tumor response when PD-L1 

pathway inhibition and antigen-CNP were applied in combination. Of note, decrease in 

tumor burden was observed for both primary and liver metastatic tumors, suggesting this 

approach may be effective also in late-stage disease. To our knowledge, these results 

showcase the first centimeter-scale simulation of PDAC therapeutic response considering 

tumor stroma parameters from primary and metastatic PDAC tissues. Longer term, this 

platform aims to provide patient-specific predictions of therapeutic efficacy, with the goal 

to improve clinical outcomes. 

 

In previous work, tumors were grown from a small initial size until treatment 

application [57, 308]. In the present model, the size of the simulated PDAC lesion was 

established at the centimeter-scale using an initial condition, representing a clinically 
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relevant scenario. While the PDAC shape used was consistent with clinical PDAC 

observations [324], the initial conditions assumed that tumor tissue has a homogenous 

composition of immune species and vasculature. However, over time, pressure and 

oxygen gradients caused spatial heterogeneity in both primary (Figure 30) and liver 

metastatic (Figure 31) cases. Simulation of differing PDAC-LM growth sizes as seen in 

Danet et al. [332] will be explored in future work. While the present simulation did 

include myofibroblast expression of PD-L1, recent evidence has suggested that PD-L1 

expressing myofibroblasts inhibit CTL in a PD-L1 independent manner [52]. As 

myofibroblasts are particularly abundant in large PDAC-LM [298], therapeutic strategies 

affecting this immunomodulating stromal cell population may be attractive [303]. 

Moreover, further investigation is required to evaluate the effects of tumor stromal 

heterogeneity and PD-L1-induced myofibroblast inhibition on the therapy response. 

 

Consistent with PDAC clinical trial results with PD-L1 inhibitors such as 

durvalumab [24], the anti-PD-L1 therapeutics without antigen-CNP therapy 

underperformed against PDAC and PDAC-LM. Thus, as outlined above, strategies 

beyond monotherapy with ICB must be evaluated to improve anti-tumor responses in 

PDAC patients. Recent preclinical studies have explored combinatorial strategies 

demonstrating promising results. Nanoparticles fashioned from human MiaPaCa-2 cells 

or M2-polarized macrophage cell membranes (CMNPs) were loaded with paclitaxel 

(PTX) or the colony-stimulating factor 1 receptor inhibitor, pexidartinib (PXDB), 

respectively, were found to act synergistically to affect PDAC cells in an in vitro tri-

culture model consisting of activated fibroblasts, M2-polarized macrophages, and 
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MiaPaCa-2 cells [334]. A multi-paratopic VEGF decoy receptor developed to target PD-

L1-expressing cancer-associated fibroblasts was found to synergize with gemcitabine to 

relieve desmoplasia in an orthotopic mouse PDAC model [303]. A synergistic interaction 

was identified between the MEK inhibitor trametinib and the multi-kinase inhibitor 

nintedanib targeting KRAS-directed oncogenic signaling in mesenchymal PDAC. 

Promoting intra-tumor infiltration of cytotoxic and effector T cells, this approach 

sensitized mesenchymal PDAC to PD-L1 immune checkpoint inhibition in vivo [304]. 

Recently, T cell-activating immune checkpoint therapies (agonist 41BB and antagonist 

LAG3) combined with a CXCR1/2 inhibitor targeting immunosuppressive myeloid cells 

resulted in complete responses in a mouse in vivo model [302]. 

 

Our simulation approach indicates that PD-L1 inhibition combined with 

nanotherapy targeting DC-mediated CTL activation may lead to improved CTL mediated 

anti-PDAC responses. The feasibility of such a combination requires further experimental 

validation in vivo. ICB has generally been associated with immune-related adverse events 

(irAE) [335], with durvalumab treated NSCLC patients experiencing manageable irAE in 

a recent phase III trial [336]. Whether a combination of ICB with nanotherapy targeting 

DC-mediated CTL activation leads to irAE remains to be elucidated. In this respect, the 

model presented herein could serve to evaluate therapeutic combinations with 

manageable irAE risk. 

 

5.5 Supplementary Information 
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Non-

dimensionalized 

Dependent 

Variable 

Biological Representation Scaling Factor 

𝜙𝑉 
Viable tumor cells volume 

fraction 
�̃�𝛼 (fixed solid volume 

fraction) 

𝜙𝐸  ECM volume fraction �̃�𝛼  

𝜙𝐻 
Healthy host cells volume 

fraction 
�̃�𝛼 

𝑢𝛼 Solid mass velocity 
ℒ

𝒯
 

𝑢𝐸  ECM Velocity within ECM 
ℒ

𝒯
 

𝜇𝑇 Tumor cell potential 𝐸𝑎
∗ 

𝜇𝐸  ECM potential 𝐸𝑎
∗ 

�̃�𝑑 Displacement vector ℒ 

𝑝 Solid phase tumor cell pressure 𝒫 

𝑛 Concentration of oxygen �̃�∞ 

𝑡𝑔𝑓 
Tumor growth factors 

concentration 
𝑡𝑔𝑓𝑠𝑎𝑡 

𝑡𝑎𝑓 
Tumor angiogenic factors 

concentration 
𝑡𝑎𝑓𝑠𝑎𝑡 

𝑚 
Concentration of matrix 

degrading enzymes 
𝑚𝑠𝑎𝑡 

𝐵𝑛
𝐸  New blood vessels �̃�𝑚𝑎𝑥 

𝐿𝑛
𝐸  New lymphatic vessels �̃�𝑚𝑎𝑥 

Table 38 Dependent variables in Equation 5.2.1 through Equation 5.2.20 for the 

model in [82]. 

 

Parameter 
Biological 

Representation 

Parameter 

Definition 

Non-

dimensionalization 

𝑀𝑖 
Mobility of cell 

species 𝑖 
[82] ℳ 
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𝑆𝑉 
Viable tumor cell 

source 

�̃�𝛼 ∙ 𝒯 𝑆𝐷 
Dead/necrotic 

tumor cell source 

𝑆𝐸  ECM source term 

𝑆𝐵𝑛𝐸  
Blood cell source 

term 
�̃�𝑚𝑎𝑥 ∙ 𝒯 

𝒲 
Elastic energy of 

ECM 
�̃�𝛼 ∙ 𝐸𝑎

∗ 

𝐿1
𝐸  & 𝐿2

𝐸  
Lamé constants for 

ECM components 
𝐿2
𝐸  & 𝐿2

𝐸  

𝐿1
𝐶  & 𝐿2

𝐶  
Lamé constants for 

cell components 
𝐿2
𝐸  & 𝐿2

𝐸  

𝜖𝐸  
Interaction strength 

of ECM with itself 
𝜖 ̿

𝜖𝑇 
Interaction strength 

of tumor mass with 

itself 

𝜖 ̿

𝜖𝑒 
Strain energy 

coefficient 
𝜖�̿� 

𝛾𝑇 
Tumor cell self-

adhesion parameter 

𝛾𝑇

=
𝜖𝑇 ∙ �̃�𝛼 ∙ √�̃�𝛼 ∙ 𝐸𝑎

∗

ℒ ∙ 𝒫
 

𝛾𝐸  
ECM self-adhesion 

parameter 

𝛾𝐸

=
𝜖𝐸 ∙ �̃�𝛼 ∙ √�̃�𝛼 ∙ 𝐸𝑎

∗

ℒ ∙ 𝒫
 

𝜖𝜎𝜏 
Interaction strength 

between species 𝜎 

and 𝜏 
[82, 289] 𝜖 ̿

ℰ Infinitesimal strain 

[83] 

ℰ̿ 

ℰ𝐸
∗  

Eigenstrain tensor 

for ECM 
ℰ̿ 

ℰ𝐶
∗  

Eigenstrain tensor 

for cells 
ℰ̿ 

𝑘𝑛1 
Oxygen rate 

constants 

𝜆𝑈,𝑉,𝑛 

𝑘𝑛2 𝜆𝑈,𝑉,𝑛 

𝐷𝑛 
Diffusivity of 

oxygen in tumor 
[82] 𝐷𝑛,𝑇 
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𝑘𝛼 
Motility of the solid 

phase 
�̿�𝛼 

𝐷𝑡𝑔𝑓 
Diffusivity of 

tumor growth 

factors 

𝐷𝑛,𝑇 

𝐷𝑡𝑔𝑓 
Diffusivity of 

tumor angiogenic 

factors 

𝐷𝑛,𝑇 

𝜆𝑡𝑔𝑓 
Tumor growth 

factor rate constant 
𝜆𝑈,𝑉,𝑛 

𝜆𝑑𝑒,𝑡𝑔𝑓 
Degradation rate 

constant for tumor 

growth factors 

𝜆𝑈,𝑉,𝑛 

𝜆𝑈,𝑡𝑔𝑓 

Total uptake rate 

constant for tumor 

growth factors by 

tumor 

𝜆𝑈,𝑉,𝑛 

𝑱𝜎 
Vasculature 

diffusive flux for 

𝜎 ∈ {𝐵𝑛𝐸, 𝐿𝑛𝐸} 
�̃�𝑚𝑎𝑥 ∙ 𝒯 

Table 39 Parameters in Equation 5.2.1 through Equation 5.2.20 for the model in [82, 

83, 289]. Value for parameters used in this study are in [82] and [289]. 

 

Non-

dimensionalization 

parameters 

Description 

Definition or 

Assigned 

Value 

�̃�𝛼 Fixed solid volume fraction 0.8 

𝐸𝑎
∗ Energy scale for adhesion 0.001 

𝐸𝑒
∗ 

Energy scale for ECM elastic 

effects 
0.001 

�̿�𝛼 
Characteristic motility of the 

solid phase (cells) 
1.0 

ℒ Characteristic length √
𝐷𝑇,𝑛
𝜆𝑈,𝑉,𝑛

 

𝒯 Characteristic time 
1

𝜆𝑀,𝑉
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𝒫 Characteristic pressure 
ℒ2

�̿�𝛼 ∙ 𝒯
 

ℳ Characteristic mobility 
ℒ2

𝒯𝐸𝑎
∗
 

𝜖 ̿
Characteristic interaction 

strength 
ℒ ∙ √

𝐸𝑎
∗

�̃�𝛼
 

ℰ̿ Characteristic strain √
𝐸𝑎
∗ ∙ �̃�𝛼

𝐸𝑒
∗ ∙ 𝜖 ̿ ∙ 𝐿2

𝐸  

Table 40 Non-dimensionalization parameters used in Table 38 and Table 39 [82]. 

 

Variable/Parameter 

Value 
Description 

Non-dimensionalization 

Factor 

𝜙𝑇𝐸𝐶  
Volume fraction of 

Exhausted T-cells 
�̃�𝛼 

𝜇𝑇𝐸𝐶  
Chemical Potential of 

Exhausted T-cells 
�̃�𝛼 

𝑃𝐷𝐿1 
Programmed Cell 

Death Ligand 1 
(𝑃𝐷𝐿1)𝑠𝑎𝑡 

𝐷𝐼𝑃𝐷𝐿1  Anti-PD-L1 Drug  (𝐷𝐼𝑃𝐷𝐿1)𝑠𝑎𝑡
 

Table 41 Variables pertinent to model derivation for PDAC. 

 

Parameter Description Scaling 

Factor 

PDAC 

Value 

PDAC-

LM 

Value 

Reference 

𝜆𝑎𝑝𝑜𝑝𝑡𝑜𝑠𝑖𝑠|𝑇𝐸𝐶  

Apoptotic 

Rate for 

Exhausted T-

cells 

𝜆𝑀,𝑉 0.15 Calibrated 

𝜆𝑛𝑒𝑐𝑟𝑜𝑠𝑖𝑠|𝑇𝐸𝐶  
Necrosis Rate 

for Exhausted 

T-cells 

𝜆𝑀,𝑉 0.0 Calibrated 

ℱ𝑐ℎ𝑒𝑎𝑝𝑜𝑝|𝑇𝐶 
Factor of CHE 

to lessen CTL 
Dimensionles

s 
1.0 Calibrated 
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exhaustion 

rate 

𝜆𝑒𝑥ℎ𝑎𝑢𝑠𝑡|𝑇𝐶  
Exhaustion 

rate of CTL 
𝜆𝑀,𝑉 3.73 Calibrated 

ℱ𝑎𝑐𝑡𝑖𝑣𝑎𝑡𝑖𝑜𝑛|𝑇𝐶  
Factor of CTL 

exhaustion due 

to activation 

Dimensionles

s 
0.0 Calibrated 

ℱ𝑃𝐷𝐿1|𝑇𝐶  

Factor of CTL 

exhaustion due 

to PD-L1 

expression 

Dimensionles

s 
14.0 Calibrated 

ℱ𝐹𝐸,𝑡𝑔𝑓 

Effective 

factor of TGF 

on 

myofibroblast 

release of 

ECM 

Dimensionles

s 
4.0 Calibrated 

𝐷𝑃𝐷1 
Diffusivity of 

PD-L1 
𝐷𝑈,𝑉,𝑛 Computed Calibrated 

𝐷𝑃𝐷1,𝐻 

Diffusivity of 

PD-L1 in 

healthy 

regions 

𝐷𝑈,𝑉,𝑛 0.0 Calibrated 

𝐷𝑃𝐷1,𝐸  
Diffusivity of 

PD-L1 in 

ECM regions 

𝐷𝑈,𝑉,𝑛 0.0 Calibrated 

𝐷𝑃𝐷1,𝑇 
Diffusivity of 

PD-L1 in 

tumor regions 

𝐷𝑈,𝑉,𝑛 0.5 Calibrated 

𝜆𝑃𝐷𝐿1 
Rate of PD-L1 

Expression 
𝜆𝑈,𝑉,𝑛 Computed Calibrated 

𝜆𝑉|𝑃𝐷𝐿1 

Rate of PD-L1 

Expression by 

viable tumor 

mass 

𝜆𝑈,𝑉,𝑛 0.25 Calibrated 

𝜆𝐹|𝑃𝐷𝐿1 
Rate of PD-L1 

Expression by 

myofibroblasts 

𝜆𝑈,𝑉,𝑛 0.03 
Calibrated to 

match [52] 

𝜆𝑀1|𝑃𝐷𝐿1 
Rate of PD-L1 

Expression by 

M1 

𝜆𝑈,𝑉,𝑛 2.0 

Calibrated to 

match [53] 𝜆𝑀2|𝑃𝐷𝐿1 
Rate of PD-L1 

Expression by 

M2 

𝜆𝑈,𝑉,𝑛 0.80 

ℱ𝑃𝐷𝐿1,𝑇|𝑀1  
Effective 

factor of 

Dimensionles

s 
2.0 
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upregulation 

of PD-L1 

expression by 

M1 in tumor 

tissue 

ℱ𝑃𝐷𝐿1,𝑇|𝑀2  

Effective 

factor of 

upregulation 

of PD-L1 

expression by 

M2 in tumor 

tissue 

Dimensionles

s 
5.0 

ℱ𝑃𝐷𝐿1,𝑇|𝐹 

Effective 

factor of 

upregulation 

of PD-L1 

expression by 

myofibroblasts 

in tumor tissue 

Dimensionles

s 
1.75 

Calibrated to 

match [52] 

𝜙𝑀1,𝑇,𝑠𝑎𝑡 

Saturation 

volume 

fraction of 

tumor tissue 

for PD-L1 

production by 

M1  

�̃�𝛼 0.05 Calibrated 

𝜙𝑀2,𝑇,𝑠𝑎𝑡 

Saturation 

volume 

fraction of 

tumor tissue 

for PD-L1 

production by 

M2  

�̃�𝛼 0.05 Calibrated 

𝜙𝐹,𝑇,𝑠𝑎𝑡 

Saturation 

volume 

fraction of 

tumor tissue 

for PD-L1 

production by 

myofibroblasts 

�̃�𝛼 0.05 Calibrated 

𝜆𝑑𝑒|𝑃𝐷𝐿1 
Degradation 

rate of PD-L1 
𝜆𝑈,𝑉,𝑛 5.0 Calibrated 

𝜆𝑃𝐷𝐿1|𝐷𝐼𝑃𝐷𝐿1,𝑃𝐷𝐿1
 

Elimination 

rate of PD-L1 

via 𝐷𝐼𝑃𝐷𝐿1 
𝜆𝑈,𝑉,𝑛 4600 Calibrated 
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𝐷𝐷𝐼𝑃𝐷𝐿1
 

Diffusivity of 

𝐷𝐼𝑃𝐷𝐿1 
ℒ2

𝒯
 Computed Calibrated 

𝐷𝐷𝐼𝑃𝐷𝐿1 ,𝐻
 

Diffusivity of 

𝐷𝐼𝑃𝐷𝐿1 in 

healthy 

regions 

ℒ2

𝒯
 1.0 Calibrated 

𝐷𝐷𝐼𝑃𝐷𝐿1 ,𝐸
 

Diffusivity of 

𝐷𝐼𝑃𝐷𝐿1 in ECM 

regions 

ℒ2

𝒯
 1.0 Calibrated 

𝐷𝐷𝐼𝑃𝐷𝐿1 ,𝑇
 

Diffusivity of 

𝐷𝐼𝑃𝐷𝐿1 in 

tumor regions 

ℒ2

𝒯
 1.0 Calibrated 

𝜆𝑒𝑥𝑡𝑟𝑎𝑣𝑎𝑠𝑎𝑡𝑒,𝐷𝐼𝑃𝐷𝐿1
 

Extravasation 

rate of 𝐷𝐼𝑃𝐷𝐿1 
𝜆𝑀,𝑉 9000 Calibrated 

𝜆𝑑𝑒𝑐𝑎𝑦,𝐷𝐼𝑃𝐷𝐿1
 

Decay rate of 

𝐷𝐼𝑃𝐷𝐿1 𝜆𝑀,𝑉 0.03961 

Calibrated to 

match [321, 

322] 

𝜆𝑢𝑝𝑡𝑎𝑘𝑒,𝐷𝐼𝑃𝐷𝐿1
 

Uptake rate of 

𝐷𝐼𝑃𝐷𝐿1 
𝜆𝑀,𝑉 Computed Calibrated 

𝜆𝐷𝐼𝑃𝐷𝐿1 ,𝑢𝑝𝑡𝑎𝑘𝑒,𝐻
 

Uptake rate of 

𝐷𝐼𝑃𝐷𝐿1 by 

viable tumor 

tissue 

𝜆𝑀,𝑉 0.0 Calibrated 

𝜆𝐷𝐼𝑃𝐷𝐿1 ,𝑢𝑝𝑡𝑎𝑘𝑒,𝑉
 

Uptake rate of 

𝐷𝐼𝑃𝐷𝐿1 by host 

tissue 

𝜆𝑀,𝑉 0.0 Calibrated 

𝜆𝑑𝑒𝑎𝑡ℎ,𝑐ℎ𝑒
𝑉  

Rate of 

chemokine 

release from 

lysing dead 

tumor cells 

𝑐ℎ𝑒𝑠𝑎𝑡
𝜆𝑀,𝑉

 1.25 Calibrated 

𝛼1 

Rate of drug 

concentration 

saturation in 

the blood 

vasculature 

𝒯−1 7.0 Calibrated 

𝛼2 

Rate of drug 

clearance in 

the blood 

vasculature 

𝒯−1 7.0 Calibrated 

𝑡𝑓 

Finishing time 

for anti-PD-L1 

therapy 

administration 

𝒯 0.025 Calibrated_ 
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𝑛ℎ,𝐹 
Hypoxic 

threshold for 

myofibroblasts 

𝑛∞ 0.20 0.40 Calibrated 

ℱ𝑒𝑛𝑡𝑒𝑟|𝑇𝐶
𝐷𝑁𝑃  

Efficacy of 

antigen-CNP 

on increasing 

CTL Entrance 

rate 

Dimensionles

s 
15.0 

Calibrated to 

match [307, 

319] 

𝛾1 

Rate of 

saturation of 

antigen-CNP 

effect 

𝒯−1 1.5 

Calibrated to 

match [307, 

320]  

𝛾2 
Rate of decay 

of antigen-

CNP effect 

𝒯−1 0.32 

Calibrated to 

match [307, 

320] 

ℱ𝑡𝑎𝑓
𝑉  

Nominal level 

of TAF 

expression by 

viable tumor 

tissue 

Dimensionles

s 
0.0 

Calibrated to 

match [57, 

59, 60, 318] 

ℱ𝐵
𝐺 

Nominal 

extravasation 

level of 

immune 

species 

Dimensionles

s 
0.0 

Calibrated to 

match [65] 

𝜙𝑀0,𝑠𝑎𝑡 

Saturation 

volume 

fraction for 

M0 effect 

�̃�𝛼 0.0085 Calibrated 

𝜙𝑀1,𝑠𝑎𝑡 

Saturation 

volume 

fraction for 

M1 effect 

�̃�𝛼 0.03 0.15 
Calibrated 

(1) 

𝜙𝑀2,𝑠𝑎𝑡 

Saturation 

volume 

fraction for 

M2 effect 

�̃�𝛼 0.03 0.15 
Calibrated 

(1) 

𝜙𝑇𝑐,𝑠𝑎𝑡 

Saturation 

volume 

fraction for 

CTL effect 

�̃�𝛼 0.02 0.06 
Calibrated 

(1) 

ℱ𝐹𝐸,𝑡𝑔𝑓 

Effective 

factor of TGF 

on 

myofibroblast 

Dimensionles

s 
4.0 Calibrated 
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release of 

ECM 

Table 42 PDAC-specific model parameters. Computed parameters are defined as 

functions of model variables or constant-valued model parameters. Scaling factors are 

defined in [82, 289]. 

(1) Values were set to attain steady growth for primary and metastatic tumors. 

 

Parameter Description 
Scaling 

Factor 

Previous 

Value 

Value in 

PDAC 

Value in 

PDAC-LM 
Reference 

𝑛ℎ 
Hypoxic level of 

O2 
𝑛∞ 0.489 0.375 Calibrated 

𝑛𝑣,𝐵 
O2 viability limit 

of endothelial 

cells 

𝑛∞ 0.40 0.10 Calibrated 

𝑛𝑣,𝐿 
O2 viability limit 

of lymphatic 

endothelial cells 

𝑛∞ 0.40 0.10 Calibrated 

𝑛𝑣,𝐹 
O2 viability limit 

of myofibroblasts 
𝑛∞ 0.40 0.21 Calibrated 

𝑡𝑎𝑓𝐵𝑛 

Threshold of TAF 

corresponding to 

the onset of 

endothelial cell 

proliferation 

𝑡𝑎𝑓𝑠𝑎𝑡 0.2 0.01 0.2 Calibrated 

𝑡𝑎𝑓𝐿𝑛 

Threshold of TAF 

corresponding to 

onset of 

lymphatic 

endothelial cell 

proliferation 

𝑡𝑎𝑓𝑠𝑎𝑡 0.2 0.01 0.2 Calibrated 

𝑝𝑡,𝐵 

Threshold 

pressure 

corresponding to 

onset of blood 

vessel loss 

𝒫 0.15 20.0 0.60 Calibrated 

𝑝𝑡,𝐿 

Threshold 

pressure 

corresponding to 

onset of 

lymphatic vessel 

loss 

𝒫 0.15 20.0 0.60 Calibrated 

𝑝𝑐,𝜎 

Threshold 

pressure 

corresponding to 

the maximum rate 

of preexisting 

vasculature vessel 

loss for 𝜎 ∈
{𝐵𝑝, 𝐿𝑝} 

𝒫 0.9 40.0 0.8 Calibrated 

𝑝𝑐,𝜓 
Threshold 

pressure 

corresponding to 

𝒫 0.2 40.0 0.8 Calibrated 
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the maximum rate 

of neo-

vasculature vessel 

loss for 𝜓 ∈
{𝐵𝑛, 𝐿𝑛} 

𝐷𝑚,𝐸 

Diffusivity of 

matrix degrading 

enzymes in ECM 

regions 

ℒ2

𝒯
 0.05 0.25 Calibrated 

𝐷𝑚,𝜎 

Diffusivity of 

matrix degrading 

enzymes in 

region 𝜎 for 𝜎 ∈
{𝑇,𝐻} 

ℒ2

𝒯
 0.01 0.25 Calibrated 

𝜆𝐼𝑛𝑑𝑢𝑐𝑒𝐷𝑒𝑎𝑡ℎ|𝑉 

Tumor death rate 

in response to 

cytotoxic immune 

species 

𝜆𝑀,𝑉 0.2 3.0 Calibrated 

𝜆𝑁,𝑉 
Necrosis rate 

constant of viable 

tumor cells 

𝜆𝑀,𝑉 1.0 3.0 Calibrated 

𝜆𝐿,𝐷 
Lysis rate 

constant of dead 

tumor cells 

𝜆𝑀,𝑉 9.0 1.0 Calibrated 

𝜆𝑒𝑛𝑡𝑒𝑟,𝐸|𝐺  
Entrance rate of 

immune species 

within ECM 

𝜆𝑀,𝑉 0.03 1.0 

Calibrated to 

match [53, 241, 

319, 326, 327, 

333] 

𝜆𝑒𝑛𝑡𝑒𝑟,𝑇|𝐺 

Entrance rate of 

immune species 

within tumor 

tissue 

𝜆𝑀,𝑉 0.03 1.0 

Calibrated to 

match [53, 241, 

319, 326, 327, 

333] 

𝜆𝑒𝑛𝑡𝑒𝑟,𝐻|𝐺  
Entrance rate of 

immune species 

within host tissue 

𝜆𝑀,𝑉 0.03 1.0 

Calibrated to 

match [53, 241, 

319, 326, 327, 

333] 

𝜆𝑑𝑖𝑓𝑓|𝑀0 
Rate of monocyte 

differentiation 
𝜆𝑀,𝑉 1.2 10.0 Calibrated 

ℱ𝐹𝑏𝑖𝑎𝑠  
Bias for steady-

state M1:M2 ratio 

Dimensio

nless 
0.14286 0.10 0.14286 

Calibrated to 

match [59, 

326] 

ℱ𝑀0
𝐵𝑝

 

Monocyte 

extravasation 

factor for pre-

existing blood 

vasculature 

Dimensio

nless 
7.0 0.10 4.0 

Calibrated to 

match [53, 57, 

326, 327] 

ℱ𝑀0
𝐵𝑛 

Monocyte 

extravasation 

factor for blood 

neo-vasculature 

Dimensio

nless 
1.75 0.10 4.0 

Calibrated to 

match [53, 57, 

326, 327] 

ℱ𝑇𝐶
𝐵𝑝

 

CTL 

extravasation 

factor via pre-

existing blood 

vasculature 

Dimensio

nless 
0.0 (1) 0.018 0.375 

Calibrated to 

match [53, 241, 

319, 333] 

ℱ𝑇𝐶
𝐵𝑛 

CTL 

extravasation 

factor for blood 

neo-vasculature 

Dimensio

nless 
0.0 (1) 0.018 0.375 

Calibrated to 

match [53, 241, 

319, 333] 
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𝜆𝑎𝑝𝑜𝑝𝑡𝑜𝑠𝑖𝑠|𝜎 
Apoptosis rate 

with respect to 

𝜎 ∈ {𝑀1, 𝑀2, 𝑇𝐶} 
𝜆𝑀,𝑉 0.10 0.15 

Calibrated to 

match [67] 

ℱ𝐼𝑛𝑑𝑢𝑐𝑒𝐷𝑒𝑎𝑡ℎ,𝑇𝐶  
Effective factor 

of CTL tumor 

cytotoxicity 

Dimensio

nless 
0.0 0.75 Calibrated 

ℱ𝐼𝑛𝑑𝑢𝑐𝑒𝐷𝑒𝑎𝑡ℎ,𝑀1 
Effective factor 

of M1 tumor 

cytotoxicity 

Dimensio

nless 
1.0 0.25 Calibrated 

𝜆𝑀2,𝑡𝑔𝑓 
Release rate of 

TGF by M2 
𝜆𝑈,𝑉,𝑛 0.0 0.05 Calibrated 

𝜆𝐹,𝐸 
ECM rate of 

secretion by 

myofibroblasts 

�̃�𝛼𝜆𝑀,𝑉
𝐹𝑚𝑎𝑥

 2.0 0.15 0.05 
Calibrated to 

match [325] 

𝜆𝑑𝑒,𝐶 

Degradation rate 

of ECM 

macromolecules 

catalyzed by 

matrix degrading 

enzymes 

�̃�𝛼𝜆𝑀,𝑉𝐶𝐸 0.7 4.0 
Calibrated to 

match [325] 

𝜆𝐵𝑝,𝑛,𝐸 

Transfer 

coefficient of O2 

via pre-existing 

blood vasculature 

in ECM regions 

𝜆𝑈,𝑉,𝑛 0.5 0.12 0.25 Calibrated 

𝜆𝐵𝑝,𝑛,𝑇 

Transfer 

coefficient of O2 

via pre-existing 

blood vasculature 

in tumor regions 

𝜆𝑈,𝑉,𝑛 0.5 0.12 0.25 Calibrated 

𝜆𝐵𝑝,𝑛,𝐻 

Transfer 

coefficient of O2 

via pre-existing 

blood vasculature 

in healthy regions 

𝜆𝑈,𝑉,𝑛 0.5 0.12 0.25 Calibrated 

𝜆𝐵𝑛,𝑛,𝐸 

Transfer 

coefficient of O2 

via blood neo-

vasculature in 

ECM regions 

𝜆𝑈,𝑉,𝑛 0.6 0.12 0.25 Calibrated 

𝜆𝐵𝑛,𝑛,𝑇 

Transfer 

coefficient of O2 

via blood neo-

vasculature in 

tumor 0.6regions 

𝜆𝑈,𝑉,𝑛 0.6 0.12 0.25 Calibrated 

𝜆𝐵𝑛,𝑛,𝐻 

Transfer 

coefficient of O2 

via blood neo-

vasculature in 

host regions 

𝜆𝑈,𝑉,𝑛 0.6 0.12 0.25 Calibrated 

𝜆𝐵𝑝,𝑔,𝐸 

Transfer 

coefficient of 

glucose via pre-

existing blood 

vasculature in 

ECM regions 

𝜆𝑈,𝑉,𝑛 0.1 0.02 0.1 Calibrated 

𝜆𝐵𝑝,𝑔,𝑇 

Transfer 

coefficient of 

glucose via pre-

existing blood 

𝜆𝑈,𝑉,𝑛 0.1 0.02 0.1 Calibrated 
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vasculature in 

tumor regions 

𝜆𝐵𝑝,𝑔,𝐻 

Transfer 

coefficient of 

glucose via pre-

existing blood 

vasculature in 

healthy regions 

𝜆𝑈,𝑉,𝑛 0.1 0.02 0.1 Calibrated 

𝜆𝐵𝑛,𝑔,𝐸 

Transfer 

coefficient of 

glucose via blood 

neo-vasculature 

in ECM regions 

𝜆𝑈,𝑉,𝑛 1.0 0.02 1.0 Calibrated 

𝜆𝐵𝑛,𝑔,𝑇 

Transfer 

coefficient of 

glucose via blood 

neo-vasculature 

in tumor regions 

𝜆𝑈,𝑉,𝑛 1.0 0.02 1.0 Calibrated 

𝜆𝐵𝑛,𝑔,𝐻 

Transfer 

coefficient of 

glucose via blood 

neo-vasculature 

in host regions 

𝜆𝑈,𝑉,𝑛 1.0 0.02 1.0 Calibrated 

𝜆𝐵𝑝,𝑤,𝐸 

Transfer 

coefficient of 

carbon dioxide 

via pre-existing 

blood vasculature 

in ECM regions 

𝜆𝑈,𝑉,𝑛 3.0 0.6 3.0 Calibrated 

𝜆𝐵𝑝,𝑤,𝑇 

Transfer 

coefficient of 

carbon dioxide 

via pre-existing 

blood vasculature 

in tumor regions 

𝜆𝑈,𝑉,𝑛 3.0 0.6 3.0 Calibrated 

𝜆𝐵𝑝,𝑤,𝐻 

Transfer 

coefficient of 

carbon dioxide 

via pre-existing 

blood vasculature 

in healthy regions 

𝜆𝑈,𝑉,𝑛 3.0 0.6 3.0 Calibrated 

𝜆𝐵𝑛,𝑤,𝐸 

Transfer 

coefficient of 

carbon dioxide 

via blood neo-

vasculature in 

ECM regions 

𝜆𝑈,𝑉,𝑛 1.0 0.6 1.0 Calibrated 

𝜆𝐵𝑛,𝑤,𝑇 

Transfer 

coefficient of 

carbon dioxide 

via blood neo-

vasculature in 

tumor regions 

𝜆𝑈,𝑉,𝑛 1.0 0.6 1.0 Calibrated 

𝜆𝐵𝑛,𝑤,𝐻 

Transfer 

coefficient of 

carbon dioxide 

via blood neo-

vasculature in 

host regions 

𝜆𝑈,𝑉,𝑛 1.0 0.6 1.0 Calibrated 

𝜆𝐵𝑝,ℓ,𝐸 
Transfer 

coefficient of 
𝜆𝑈,𝑉,𝑛 3.0 0.6 3.0 Calibrated 
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lactate ion via 

pre-existing 

blood vasculature 

in ECM regions 

𝜆𝐵𝑝,ℓ,𝑇 

Transfer 

coefficient of 

lactate ion via 

pre-existing 

blood vasculature 

in tumor regions 

𝜆𝑈,𝑉,𝑛 3.0 0.6 3.0 Calibrated 

𝜆𝐵𝑝,ℓ,𝐻 

Transfer 

coefficient of 

lactate ion via 

pre-existing 

blood vasculature 

in healthy regions 

𝜆𝑈,𝑉,𝑛 3.0 0.6 3.0 Calibrated 

𝜆𝐵𝑛,ℓ,𝐸 

Transfer 

coefficient of 

lactate ion via 

blood neo-

vasculature in 

ECM regions 

𝜆𝑈,𝑉,𝑛 1.0 0.6 1.0 Calibrated 

𝜆𝐵𝑛,ℓ,𝑇 

Transfer 

coefficient of 

lactate ion via 

blood neo-

vasculature in 

tumor regions 

𝜆𝑈,𝑉,𝑛 1.0 0.6 1.0 Calibrated 

𝜆𝐵𝑛,ℓ,𝐻 

Transfer 

coefficient of 

lactate ion via 

blood neo-

vasculature in 

host regions 

𝜆𝑈,𝑉,𝑛 1.0 0.6 1.0 Calibrated 

𝜆𝑉,𝑡𝑔𝑓 

Production rate 

constant of TGF 

by viable tumor 

cells 

𝜆𝑈,𝑉,𝑛 0.371150 2.50 Calibrated 

𝜆𝑉,𝑡𝑎𝑓 

Production rate 

constant of TAF 

by viable tumor 

cells 

𝜆𝑈,𝑉,𝑛 3.0 4.0 Calibrated 

𝜆𝑀2,𝑡𝑎𝑓 
Release rate of 

TAF by M2 
𝜆𝑈,𝑉,𝑛 0.0 0.1 Calibrated 

𝜆𝑈,𝐵,𝑡𝑎𝑓 

Uptake rate of 

constant of TAFs 

by endothelial 

cells 

𝜆𝑈,𝑉,𝑛
𝐵𝑚𝑎𝑥

 0.001157 0.0 0.001157 Calibrated 

𝜆𝑈,𝐿,𝑡𝑎𝑓 

Uptake rate of 

constant of TAFs 

by lymphatic 

endothelial cells 

𝜆𝑈,𝑉,𝑛
𝐿𝑚𝑎𝑥

 0.001157 0.0 0.001157 Calibrated 

𝜆𝑉,𝑚 

Production rate of 

matrix degrading 

enzymes by 

viable tumor cells 

𝜆𝑀,𝑉 3.0 2.5 0.5 Calibrated 

𝜆𝑀,𝐹𝐸 
Mitosis rate 

constant of 

myofibroblasts 

𝜆𝑀,𝑉 0.75 0.8 Calibrated 

ℱ𝑡𝑔𝑓,𝐹
𝑀  

Effective factor 

of TGF on the 

Dimensio

nless 
2.0 5.0 0.5 Calibrated 



224 

mitotic rate of 

myofibroblasts 

𝜆𝑑𝑒,𝐵𝑝𝐸  

Remodeling rate 

constant of pre-

existing blood 

vasculature by 

matrix degrading 

enzymes 

𝜆𝑀,𝑉
𝑚𝑠𝑎𝑡

 0.01 2.0 40.0 Calibrated 

𝜆𝑐𝑟𝑢𝑠ℎ,𝐵𝑝𝐸 

Maximum 

degradation rate 

constant of pre-

existing blood 

vasculature due to 

solid tumor 

pressure 

𝜆𝑀,𝑉 0.05 0.01 0.05 Calibrated 

ℱ𝐵𝑛 

Fraction of blood 

neo-vasculature 

that are sprouting 

Dimensio

nless 
0.4 0.8 Calibrated 

𝜆𝑚,𝐵𝑛𝐸  

Maximum 

mitosis rate 

constant for blood 

neo-vasculature 

𝜆𝑀,𝑉 18.0 0.8 0.25 Calibrated 

𝜆𝑑𝑒,𝐵𝑛𝐸  

Remodeling rate 

constant of blood 

neo-vasculature 

by matrix 

degrading 

enzymes 

𝜆𝑀,𝑉
𝑚𝑠𝑎𝑡

 5.0 0.02 5.0 Calibrated 

𝜆𝑐𝑟𝑢𝑠ℎ,𝐵𝑛𝐸 

Maximum 

degradation rate 

constant of blood 

neo-vasculature 

due to solid 

tumor pressure 

𝜆𝑀,𝑉 5.0 0.02 5.0 Calibrated 

𝜆𝑑𝑒,𝐿𝑝𝐸 

Remodeling rate 

constant of pre-

existing 

lymphatic 

vasculature by 

matrix degrading 

enzymes 

𝜆𝑀,𝑉
𝑚𝑠𝑎𝑡

 0.01 0.002 0.01 Calibrated 

𝜆𝑐𝑟𝑢𝑠ℎ,𝐿𝑝𝐸 

Maximum 

degradation rate 

constant of pre-

existing 

lymphatic 

vasculature due to 

solid tumor 

pressure 

𝜆𝑀,𝑉 0.05 0.01 0.05 Calibrated 

ℱ𝐿𝑛 

Fraction of 

lymphatic neo-

vasculature that 

are sprouting 

Dimensio

nless 
0.3 0.8 Calibrated 

𝜆𝑚,𝐿𝑛𝐸 

Maximum 

mitosis rate 

constant for 

lymphatic neo-

vasculature 

𝜆𝑀,𝑉 2.0 0.8 0.25 Calibrated 

𝜆𝑑𝑒,𝐿𝑛𝐸 
Remodeling rate 

constant of 

lymphatic neo-

𝜆𝑀,𝑉
𝑚𝑠𝑎𝑡

 4.0 0.02 4.0 Calibrated 
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vasculature by 

matrix degrading 

enzymes 

𝜆𝑐𝑟𝑢𝑠ℎ,𝐿𝑛𝐸 

Maximum 

degradation rate 

constant of 

lymphatic neo-

vasculature due to 

solid tumor 

pressure 

𝜆𝑀,𝑉 4.0 0.02 4.0 Calibrated 

ℱ𝐻𝑎𝑙𝑡𝐺|𝑉,𝑐ℎ𝑒 

Effect of 𝜙𝑉 to 

mitigate 

chemokine-

mediated 

macrophage 

chemotaxis 

Dimensio

nless 
0.40 0.0 Calibrated 

𝑡𝑔𝑓𝐹𝐸 

Threshold level 

of TGF 

corresponding to 

onset of 

upregulation of 

myofibroblast 

proliferation 

𝑡𝑔𝑓𝑠𝑎𝑡 0.1 0.08 Calibrated 

𝜒𝑐,𝑀0 
Chemotaxis 

parameter for 

monocytes 

𝐸𝑎
∗

𝑐ℎ𝑒𝑠𝑎𝑡
 5.0 4.0 Calibrated 

𝜒𝑐,𝜎 

Chemotaxis 

parameter for 𝜎 ∈
{𝑀1, 𝑀2} 

𝐸𝑎
∗

𝑐ℎ𝑒𝑠𝑎𝑡
 15.0 4.0 Calibrated 

𝜒𝑐,𝑇𝐶 
Chemotaxis 

parameter for 

CTL 

𝐸𝑎
∗

𝑐ℎ𝑒𝑠𝑎𝑡
 0.0 10.0 Calibrated 

ℱ𝐻𝑎𝑙𝑡𝐺|𝑉,𝑐ℎ𝑒 

Effective factor 

of 𝜙𝑉 mitigating 

immune species 

chemotaxis along 

CHE gradients 

Dimensio

nless 
0.4 0.0 Calibrated 

𝜆𝑀2,𝐹𝑀2 
Rate of release of 

𝐹𝑀2 by M2 
𝜆𝑈,𝑉,𝑛 0.20 0.23 0.20 Calibrated 

ℱ𝐹𝑀2,𝑉
𝑀  

Effect of 𝐹𝑀2 on 

tumor mitotic rate 

Dimensio

nless 
0.95 0.0 Calibrated 

ℱ𝐹𝑀2,𝑉
𝑛ℎ  

Effect of 𝐹𝑀2 on 

tumor hypoxic 

threshold 

Dimensio

nless 
0.3 0.5 Calibrated 

Table 43 Additional parameters used for this study. All other parameter values are set 

as given across [82, 289, 308]. Scaling factors are defined in [82, 289]. 

(1) T-cells were not simulated in [289]. 

 

Variable Condition Type Value from [289] Value in PDAC Value in PDAC-LM 

𝐵𝐸
�̃�

 Internal and Boundary 0.13 0.70 1.0 

𝐵𝐸
�̃� Internal and Boundary 0.00 0.23 0.0 

�̃�𝐸 Internal and Boundary 0.75 0.40 0.25 

𝐹�̃� Internal 0.20 0.20 0.80 

�̃�𝑀0 Internal 0.00980 0.0 
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�̃�𝑀1 Internal 0.04891 0.0 

�̃�𝑀2 Internal 0.04076 0.0 

𝐵𝐸
�̃� Within Tumor 0.00 (1) 0.28 0.0 

𝐵𝐸
�̃�

 Within Tumor 0.00 (1) 0.37 0.0 

𝐿𝐸
�̃�  Within Tumor 0.00 0.0064 0.0 

𝐿𝐸
�̃�

 Within Tumor 0.00 0.017 0.0 

𝐹�̃� Within Tumor 0.20 0.19 0.80 

�̃�𝐸 Within Tumor 0.75 0.48 0.25 

�̃�𝑉 Within Tumor 0.1875 0.063 0.1875 

�̃�𝐷 Within Tumor 0.0 3.9E-5 0.0 

�̃�𝑀0 Within Tumor 0.00980 0.00028 0.0 

�̃�𝑀1 Within Tumor 0.04891 0.0066 0.0 

�̃�𝑀2 Within Tumor 0.04076 0.0099 0.0 

�̃�𝑇𝐶 Within Tumor 0.00 (2) 0.0012 0.0 

�̃�𝑇𝐸𝐶  Within Tumor 0.00 (2) 0.0024 0.0 

Table 44 Initial conditions for PDAC primary and liver metastatic lesions. All 

internal and boundary conditions not listed for PDAC or PDAC-LM are as given across 

[181] and [289]. 

(1) Blood vasculature was set to 0.1 to calibrate strength of anti-PDL1 therapy. 

(2) T-cells were not simulated in [289]. 

 

Case Multiplier Range in 

Literature 

Citation 

PDAC 1.0x 

(Baseline) 

- - 

PDAC + myofibroblasts 1.36x 1.28x - 1.32x (1) [52] 

PDAC + M1 1.95x 1.8x - 2.1x 

[53] 

PDAC + M2 3.65x 3.2x - 4.3x 

Ratio of M1-only PD-L1 to  

M2-only PD-L1 

(No Tumor) 

2.09x 2.0x - 2.1x 

Table 45 Calibration of PD-L1 expression by macrophages and myofibroblasts. 

Expression multipliers are relative to PDAC case (Baseline). 

(1) Value falls within standard deviation from mean observations given in [52] 

(1.08x - 1.48x). 
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Parameter Description 

Value Assigned 

Primary 

PDAC 

PDAC-

LM 

PD-L1 

Calibration 

Antigen-CNP 

& Anti-PDL1 

Therapies 

#Simulated 

Points 

Number of 

points within 

the cubic 

simulated 

domain 

5123 1283 8 

#Levels 

used 

Number of 

levels used in 

the Multigrid 

solver 

5 2 

Table 46 Computed parameters from [83] used for PDAC simulations. Initial values 

are set pre-model runtime. Values not listed were set as in [83, 289]. 
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CHAPTER 6: BREAST CANCER LIVER METASTASIS MICROENVIRONMENT 

PREDICTED VIA MACHINE LEARNING FROM CLINICALLY MATCHED 

PRIMARY TUMORS 

 

6.1 Introduction 

Breast cancer has the dubious distinction of being the most commonly diagnosed 

and second-deadliest female cancer in the U.S. [5]. Breast cancer liver metastases 

(BCLM) are diagnosed with primary breast cancer in up to 25% of cases [2, 5, 7-9] and 

present in ~71% of patient autopsies [337]. BCLM are prognostically grim, with median 

survival of 17.1 to 27.3 months and 5-year survival of ~20% [2-4], creating a critical 

need for effective therapies. BCLM typically appear as small, hypovascular nodules 

under contrast imaging [17], which do not rely on angiogenesis by receiving nutrients 

mainly from surrounding hepatic capillaries. Hence, transport of intravenously injected 

therapeutics is frequently impaired due to physiological drug resistance. [11-13]. 

 

The liver harbors various immune cell types, with macrophages being a primary 

population [338]. Macrophages are professional phagocytes, which readily take up 

nanomaterials and frequently congregate around inflamed tumor lesions [339]. We have 

previously shown that physiological resistance to therapy in BCLM could in principle be 

overcome by targeting phagocytic macrophages with nanotherapy [57-60, 308]. With 
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nanoalbumin-paclitaxel (nab-PTX) encapsulated into a solid multistage nanovector (nab-

PTX-MSV) [57-60], macrophages were shown to take up significant numbers of 

nanovectors, thereby acting as depots to locally release drug in the vicinity of BCLM. 

Efficacy of this approach, evaluated in vitro [57, 59, 60], in silico [57, 59, 60, 308], and 

in vivo [58], depends on the BCLM characteristics and, particularly, the number and type 

of associated macrophages. Macrophages in the TME originate from monocyte (CD14) 

lineage [157, 257, 340] and can be traditionally classified into anti-tumor (M1) (CD68+ 

and CD163-CD206-) [60, 158, 194, 341-343] and pro-tumor variants (M2) (CD68+, 

CD163+, or CD206+) [60, 159, 235, 341, 342, 344, 345]. Interestingly, contrary to the 

general notion that M2 macrophages solely enhance tumor resistance to therapy and favor 

tumor growth [346], our in silico modelling validated through our prior studies 

underscored the potential role of M2 macrophages in sensitizing the TME to nanotherapy, 

suggesting that a balance between M1 and M2 phenotypes is required to achieve optimal 

anti-tumor response [59, 60]. Thus, defining macrophage-dependent immunotherapy 

parameters would benefit from understanding the patient-specific BCLM TME [347]. 

 

Multiple parameters interact in complex ways to define BCLM TME 

characteristics. Macrophage-mediated nanotherapeutic delivery relies on the macrophage 

ability to penetrate into BCLM. Transport is facilitated towards hypoxic regions (e.g., via 

HIF1α as a chemoattractant [348-350]) but can be inhibited by dense extracellular matrix 

(ECM) (primarily comprised of collagen) [15, 351] secreted by cancer-associated 

fibroblasts (αSMA) [352-354] and can be breached by tumor cells through Matrix 

Metalloproteinase 9 (MMP9) expression [355-357]. BCLM growth can be classified from 
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(ECM-preserving) replacement growth to less common (ECM-driven) desmoplastic 

growth [26, 239], which may differentially affect tumor response. Cancer cell 

proliferation (inferred from tumor cell expression of Ki-67 and phosphorylated 

extracellular signal-related kinase [pERK] [358-360]) as well as lesion vascularity 

(CD31) [361], could affect treatment response. Furthermore, expression of Programmed 

Death Ligand 1 (PD-L1), a common inhibitor of CD8a T-cell-mediated immunotherapy 

[300, 362] via the PD1/PD-L1 axis [51, 52, 362, 363], can be induced in primary breast 

tumors by local macrophages [364] and is highly expressed in synchronous axillary 

lymph node metastases of triple negative breast cancer [365]. Macrophage activity can be 

influenced by helper T-cells (CD4) [195, 200, 366], which can exert a pro-tumor [197, 

198] or anti-tumor [174] effect. Natural killer (NK) cells (CD56) [367-369], an innate 

anti-tumor immune species common to the liver [164, 370], could also contribute to 

tumor response [164]. 

 

Obtaining information about BCLM characteristics for efficient 

immunotherapeutic targeting is challenging, however, since biopsy may have significant 

complications, resulting in poor patient survival [61], and resection is generally 

discouraged [12, 62, 63]. In comparison, biopsy from primary breast tumors is usually 

obtained and histological analysis is routinely performed [371, 372]. Ideally, BCLM 

TME characteristics could be derived and predicted from the primary lesion TME. Recent 

work [373] has indicated that metastasis of primary breast tissue was contingent on tumor 

E-cadherin (E-cad) expression. Furthermore, correlations have been identified between 

paired primary colorectal cancer and liver metastases [374], suggesting that metastatic 
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formation could in principle be inferred from primary tumor characteristics. This study 

hypothesized that the BCLM TME could be inferred from the primary lesion TME. 

Imaging Mass Cytometry (IMC) analysis of 23 different markers (including immune 

cells, tumor markers, hypoxia, vascularity, and ECM) was performed on matched primary 

breast cancer and BCLM patient samples to associate the TME of these two locations 

using a machine learning (ML) approach, with the goal to predict the BCLM TME 

characteristics based on the primary tumor TME. 

 

6.2 Methods 

6.2.1 Patient Samples 

De-identified patient-matched primary breast cancer and BCLM (n=15 pairs) 

paraffin slide samples were commercially obtained from BioCoreUSA (Philadelphia, 

USA). No patient consent was required. Primary breast and BCLM samples were 

obtained via resection or core needle biopsies, respectively. Matched samples from the 

primary tumor were collected up to four years prior to the diagnosis and collection of 

core biopsies from the matched BCLM in the same patient. The number in each group 

was considered adequate for proof-of-concept testing [375] of the hypothesis that BCLM 

TME characteristics could be predicted via ML analysis of the primary TME. 

 

6.2.2 Sample Staining Analysis for IMC ROI 

All patient slides were deparaffined and stained with Hematoxylin and Eosin 

(H&E, Sigma, USA). Slides were holistically imaged, under brightfield microscopy at 

10x magnification (Nikon Eclipse 80i) for examination of specific regions of interest 



232 

(ROI) to identify areas for IMC analysis. Due to the size of the histological cores, five 

and three ROIs per slide were analyzed in primary and matched BCLM samples, 

respectively. ROIs were selected based on the H&E staining focusing on the areas of high 

nuclear density (indicative of tumors), and areas bordering tumor tissue to capture TME. 

Each ROI was chosen at random within unique tumors and dependent on slide tissue size. 

IMC analysis was performed on 0.7mm x 0.7mm tissue samples in each ROI. 

 

6.2.3 Imaging Mass Cytometry (IMC) 

Imaging Mass Cytometry (IMC) allows simultaneous marker detection, making it 

suitable for profiling the TME. IMC data were preprocessed and checked for tissue 

integrity, staining quality, and signal range prior to analysis. For each ROI, single cells 

were segmented using ilastik [376] and CellProfiler, [377] based on DNA staining 

(Ir191) and other cell surface markers. Following segmentation, data were processed 

using Histology Topography Cytometry Analysis Toolbox (HistoCAT) [378], where mean 

marker intensities for single cells were extracted. Data were consolidated in R scripts for 

downstream analysis. Intensity values were clipped at 99.5 percentile to eliminate outliers 

and subsequently normalized to 0 to 1 range, giving equal weights to each marker. For 

samples from different tissue type, expression values were aligned using geometrical 

means of marker expression within the same tissue type before above-mentioned data 

normalization to remove tissue-type-specific background noise and to decrease batch 

effect. Normalized intensities were used to perform unsupervised clustering in Seurat 

[379] using Louvain algorithm [380, 381]. Cell clusters were annotated based on the 

mean expressions of markers and consolidated into 23 known cell types. Cell densities of 
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each cell type were calculated by normalizing counts by ROI. Neighborhood analysis 

identified statistically significant neighboring status for each pair of cell types [378]. 

Neighborhood heatmaps normalized results to -1 to 1, where 1 (or red) denotes two cell 

types are neighboring each other, -1 (or blue) denotes significant separation, and 0 

indicates no significant spatial relationship. IMC ROI were excluded for subsequent 

analysis if signal lacked tumor-specific markers (Ki-67, αSMA, or E-cad). 

 

6.2.4 Machine Learning Preprocessing 

All statistical and ML analyses were done in R 4.2.2 using cluster density data 

from IMC ROI. To prevent biasing due to tissue type, preprocessing steps were 

performed on breast and liver data separately. Cluster densities were first transformed 

using base 10 logarithm to reduce heteroskedasticity [382]. Each ROI was then scaled by 

total cluster intensities to control for differences in tissue mass represented per ROI. The 

IMC data were processed and clustered in two analytical batches. Thus, each batch 

(primary and BCLM data) was separately centered to focus on differences in expression 

[382, 383]. Finally, each cluster was averaged across ROIs on a per-patient basis to create 

one representative primary and BCLM sample pair per patient. 

 

6.2.5 Machine Learning Analysis 

To predict relative cluster density expression in BCLM TME from primary TME, 

a comprehensive ML analysis was performed across all BCLM cluster densities using 

caret package. For each cluster, patients were separated into low (<median) or high 

(≥median) expression groups. Multiple ML models were tested, including neural 



234 

networks (neural networks with principal component step [pcaNNet], neural network 

[nnet], model averaged neural network [avNNet], multi-layer perceptron with multiple 

layers [mlpWeightDecayML]), k-nearest neighbors [knn], naïve bayes [naive_bayes], 

linear models (generalized [glm], boosted [glmboost]), random forests (random forest 

[rf], oblique random forest with SVM as splitting model [ORFsvm]), and support vector 

machines (linear kernel [svmLinear], radial basis function kernel [svmRadial], class 

weights [svmRadialWeights], and polynomial kernel [svmPoly]). For each model, features 

were ranked using varImp, with all feature subsets tested from the top 2 primary clusters 

as ranked by varImp to all primary clusters. Calculation of variable importance by varImp 

included model-specific learning methods (e.g., Random Forest) and generalized ROC 

curve analysis, such as for naïve bayes. Then, each model was re-trained on a feature 

subset generated by sequentially adding features in the order determined by varImp 

feature rankings. Five-fold cross validation with 20 resampling iterations was performed 

to obtain a total of 100 unique permutations. Kappa was selected as the optimization 

metric for caret model training. 

 

To evaluate classifications, area under receiver-operating characteristic curve 

(AUROC) was calculated for each BCLM cluster and feature number combination, along 

with variable importance data. Performance metrics were calculated as the average across 

all folds and resampling iterations. AUROC 95% confidence intervals were generated 

using t-test distribution standard error. A single AUROC-optimized model was selected 

for each cluster. F1, which has been used to evaluate model performance in concert with 

AUROC [384, 385], was also computed. All plots were generated using ggplot2 package. 
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6.2.6 Statistical Analysis 

Correlations were done using Pearson or Spearman correlations, depending on the 

normality of the data per Shapiro-Wilks test using corrplot package. Like [386], strong 

correlation was defined as |r| ≥ 0.75 or |ρ| ≥ 0.75 for Pearson and Spearman, respectively. 

Bonferroni correction was applied to adjust for repeated t-test (for parametric data) or 

Wilcoxon rank sum test (for non-parametric data) across patient groups, with two-sided 

p-value < 0.0025 (p-adj) considered significant. PLS-DA was performed using plsda 

function from mdatools package. 

 

6.3 Results 

6.3.1 Study Methodology and Patient Characteristics 

The study methodology is summarized in Figure 35. Characteristics related to the 

matched (primary and BCLM) breast cancer patient samples, as well as the number of 

IMC ROI samples preserved for analysis per patient, is summarized in Table 47. All 

patients were female. Average patient age was 49.2 years (SD 12.7 years) with BCLM 

core needle biopsy taken on average 2.5 years (SD 1.19 years) after primary resection. 

The majority of patients when initially diagnosed had AJCC stage III (n = 8) followed by 

stage I (n = 4) and stage II (n = 3). Most patients were T1 (n = 7) or T2 (n = 6), with only 

two patients being T3 (n = 1) or T4 (n = 1). Patients were roughly evenly distributed 

across all represented lymph node classifications: N0 (n = 3), N1 (n = 4), N2 (n = 5), and 

N3 (n = 3). 
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Figure 35 Workflow of study design. (A) Study profile. Primary breast cancer samples 

were taken from 15 patients. After subsequent diagnosis of breast cancer liver metastasis 

(BCLM), a core needle biopsy was also obtained. (B) Summary of Analysis. ROIs from 

primary and BCLM were identified using H&E staining for tumor tissue and TME. 

Multiple cell marker clusters were quantified by Imaging Mass Cytometry (IMC), 

producing 20 common clusters between two analytical batches. IMC ROIs missing 

multiple tumor markers (Ki-67, E-cad+, or αSMA) were excluded. Multiple machine 

learning models were trained to classify BCLM cluster expression into Low (< median) 

or High (≥ median) groups using primary cluster data. Forward feature selection was 

performed on preprocessed data using varImp to identify primary cell markers associated 
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with BCLM classification. (C) Diagram of model training and validation. Primary breast 

data was randomly sorted and split into k folds (subsets; here, k=5). Each model was 

trained with k-1 folds and validated with the kth fold. This process was repeated until all 

folds were used once as the validation set. Twenty permutations were performed in total, 

repeating the validation process for each fold within each permutation. Final results of 

each model are the averages of the validations across all folds and all iterations (n = 100).  
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Patient Disease 

Status 

Primary 

Tumor (T) 

classification 

Regional 

Lymph Node 

(N) 

Classification 

AJCC 

Staging 

Age at 

Sample 

Collection 

#IMC 

ROI 

samples 

used 

for ML 

analysis 

1 
Primary 1 2 IIIA 55 5 

Metastatic N/A N/A IV 57 4 

2 
Primary 2 2 IIIA 53 5 

Metastatic N/A N/A IV 56 5 

3 
Primary 

Right :2 

Left:2 

Right :1a 

Left:0 

Right: 

IIB 

Left: 

IIA 

63 5 

Metastatic N/A N/A IV 64 4 

4 
Primary 3 3a IIIC 35 5 

Metastatic N/A N/A IV 36 4 

5 
Primary 1a 0 IA 51 5 

Metastatic N/A N/A IV 53 2 

6 
Primary 1c 0 IA 30 4 

Metastatic N/A N/A IV 32 2 

7 
Primary 2 2a IIIA 51 5 

Metastatic N/A N/A IV 52 2 

8 
Primary 4b 2a IIIB 59 4 

Metastatic N/A N/A IV 61 3 

9 
Primary 2 3 IIIC 28 5 

Metastatic N/A N/A IV 31 5 

10 
Primary 2 2 IIIA 69 5 

Metastatic N/A N/A IV 73 5 

11 
Primary 

Right :2 

Left:1c 

Right :3 

Left:1 

Right: 

IIIC 

Left: 

IIA 

49 5 

Metastatic N/A N/A IV 53 3 

12 
Primary 1b 1mi IB 45 5 

Metastatic N/A N/A IV 48 5 

13 
Primary 1c 1 IIA 32 5 

Metastatic N/A N/A IV 36 4 

14 
Primary 1c 0 IA 61 5 

Metastatic N/A N/A IV 65 3 

15 
Primary 1c 1 IIA 57 5 

Metastatic N/A N/A IV 58 4 
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Table 47 Breast cancer patient characteristics. N/A = Not Available. TNM metastasis 

classification was 0 and 1 for primary and metastatic disease statuses, respectively. Note: 

“1mi” denotes micrometastases (<2 mm), which were classified as 1. 

 

6.3.2 Marker Clusters Identified from IMC Data 

Representative paired primary and BCLM samples are shown in Figure 36. The 

IMC data were randomly distributed before and after mean aggregation (Figure 40 and 

Figure 41, respectively). To confirm that the clusters were not skewed by analytical 

batch, a PLS-DA analysis of the post-preprocessed data was performed, showing that the 

batches were homogeneous (Figure 42). Tumor and TME IMC markers in preserved 

clusters are summarized in Table 48. Out of 23 marker clusters identified across batches, 

20 were shared across batches and were kept for analysis. To evaluate whether BCLM 

patient IMC clusters could in principle be separated into Low (<median) or High 

(≥median) groups using primary cluster densities, a PLS-DA analysis showed that this 

separation was feasible (p < 0.01) (Figure 43) but was unsuccessful in 19 out of 20 cases 

when using covariates only (p < 0.05) (Figure 44). 
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Figure 36 Representative H&E-stained slices of normal and tumor tissue, and 

corresponding IMC images from (A) breast and (B) liver tissue. 
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Biological 

Marker 

Associated cell expressions in Tumor 

Microenvironment 
References 

CD14 
Monocytes/Macrophage – LPS on bacteria 

Detector 
[157, 257, 340, 387] 

CD163 

TAM, alternatively activated or anti-

inflammatory macrophages (M2) Scavenger 

Receptor 

[342, 388] 

CD206 M2 Macrophages – mannose Receptor [341, 389, 390] 

CD31 Endothelial marker [361] 

CD4 Helper T-cells – transmembrane glycoprotein [366, 391] 

CD56 
NK mainly and some T-cells, monocytes, and 

dendritic cells 
[367-369] 

CD68 
Circulating/tissue macrophages (monocytic 

lineage), mainly M1 – promote phagocytosis 
[343, 392] 

CD8a 
Cytotoxic T-cells and some NKs – 

transmembrane glycoprotein 
[391, 393-395] 

Collagen Collagen marker [351] 

E-Cadherin 

(E-cad) 
Expression in normal breast tissue [373, 396, 397] 

HIF1α Hypoxia [349, 350] 

Ki-67 Cancer cells – proliferation [358] 

MMP9 
Regulates and breaks down extracellular 

matrix in normal physiological conditions 
[355-357] 

PD1 
immune cells including T-cells – Programmed 

cell death protein 1 
[363] 

PD-L1 
Suppression of adaptive immunity – cancer 

prognostic marker 
[300, 363, 398-400] 

pERK 
Signal transduction protein – regulates a 

variety of cellular processes 
[359, 360] 

αSMA Alpha-smooth muscle actin [352-354] 

Table 48 Markers identified by IMC in BCLM and primary and breast cancer 

samples. 

 

6.3.3 Correlation Analysis 

To quantify the relationships between cluster densities, a correlation analysis was 

performed between primary and BCLM data (Figure 37). Within primary, CD163+ was 

positively correlated with CD163+MMP9+ (r = 0.751, p = 0.0013) and 

CD68+CD163+CD206+ (ρ = 0.762, p = 9.7E-4). For BCLM, CD68+MMP9+ was 
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positively correlated with MMP9+ (r = 0.861, p = 3.8E-5). Strong correlations between 

primary clusters and BCLM clusters were observed: primary CD68+ expression was 

negatively correlated with BCLM CD14+ (r = -0.751, p = 0.0012) and positively 

correlated with BCLM CD31+ (r = 0.763, p = 9.3E-4). Additionally, primary 

CD163+MMP9+ was positively correlated with BCLM CD163+MMP9+ (r = 0.763, p = 

9.4E-4). No primary clusters were found to significantly differ after Bonferroni 

adjustment between patients separated by low (<median) or high (≥median) BCLM 

cluster expression (p-adj = 0.0025). 

 

 

Figure 37 Cluster correlations. (A) Correlations between primary (breast) and BCLM 

(liver) IMC clusters. (B) Pairs of strongly correlated clusters (≥0.75). 
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6.3.4 Prediction of BCLM Markers from Primary Markers 

To evaluate the predictive potential of the primary TME at predicting the BCLM 

TME, ML models were trained to classify cluster levels in patients as low expression 

(<median) or high expression (≥median). ML models were selected by maximum 

validation subset AUROC per BCLM cluster (Table 50). Validation subset AUROC for 

all optimized ML models was ≥0.75, with 95% confidence in all cases ≥0.70 (Figure 38). 

This performance was supported by F1 ≥0.70 for all ML models. The lowest AUROC and 

F1 was achieved for predicting BCLM CD56+, with glmboost validation subset AUROC 

= 0.770 (95% CI 0.705-0.835) and F1 = 0.726. Variable importance of primary clusters to 

predict BCLM clusters are in Table 51 through Table 70 and visualized in Figure 45 

through Figure 49. AUROC and F1 across feature subsets are visualized in Figure 50 

and Figure 51, respectively. 

 



244 

 

Figure 38 AUROC curves of models predicting BCLM IMC cluster density 

expression using primary cluster densities. One ML model was created per BCLM 

cluster. 

 

To check whether covariates only instead of marker clusters could predict the 

BCLM TME, the ML workflow was performed using covariates as features. Covariates 
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included patient age at primary resection, time between primary and BCLM resections, T 

and N components from TNM score, and AJCC staging. Patients with more than one 

TNM grade were ascribed the more advanced grade. Seven out of 20 models with the 

maximum validation subset AUROC had AUROC <0.7 and 12 out of 20 models had a 

lower AUROC 95% confidence interval of <0.7 (Figure 52). Only 

CD68+CD163+CD206+ and MMP9+ had higher validation subset AUROC using 

covariates (0.945; 95% CI 0.922-0.968 and 0.897; 95% CI 0.853-0.942, respectively) 

than cluster density-informed ML models (0.860; 95% CI 0.807-0.913 and 0.865; 95% CI 

0.813-0.917, respectively). These results indicate that covariates alone would generally 

be insufficient to predict the BCLM TME. 

 

6.3.5 Identification of Key Primary Markers 

Lastly, to identify which primary clusters were most important to predict the 

BCLM TME, the variable importance rank (1 [high importance] through 20 [low 

importance]) for each primary cluster was determined for each of the 20 BCLM cluster 

densities. Relative rankings (Figure 39) enable comparisons between differing ML 

rankings since the scale of varImp output differs based on the ML model selected. To 

prevent ranking biases, clusters with zero variable importance were uniformly set to the 

lowest importance rank. This analysis found that CD68+ had the highest average relative 

rank of all 20 clusters (5.55) while Collagen+ had the lowest (11.9) (Table 49). 
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Figure 39 Primary IMC clusters sorted by average relative rank across all 20 ML 

models (highest rank denoted by lowest number). Higher primary clusters are more 

important to ML models than lower primary clusters. Black dots indicate instances where 

cluster was selected for ML predictions of BCLM cluster predictions. Clusters with zero 

variable importance were considered to have the minimum lowest relative rank. Clusters 

CD163+MMP9+ and CD206+ had tied importance. 

 

Primary Marker Average Relative 

Ranking 

CD68+ 5.55 

E-cad+ 6.83 

CD8a+PD1+ 7.40 

CD163+MMP9+ 8.10 

CD206+ 8.10 

CD56+ 9.15 



247 

MMP9+ 9.15 

αSMA+ 9.44 

CD163+ 9.45 

CD14+ 9.55 

CD31+ 9.56 

HIF1α+ 9.61 

pERK+ 9.61 

CD68+CD163+CD206+ 9.70 

PD-L1+ 9.75 

CD4+PD1+ 9.85 

CD8a+PD1- 9.85 

Ki-67+ 10.17 

CD68+MMP9+ 10.95 

Collagen+ 11.89 

Table 49 Average relative rank for all primary clusters across all 20 BCLM 

predictions. Smaller values imply higher relative rank, suggesting primary marker was 

more important in predicting the BCLM TME. 

 

6.4 Discussion 

This proof-of-concept study provides evidence that the BCLM TME can in 

principle be predicted from the primary TME, which could longer term aid in tailoring 

immunotherapeutic regimens on a patient-specific basis. BCLM are a common hallmark 

of advanced stage breast cancer, which, due to low vascularization [9], often exhibit 

physiological resistance to intravenously delivered chemotherapeutics. The TME can 

play an important role not only in nanotherapy of BCLM but also other therapeutic 

approaches. This fact necessitates patient-specific evaluation of BCLM TME to optimize 

treatment efficacy. As a first step towards this goal, this study developed a ML workflow 

to predictively link the primary TME to the BCLM TME. The dataset of IMC cluster 

densities from BCLM liver core biopsies was adequately predicted using paired IMC 

cluster density data from the primary tumor. IMC markers included macrophage (CD68, 
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CD163, CD206) and monocytes (CD14), local immune response composition (CD56, 

CD4, CD8a), PD-L1 (PD1, PD-L1), and those denoting tumor tissue prevalence (Ki-67, 

pERK) and invasiveness (E-cad), hypoxia prevalence (HIF1α), vascularity (CD31) and 

ECM composition (αSMA, collagen, MMP9). The ML approached achieved a maximum 

AUROC ≥0.75 with 95% CI ≥0.7 for all markers.  

 

Rankings of different primary clusters were computed, finding that primary 

CD68, a pan-macrophage marker [343], was the most significant feature overall at 

predicting the BCLM TME, with all 20 clusters being included for model predictions 

(Figure 39). This is consistent with previous work documenting macrophage influence in 

the TME and that the M1/M2 ratio can serve as a prognostic marker in multiple tumor 

types when considering conventional therapies [401-403]. M1 macrophages kill tumor 

cells via multiple pathways, including release of inflammatory cytokines (IL6, IL12, 

TNF, IL23, etc.), reactive oxygen species, nitrogen intermediates, and other factors [194, 

404] while M2 promote immunosuppression, tumor growth, progression and resistance to 

therapy via secretion of factors such as transforming growth factor β (TGF-β), IL-10, IL-

1, Vascular Endothelial Growth Factor A (VEGF-A) that mediates angiogenesis [159, 

235, 345], and other growth factors [405]. Further, TGF-β has also been linked to ECM 

dysregulation across multiple cancer types [406]. CD4 T-cells can be influenced by 

macrophages [195, 200]. CD206 is expressed primarily by M2-like macrophages [341, 

390] and dendritic cells [341, 389, 390, 407] and was tied with CD163+MMP9+ as the 

fourth most important feature by relative rank (Figure 39). The CD56+ primary cluster 

(rank 6 out of 20) indicates NK cell presence [367-369], which could potentially be 



249 

therapeutically targeted. In addition, CD163, a marker of tumor-associated macrophages, 

especially M2, was used in CD163+MMP9+ (rank 4 out of 20) and CD163+ (rank 9 out 

of 20) primary clusters (Table 49) [342]. Previous work has indicated that M2 

macrophages could potentially sensitize tumors to nanotherapeutics such as MSV-nab-

PTX [60]. Longer term, the results here could also aid in identifying patients that could 

benefit from T-cell-based immunotherapies since macrophages have been shown to limit 

cytotoxic T-cell efficacy in liver metastases [46, 408]. 

 

The CD8a+PD1+ cluster (rank 3 out of 20) combines CD8a, a cytotoxic T-cell 

cell surface marker [393, 394], and PD1, a marker expressed by CD8+ T-cells [363] that 

is associated with PD-L1-induced T-cell exhaustion [51, 52]. Exhausted cytotoxic T-cells 

exhibit reduced tumor cytotoxicity and are a hallmark of decreased immunotherapeutic 

efficacy [51, 52]. Blocking PD-L1 using durvalumab has recently improved survival in 

triple-negative breast cancer independently of pathological complete response [409]. 

Recently, macrophages and myofibroblasts have been found to be major PD-L1 

expressors within pancreatic adenocarcinoma (PDAC) TME [53] and PDAC liver 

metastatic TME, respectively [52, 53]. Additionally, it was found that PD-L1 expression 

in liver metastasis of colorectal tumors was higher than in primary tumors [410]. Future 

work could investigate the potential of targeting potential PD1/PD-L1 expression, which 

may also be connected to macrophage and myofibroblast presence. 

 

In addition to immune species in the TME, markers directly associated with 

primary tissue characteristics were also evident in the ML model rankings. E-cad, a cell-
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cell adhesion protein with tumor suppressing properties [396, 397, 411], and MMP9, a 

matrix metalloprotease (MMP) that breaks down ECM [357], were ranked second and 

seventh, respectively (Table 49). Suppression of E-cad facilitates epithelial-to-

mesenchymal transition (EMT) in primary tissue, a key step in metastatic formation [397, 

411]. However, recent work has suggested that high expression of E-cad is required for 

metastatic formation while low E-cad may increase primary tumor invasiveness, 

suggesting that a E-cad-mediated therapeutic may aid in reducing metastatic formation 

[373]. While early literature linked MMP9 expression in mice with reduced angiogenesis 

[412] and raised innate anti-tumor immune response [413], it has been consistently 

associated with decreased survival [414-418] and has been viewed recently as a potential 

therapeutic target in breast cancer [356, 357, 419]. Overall, these findings suggest 

development of BCLM patient-specific therapeutic strategies may benefit from 

considering both immune species and tumor cells in the TME. 

 

Despite the wide range of TME phenomena covered by the clusters detected in 

this study, they only represent a subset of the TME. T-cell markers such as forkhead box 

protein P3 (FoxP3) [420] or CD45 [421] could be included to further assess potential T-

cell mediated therapeutic activity. Other immune markers, such as CD86 expressed by B-

cells and antigen presenting cells, could be investigated [422]. Future work with larger 

sample sizes and diverse sampling pools could prospectively confirm and further refine 

ML model predictions, given that the availability of paired human primary and BCLM 

samples is limited. BCLM ROI were obtained via core needle biopsies, which, in the case 

of metastatic malignancies in the liver, have been found to afford more tissue for analysis 



251 

and improve diagnostic quality relative to fine needle aspiration liver biopsies [423]. 

Considering the clinical uniqueness of paired breast and BCLM samples this study 

emphasized cohort size; thus, BCLM ROI per patient was varied from two to five 

depending on number of ROI deemed eligible for analysis. Subsequent studies should 

focus on additional ROI to overcome this limitation. In addition, while primary biopsies 

and resections are routinely obtained [371, 372], other predictors of BCLM TME could 

be investigated. For example, blood-based metabolomics have shown promise to 

diagnose solid tumors and metastatic formation [424]. Metabolites obtained from lung 

cancer biopsies have been used to predict overall survival and progression free survival 

using Kaplan Meier [386] analysis and ensemble ML models [425]. Metabolites have 

informed a mechanistic model of lung tumor growth to predict survival [426]. Similar 

approaches could help bolster the TME links between primary breast tumors and BCLM 

to arrive at patient-specific optimal immunotherapeutic strategies. 

 

6.5 Supplementary Information 

6.5.1 Supplementary Tables 

BCLM Cluster 

ML Model 

Description from 

caret 

R Library::R Function Hyperparameter Description Value 

CD14+ 

Least Squares 

Support Vector 

Machine with 

Polynomial Kernel 

kernlab::svmPoly() 

degree 
Polynomial 

Degree 
1 

scale Scale 0.01 

tau 
Regularization 

Parameter 
128 

CD163+ Neural Network nnet::nnet() 

size #Hidden Units 15 

decay Weight Decay 0.00750 

CD163+MMP9+ 

Bayesian 

Generalized 

Linear Model 

stats::glm() N/A N/A N/A 

CD206+ 
Model Averaged 

Neural Network 
nnet:avNNet() size #Hidden Units 5 
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decay Weight Decay 1e-04 

bag Bagging FALSE 

CD31+ 

Least Squares 

Support Vector 

Machine with 

Polynomial Kernel 

kernlab::svmPoly() 

degree 
Polynomial 

Degree 
3 

scale Scale 10 

tau 
Regularization 

Parameter 
32 

CD4+PD1+ 

Boosted 

Generalized 

Linear Model 

mboost::glmboost() 

mstop 
# Boosting 

Iterations 
500 

prune AIC Prune No 

CD56+ 

Boosted 

Generalized 

Linear Model 

mboost::glmboost() 

mstop 
# Boosting 

Iterations 
100 

prune AIC Prune No 

CD68+ Neural Network nnet::nnet() 

size #Hidden Units 3 

decay Weight Decay 0.000562 

CD68+CD163+CD206+ 
Quantile Random 

Forest 
randomForest::rf() mtry 

#Randomly 

Selected 

Predictors 

2 

CD68+MMP9+ 

Boosted 

Generalized 

Linear Model 

mboost::glmboost() 

mstop 
# Boosting 

Iterations 
500 

prune AIC Prune No 

CD8a+PD1+ 
k-Nearest 

Neighbors 
caret::knn() 

kmax 
Max. 

#Neighbors 
7 

distance Distance 7 

kernel Kernel 7 

CD8a+PD1- 

Neural Networks 

with Feature 

Extraction 

nnet::pcaNNet() 

size #Hidden Units 3 

decay Weight Decay 0.1 

Collagen+ 

Boosted 

Generalized 

Linear Model 

mboost::glmboost() 

mstop 
# Boosting 

Iterations 
150 

prune AIC Prune No 

E-cad+ 
Oblique Random 

Forest 
obliqueRF::ORFsvm() mtry 

#Randomly 

Selected 

Predictors 

6 

HIF1α+ 
Quantile Random 

Forest 
randomForest::rf() mtry 

#Randomly 

Selected 

Predictors 

3 

Ki-67+ 

Bayesian 

Generalized 

Linear Model 

stats::glm() N/A N/A N/A 

MMP9+ 

Boosted 

Generalized 

Linear Model 

mboost::glmboost() 

mstop 
# Boosting 

Iterations 
400 

prune AIC Prune No 
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PD-L1+ 
Model Averaged 

Neural Network 
nnet:avNNet() 

size #Hidden Units 1 

decay Weight Decay 1e-04 

bag Bagging False 

pERK+ 

Boosted 

Generalized 

Linear Model 

mboost::glmboost() 

mstop 
# Boosting 

Iterations 
300 

prune AIC Prune no 

αSMA+ 

Least Squares 

Support Vector 

Machine with 

Polynomial Kernel 

kernlab::svmPoly() 

degree 
Polynomial 

Degree 
2 

scale Scale 1000 

tau 
Regularization 

Parameter 
64 

Table 50 Hyperparameters used for AUROC-optimized Machine Learning models. 

N/A = Not Applicable. 
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Cluster in Primary 

Included In 

Optimal Model 

Variable 

Importance 

MMP9+ X 0.857 

E-cad+ X 0.804 

Ki-67+ X 0.768 

CD163+MMP9+ X 0.732 

CD68+  0.696 

CD14+  0.679 

PD-L1+  0.679 

CD68+CD163+CD206+  0.661 

CD56+  0.643 

CD163+  0.625 

CD8a+PD1-  0.625 

CD4+PD1+  0.607 

Collagen+  0.607 

CD206+  0.607 

pERK+  0.607 

HIF1α+  0.571 

CD8a+PD1+  0.554 

CD31+  0.554 

CD68+MMP9+  0.536 

αSMA+  0.518 

Table 51 Variable Importance for predicting BCLM CD14+ using primary clusters. 

Larger values imply higher variable importance. Clusters used in the optimal model are 

marked with “X.” 

 

 Cluster in Primary 

Included In 

Optimal Model 

Variable 

Importance 

E-cad+ X 20.253 

CD163+ X 12.066 

CD68+ X 11.295 

CD163+MMP9+ X 9.002 

MMP9+ X 7.475 

pERK+ X 5.927 

CD56+ X 5.530 

CD4+PD1+ X 5.306 

CD14+  3.569 

Ki-67+  3.303 
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αSMA+  3.185 

CD8a+PD1+  3.031 

PD-L1+  2.882 

CD8a+PD1-  2.301 

HIF1α+  1.373 

CD31+  1.222 

CD68+CD163+CD206+  0.907 

CD206+  0.804 

CD68+MMP9+  0.539 

Collagen+  0.029 

Table 52 Variable Importance for predicting BCLM CD163+ using primary clusters. 

Larger values imply higher variable importance. Clusters used in the optimal model are 

marked with “X.” 

 

Cluster in Primary 

Included In 

Optimal Model 

Variable 

Importance 

CD206+ X 0.0000511 

CD4+PD1+ X 0.0000322 

CD68+ X 0.0000281 

CD163+ X 0.0000260 

MMP9+  0.0000249 

CD163+MMP9+  0.0000246 

CD8a+PD1+  0.0000240 

PD-L1+  0.0000237 

CD68+CD163+CD206+  0.0000233 

CD68+MMP9+  0.0000229 

CD56+  0.0000188 

CD14+  0.0000180 

CD8a+PD1-  0.0000178 

Table 53 Variable Importance for predicting BCLM CD163+MMP9+ using primary 

clusters. Larger values imply higher variable importance. Clusters used in the optimal 

model are marked with “X.” 

 

Cluster in Primary 

Included In 

Optimal Model 

Variable 

Importance 
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CD206+ X 0.732 

CD8a+PD1+ X 0.696 

CD68+  0.661 

CD56+  0.661 

CD4+PD1+  0.661 

PD-L1+  0.643 

CD68+CD163+CD206+  0.634 

HIF1α+  0.571 

αSMA+  0.571 

MMP9+  0.554 

pERK+  0.554 

E-cad+  0.554 

CD163+  0.536 

CD8a+PD1-  0.536 

Ki-67+  0.536 

Collagen+  0.536 

CD31+  0.536 

CD14+  0.518 

CD68+MMP9+  0.518 

CD163+MMP9+  0.500 

Table 54 Variable Importance for predicting BCLM CD206+ using primary clusters. 

Larger values imply higher variable importance. Clusters used in the optimal model are 

marked with “X.” 

 

Cluster in Primary 

Included In 

Optimal Model 

Variable 

Importance 

CD68+ X 0.893 

CD14+ X 0.839 

CD206+ X 0.786 

CD31+ X 0.786 

CD56+ X 0.768 

PD-L1+ X 0.750 

CD163+MMP9+  0.679 

CD8a+PD1-  0.679 

CD8a+PD1+  0.679 

Collagen+  0.679 

E-cad+  0.625 

αSMA+  0.607 
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CD68+MMP9+  0.607 

CD68+CD163+CD206+  0.607 

MMP9+  0.607 

CD4+PD1+  0.589 

HIF1α+  0.589 

CD163+  0.554 

Ki-67+  0.518 

pERK+  0.518 

Table 55 Variable Importance for predicting BCLM CD31+ using primary clusters. 

Larger values imply higher variable importance. Clusters used in the optimal model are 

marked with “X.” 

 

Cluster in Primary 

Included In 

Optimal Model 

Variable 

Importance 

CD4+PD1+ X 72.705 

CD8a+PD1+ X 12.524 

αSMA+ X 9.352 

CD163+MMP9+  8.851 

CD206+  6.388 

CD68+  5.221 

CD31+  2.076 

CD14+  0.000 

CD68+MMP9+  0.000 

CD163+  0.000 

CD68+CD163+CD206+  0.000 

MMP9+  0.000 

CD56+  0.000 

CD8a+PD1-  0.000 

PD-L1+  0.000 

Ki-67+  0.000 

pERK+  0.000 

HIF1α+  0.000 

E-cad+  0.000 

Collagen+  0.000 

Table 56 Variable Importance for predicting BCLM CD4+PD1+ using primary 

clusters. Larger values imply higher variable importance. Clusters used in the optimal 

model are marked with “X.” 
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Cluster in Primary 

Included In 

Optimal Model 

Variable 

Importance 

CD8a+PD1+ X 43.623 

Collagen+ X 15.671 

CD206+  8.660 

CD68+  7.337 

CD68+CD163+CD206+  7.333 

pERK+  6.803 

CD68+MMP9+  6.004 

CD14+  0.000 

CD163+  0.000 

CD163+MMP9+  0.000 

MMP9+  0.000 

CD56+  0.000 

CD4+PD1+  0.000 

CD8a+PD1-  0.000 

PD-L1+  0.000 

Ki-67+  0.000 

HIF1α+  0.000 

E-cad+  0.000 

CD31+  0.000 

αSMA+  0.000 

Table 57 Variable Importance for predicting BCLM CD56+ using primary clusters. 

Larger values imply higher variable importance. Clusters used in the optimal model are 

marked with “X.” 

 

Cluster in Primary 

Included In 

Optimal Model 

Variable 

Importance 

αSMA+ X 14.142 

HIF1α+ X 11.103 

E-cad+ X 9.592 

CD31+ X 8.898 

CD163+ X 7.808 

CD14+ X 7.049 

CD206+ X 6.721 

Collagen+  5.287 

CD68+  4.583 
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CD56+  4.334 

Ki-67+  4.003 

CD8a+PD1+  3.638 

CD163+MMP9+  3.169 

CD68+CD163+CD206+  1.972 

CD68+MMP9+  1.825 

CD8a+PD1-  1.552 

MMP9+  1.505 

pERK+  1.390 

PD-L1+  1.163 

CD4+PD1+  0.265 

Table 58 Variable Importance for predicting BCLM CD68+ using primary clusters. 

Larger values imply higher variable importance. Clusters used in the optimal model are 

marked with “X.” 

 

Cluster in Primary 

Included In 

Optimal Model 

Variable 

Importance 

CD68+ X 1.226 

CD68+MMP9+ X 1.099 

CD56+ X 0.972 

pERK+ X 0.651 

αSMA+ X 0.449 

CD163+MMP9+  0.350 

HIF1α+  0.228 

CD14+  0.221 

CD8a+PD1-  0.220 

CD68+CD163+CD206+  0.199 

CD8a+PD1+  0.198 

Ki-67+  0.189 

MMP9+  0.165 

CD206+  0.157 

CD4+PD1+  0.130 

Collagen+  0.122 

E-cad+  0.110 

PD-L1+  0.102 

CD31+  0.097 

CD163+  0.089 
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Table 59 Variable Importance for predicting BCLM CD68+CD163+CD206+ using 

primary clusters. Larger values imply higher variable importance. Clusters used in the 

optimal model are marked with “X.” 

 

Cluster in Primary 

Included In 

Optimal Model 

Variable 

Importance 

CD4+PD1+ X 75.195 

CD8a+PD1- X 10.525 

CD56+ X 10.198 

CD68+MMP9+  8.573 

αSMA+  3.158 

CD68+  2.885 

CD68+CD163+CD206+  2.364 

E-cad+  0.755 

CD14+  0.000 

CD163+  0.000 

CD163+MMP9+  0.000 

CD206+  0.000 

MMP9+  0.000 

CD8a+PD1+  0.000 

PD-L1+  0.000 

Ki-67+  0.000 

pERK+  0.000 

HIF1α+  0.000 

Collagen+  0.000 

CD31+  0.000 

Table 60 Variable Importance for predicting BCLM CD68+MMP9+ using primary 

clusters. Larger values imply higher variable importance. Clusters used in the optimal 

model are marked with “X.” 

 

Cluster in Primary 

Included In 

Optimal Model 

Variable 

Importance 

CD8a+PD1+ X 0.821 

E-cad+ X 0.786 

CD68+ X 0.750 
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CD4+PD1+ X 0.714 

CD206+  0.696 

CD163+MMP9+  0.679 

pERK+  0.679 

MMP9+  0.643 

CD31+  0.643 

CD8a+PD1-  0.607 

CD68+MMP9+  0.589 

CD56+  0.571 

Ki-67+  0.571 

HIF1α+  0.571 

CD68+CD163+CD206+  0.554 

CD14+  0.536 

CD163+  0.518 

PD-L1+  0.518 

Collagen+  0.500 

αSMA+  0.500 

Table 61 Variable Importance for predicting BCLM CD8a+PD1- using primary 

clusters. Larger values imply higher variable importance. Clusters used in the optimal 

model are marked with “X.” 

 

Cluster in Primary 

Included In 

Optimal Model 

Variable 

Importance 

CD68+CD163+CD206+ X 0.786 

CD8a+PD1+ X 0.768 

CD14+ X 0.750 

CD163+MMP9+  0.696 

CD8a+PD1-  0.696 

pERK+  0.679 

CD163+  0.661 

E-cad+  0.625 

CD206+  0.607 

CD68+MMP9+  0.589 

CD68+  0.571 

CD56+  0.571 

Ki-67+  0.571 

CD4+PD1+  0.554 

PD-L1+  0.554 
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αSMA+  0.554 

MMP9+  0.536 

HIF1α+  0.536 

CD31+  0.536 

Collagen+  0.518 

Table 62 Variable Importance for predicting BCLM CD8a+PD1+ using primary 

clusters. Larger values imply higher variable importance. Clusters used in the optimal 

model are marked with “X.” 

 

Cluster in Primary 

Included In 

Optimal Model 

Variable 

Importance 

MMP9+ X 47.340 

CD163+MMP9+ X 38.648 

PD-L1+ X 25.608 

CD14+  12.889 

CD8a+PD1+  7.033 

αSMA+  5.544 

CD68+  0.000 

CD68+MMP9+  0.000 

CD163+  0.000 

CD68+CD163+CD206+  0.000 

CD206+  0.000 

CD56+  0.000 

CD4+PD1+  0.000 

CD8a+PD1-  0.000 

Ki-67+  0.000 

pERK+  0.000 

HIF1α+  0.000 

E-cad+  0.000 

Collagen+  0.000 

CD31+  0.000 

Table 63 Variable Importance for predicting BCLM Collagen+ using primary 

clusters. Larger values imply higher variable importance. Clusters used in the optimal 

model are marked with “X.” 
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Cluster in Primary 

Included In 

Optimal Model 

Variable 

Importance 

αSMA+ X 0.911 

E-cad+ X 0.857 

CD68+MMP9+ X 0.839 

HIF1α+ X 0.839 

CD68+CD163+CD206+ X 0.830 

CD163+MMP9+ X 0.821 

CD163+ X 0.732 

MMP9+  0.732 

CD68+  0.714 

CD56+  0.679 

Ki-67+  0.679 

CD8a+PD1-  0.661 

PD-L1+  0.661 

CD31+  0.661 

CD4+PD1+  0.625 

CD206+  0.607 

Collagen+  0.589 

pERK+  0.571 

CD14+  0.554 

CD8a+PD1+  0.518 

Table 64 Variable Importance for predicting BCLM E-cad+ using primary clusters. 

Larger values imply higher variable importance. Clusters used in the optimal model are 

marked with “X.” 

 

Cluster in Primary 

Included In 

Optimal Model 

Variable 

Importance 

CD31+ X 0.790 

PD-L1+ X 0.683 

CD163+MMP9+ X 0.606 

Collagen+ X 0.509 

Ki-67+ X 0.421 

CD68+ X 0.416 

CD8a+PD1- X 0.411 

CD206+  0.340 

CD163+  0.309 

pERK+  0.274 
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CD56+  0.270 

E-cad+  0.263 

CD68+CD163+CD206+  0.254 

HIF1α+  0.245 

MMP9+  0.208 

αSMA+  0.196 

CD8a+PD1+  0.187 

CD68+MMP9+  0.183 

CD4+PD1+  0.178 

CD14+  0.167 

Table 65 Variable Importance for predicting BCLM HIF1α+ using primary clusters. 

Larger values imply higher variable importance. Clusters used in the optimal model are 

marked with “X.” 

 

Cluster in Primary 

Included In 

Optimal Model 

Variable 

Importance 

CD206+ X 0.0001178 

CD4+PD1+ X 0.0001025 

MMP9+ X 0.0000995 

CD163+ X 0.0000988 

PD-L1+ X 0.0000978 

CD163+MMP9+ X 0.0000978 

CD68+ X 0.0000969 

CD14+  0.0000952 

CD68+MMP9+  0.0000949 

CD8a+PD1+  0.0000933 

CD56+  0.0000930 

CD68+CD163+CD206+  0.0000904 

CD8a+PD1-  0.0000878 

Table 66 Variable Importance for predicting BCLM Ki-67+ using primary clusters. 

Larger values imply higher variable importance. Clusters used in the optimal model are 

marked with “X.” 

 

Cluster in Primary 

Included In 

Optimal Model 

Variable 

Importance 
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Collagen+ X 44.789 

CD8a+PD1+ X 37.826 

CD31+ X 22.642 

CD68+ X 15.997 

CD56+ X 13.865 

CD206+  3.397 

MMP9+  2.660 

HIF1α+  1.757 

E-cad+  1.226 

CD14+  0.000 

CD68+MMP9+  0.000 

CD163+  0.000 

CD163+MMP9+  0.000 

CD68+CD163+CD206+  0.000 

CD4+PD1+  0.000 

CD8a+PD1-  0.000 

PD-L1+  0.000 

Ki-67+  0.000 

pERK+  0.000 

αSMA+  0.000 

Table 67 Variable Importance for predicting BCLM MMP9+ using primary 

clusters. Larger values imply higher variable importance. Clusters used in the optimal 

model are marked with “X.” 

 

Cluster in Primary 

Included In 

Optimal Model 

Variable 

Importance 

pERK+ X 0.857 

E-cad+ X 0.821 

CD8a+PD1+ X 0.786 

Ki-67+ X 0.750 

CD14+  0.714 

CD31+  0.696 

CD163+  0.679 

CD68+MMP9+  0.661 

HIF1α+  0.661 

αSMA+  0.643 

CD8a+PD1-  0.643 

CD68+  0.625 
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PD-L1+  0.607 

CD163+MMP9+  0.589 

CD68+CD163+CD206+  0.589 

CD4+PD1+  0.571 

MMP9+  0.554 

CD56+  0.554 

CD206+  0.536 

Collagen+  0.518 

Table 68 Variable Importance for predicting BCLM PD-L1+ using primary clusters. 

Larger values imply higher variable importance. Clusters used in the optimal model are 

marked with “X.” 

 

Cluster in Primary 

Included In 

Optimal Model 

Variable 

Importance 

CD8a+PD1+ X 64.582 

CD68+CD163+CD206+ X 19.871 

CD31+ X 17.611 

pERK+ X 12.553 

CD206+  11.857 

CD163+  6.104 

HIF1α+  5.579 

CD68+  3.060 

Ki-67+  0.917 

CD14+  0.000 

CD68+MMP9+  0.000 

CD163+MMP9+  0.000 

MMP9+  0.000 

CD56+  0.000 

CD4+PD1+  0.000 

CD8a+PD1-  0.000 

PD-L1+  0.000 

E-cad+  0.000 

Collagen+  0.000 

αSMA+  0.000 

Table 69 Variable Importance for predicting BCLM pERK+ using primary clusters. 

Larger values imply higher variable importance. Clusters used in the optimal model are 

marked with “X.” 
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Cluster in Primary 

Included In 

Optimal Model 

Variable 

Importance 

E-cad+ X 0.804 

HIF1α+ X 0.786 

CD68+ X 0.768 

PD-L1+ X 0.750 

CD8a+PD1+ X 0.696 

MMP9+ X 0.679 

αSMA+ X 0.679 

CD31+ X 0.643 

CD8a+PD1- X 0.607 

CD14+ X 0.589 

CD206+ X 0.589 

CD4+PD1+ X 0.589 

pERK+ X 0.589 

Collagen+ X 0.589 

CD68+CD163+CD206+ X 0.571 

Ki-67+  0.536 

CD68+MMP9+  0.518 

CD163+  0.518 

CD56+  0.518 

CD163+MMP9+  0.518 

Table 70 Variable Importance for predicting BCLM αSMA+ using primary clusters. 

Larger values imply higher variable importance. Clusters used in the optimal model are 

marked with “X.” 
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6.5.2 Supplementary Figures 

 

Figure 40 Heatmap of IMC cluster densities for all patients originating from breast 

primary and breast cancer liver metastases (BCLM) before mean-aggregation of 

ROIs. 

 



269 

 

Figure 41 Heatmap of IMC cluster densities originating from BCLM (top) and 

primary breast tumors (bottom) after mean-aggregation of ROIs. 
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Figure 42 PLS-DA of primary breast and BCLM IMC ROI data by batch number 

showing that the batches were homogeneous. 
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Figure 43 PLS-DA score plots of classifying BCLM patient IMC clusters into Low 

(<median) or High (≥median) groups using primary cluster densities. 
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Figure 44 PLS-DA score plots of classifying BCLM patient IMC clusters into Low 

(<median) or High (≥median) groups using only covariates age and difference in age 
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from patient breast sample or BCLM sample. Performance of PLS-DA was subpar 

even with categorical features added. 

 

 

Figure 45 Variable importance for prediction of BCLM CD14+, CD163+, 

CD163+MMP9+, and CD206+ using ML models. IMC clusters given zero variable 

importance by varImp are not shown. Dark bars denote clusters used by the optimized 

model. 
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Figure 46 Variable importance for prediction of BCLM CD31+, CD4+PD1+, CD56+, 

and CD68+ using ML models. IMC clusters given zero variable importance by varImp 

are not shown. Dark bars denote clusters used by the optimized model. 
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Figure 47 Variable importance for prediction of BCLM CD68+CD163+CD206+, 

CD68+MMP9+, CD8a+PD1-, and CD8a+PD1+ using ML models. IMC clusters given 

zero variable importance by varImp are not shown. Dark bars denote clusters used by the 

optimized model. 
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Figure 48 Variable importance for prediction of BCLM Collagen+, E-cad+, HIF1α+, 

and Ki-67+ using ML models. IMC clusters given zero variable importance by varImp 

are not shown. Dark bars denote clusters used by the optimized model. 
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Figure 49 Variable importance for prediction of BCLM MMP9+, PD-L1+, pERK+, 

and αSMA+ using ML models. IMC clusters given zero variable importance by varImp 

are not shown. Dark bars denote clusters used by the optimized model. 

 



278 

 

Figure 50 AUROC achieved by ML models using primary IMC clusters across a 

variable number of features to predict BCLM cluster concentrations (as stated in 

gray box of each panel). 
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Figure 51 Metric F1 achieved by ML models using primary IMC clusters across a 

variable number of features to predict BCLM cluster concentrations (as stated in 

gray box of each panel). 
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Figure 52 AUROC curves of covariates classifying patients by BCLM IMC cluster 

densities. 
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CHAPTER 7: OVERALL DISCUSSION AND CONCLUSIONS 

 

This work documents the development of a 3D model to simulate centimeter-scale 

TME at sub-millimeter resolution to evaluate BCLM and primary and liver metastatic 

PDAC response to novel therapies, focusing on immunotherapy. The TME represents a 

highly complex pathophysiology, itself a product of multiple concurrent interactions, 

whose conduciveness to an ever-expanding pool of treatments and treatment regimens is 

difficult to predict for particular patients. In this dissertation, a Multigrid V-cycle solver 

was parallelized over an MPI-CUDA framework to solve a triphasic continuum 

mathematical model of tumor growth. Threads were synchronized during red-black 

Gauss-Seidel iterations and restriction and prolongation procedures. In doing so, model 

performance was improved by 14.7x in an initial time step and 10.7x on a per-smoothing 

step basis when accelerating Multigrid solving with a Titan RTX and a single general 

compute process (GCP). Using a 2563 domain size, model performance improved 6.7x 

when scaling from 1 GCP to 64 GCP with 2 GCP allocated per Nvidia V100 GPU (32 

GPUs total). A simulation of a growing cm-scale tumor in a 5123 domain for 8 simulated 

days was performed in ~58 hours (~2.4 days). Given recent interest in training large 

language [427] and diffusion [428] models, GPU-bound frameworks may increase in 

prevalence, offering more opportunities for tumor model deployment. 
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The model’s scope was extended to include immune species while preserving a 

triphasic structure. The activity level of local immune-immune interactions was 

quantified as having pro-tumor or anti-tumor effects which, in turn, affected phenomena 

in the TME. Pro-tumor species increased ECM deposition, production of tumor 

angiogenic factors, vascularity, and intra-tumoral pressure relative to an immune-free 

tumor mass. Meanwhile, anti-tumor species suppressed tumor growth sufficiently to 

prevent growth-induced hypoxia formation. This work also briefly investigated MDSC, a 

potential target for immunotherapy due to its inhibitory effects during immune-

checkpoint therapy [47-49]. In this model, affecting MDSC activation levels and entrance 

rates was sufficient to vary tumor burden from 20% to 58% of the initial condition over 

the course of 4 days. Along with all the other results, this suggests that this model could 

aid in evaluating the efficacy of immunotherapies in the immunosuppressive TME. 

 

This model was then applied to simulation of BCLM. Consistent with previously 

published results from a 2D tumor model [57, 59, 60], the model confirmed that MSV-

nab-PTX produced greater tumor response than intravenously delivered PTX. Further, 

MSV-nab-PTX efficacy was improved in a TME containing both M1 and M2 

macrophages, consistent with prior in vitro observations [59, 60]. Tumor burden in 

female BALB/C mice livers (n = 3) was quantified and then simulated in an in silico 

mouse liver lobe containing hundreds of BCLM of varying sizes. There, administering 

MSV-nab-PTX every 6 days curbed overall tumor burden, with smaller intervals between 

doses improving tumor response. 
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This model was also used to simulate treatment of primary and metastatic PDAC 

across 10 days of growth and compared changes in tumor burden to a control (untreated) 

case. Analysis found that anti-PDL1 and antigen-loaded chitosan therapies slowed, but 

did not eliminate, tumor burden in either site. However, the approaches combined 

synergistically in both PDAC and PDAC-LM, lowering burden to 81.0% at 4.0 days and 

83.4% after 4.2 days, respectively. This suggests that this model has identified a potential 

route for reducing systemic tumor burden in advanced stage PDAC cases with hepatic 

metastases. Overall, these BCLM and PDAC applications demonstrate that this model 

can evaluate novel immunotherapeutic strategies in liver metastatic TME and, in the case 

of PDAC, centimeter-scale primary tumors. Longer-term this approach could be applied 

across a broader spectrum of therapeutic approaches and tumor types to identify potential 

routes of improved tumor response. 

 

Lastly, as a first step towards informing the model with clinical data from the 

TME, 20 IMC clusters from 15 BCLM patients were classified as above-median or 

below-median expression using primary breast IMC data. The predicted IMC clusters 

were comprised of markers representing multiple components of the TME, including 

immune species (CD68, CD163, CD206, CD14, CD56, CD4, CD8a), PD1/PD-L1 

expression (PD1, PD-L1), vascularity (CD31), hypoxia (HIFα), ECM (αSMA, collagen, 

MMP9), and tumor tissue (Ki-67, pERK, and E-cad). Trained ML models attained 

acceptable model performance, with validation subset AUROC ≥0.75 and 95% CI ≥0.7 

with F1 ≥0.70. Pan-macrophage marker CD68 was found to be the most important 

component in making ML predictions. This finding was consistent with observations that 
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tumor associated macrophages can influence TME neovascularization and 

immunosuppression, as well as tumor invasiveness and metastasis [402]. Notably, 

because all IMC clusters were used by optimum ML models, a comprehensive view of 

the primary tumor’s TME was leveraged to predict the BCLM TME. In future work, this 

approach could inform 3D model parameters with the goal of performing simulations of 

patient-specific immunotherapy. 

 

While these results mark the first steps in attaining in silico analysis of cm-scale 

tumor response, several limitations exist in these studies. While BCLM and PDAC 

simulations were calibrated to a variety of observations in literature, model predictions 

have not been externally validated against clinical, in vivo, or in vitro results. The model 

excludes events and locations outside the TME, antigen presentation to naïve T-cells by 

dendritic cells in lymph nodes and lymphopoiesis in the bone marrow and thymus [168], 

as well as multiple immune species, including pro- and anti-neutrophils, plasma cells, and 

Th17 cells [247, 249, 250, 429]. Further, the model yields deterministic results, 

contrasting with in vitro [57, 59, 60] and in vivo results [58] for which replicates would 

document inter-sample variation. Mechanistic tumor models have incorporated semi-

stochasticity to better reflect population variation [57, 59, 60, 426], which, in future 

work, may be incorporated to this model. The ability to simulate the temporal growth of a 

cm-scale tumor from an initial “seed” is an ongoing challenge that may require prolonged 

use of GPU resources. Other techniques for informing 3D model parameters, such as 

from metabolomics [426], could be investigated in the future. Recognizing that the tumor 

mass can often be isolated to a specific region of the simulated domain, reintroducing an 
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adaptive grid meshing approach from [83] capable of dynamically allocating resources to 

variable sub-domain sizes may improve model performance at cm-scale. Exploration of 

other Multigrid level cycling techniques, such as the F-cycle and W-cycle, could also be 

evaluated in future work [147]. Model sensitivity to different grid resolutions and time 

step sizes could be investigated. Finally, ML model predictions of BCLM TME from 

primary lesions could be confirmed and refined using increased sample sizes. In spite of 

these limitations, this work overall advances the goal towards patient-specific simulation 

of response to cancer immunotherapy.
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