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Executive summary

The main focus of this study is the analysishort duration high intensity rainfall for

London, Ontario under the conditions of the dethclimate. Predicted future climate

change impacts for Southwestern Ontarmude higher temperatures and increases in
precipitation, leading to antensification of the hydrologicycle. One of the expected
consequences of change is an increase in the magnitude and frequency of extreme events
(e.g. high intensity rainfall, flash flooding,\@re droughts, etc.). Changes in extreme

events are of particular importance to tlesign, operation and maimance of municipal

water management infrastructure.

Municipal water management infrastructgsewers, storm water management ponds or
detention basins, street curbs and guttershbagins, swales, etc) designs are typically
based on the use of local rainfall Intengdyration Frequency (IDRJurves. IDF curves
are developed using historical rainfall time serilata. Annual extreme rainfall is fitted to
a theoretical probability distribution fromhich rainfall intensities, corresponding to
particular durations, are obtathdn the use of this procedure an assumption is made that
historic extremes can be used to charamteextremes of the future (i.e., the historic
record is assumed to be stationary). Hasumption is not valid under changing climatic
conditions that may bring shifts in the magdi and frequency of extreme rainfall. Such
shifts in extreme rainfall at the local level demand new regulations for water
infrastructure management as well as changelesign practices. The objective of this
report is to assess tiobange in IDF curves for use the City of London under changing
climatic conditions.

The methodology implemented to assess chaimgrainfall magnitude resulting from
climate change includes the following cooments: (a) Development and use of a daily
weather generator model for synthetic getiencof rainfall under current and future
climates; (b) Disaggregation of daily rainfaito hourly; (c) Statistical analysis of
rainfall of various durations, and develogm of IDF curves under changed climatic
conditions; (d) Comparative analysisIDiF curves; and (e) Recommendation for
possible modification of municipalfirastructure design standards.

The two IDF curves currently used by thigy@f London (i.e., MacLauren IDF curve for
design of conveyance systems, and Atomesic Environment Service IDF curve for
storm water management facilities) could hawvébe reproduced ithis research using
the data currently available from Meteoroloaji Service of Canada. The IDF curves in
use by the City are based on data setsatgaho longer available. In addition, methods
used by either MacLauren or Meteorologi€airvice of Canada to estimate rainfall
guantiles for durations shorter than one hoarreat available. Therefore, comparing the
IDF curves generated in this researchhimse currently used bydlCity of London is not
appropriate. More confidence is placedha relative differene between the three
scenarios generated in this research: simalaigtoric climate (no change), and wet and
dry climates (change guided by outpatgylobal circulation model outputs).



The results of simulations in this reseairatiicate that rainfall magnitude (as well as
intensity) will be different than historiltg observed. The climate change scenario
recommended for use in the evaluation ofrstwater management design standards (i.e.,
the wet scenario) reveals a significant increasainfall magnitud€and intensity) for a
range of durations and return periods. Th@gease has major implications on the ways

in which current (and future) municipal wateanagement infrastructure is designed,
operated, and maintained. The main recomngmé&om this work is that the design
standards and guidelines curtlg employed by the City dfondon be reviewed and/or
revised in light of the inforntaon presented in this report.

Keywords: K-NN weather generator modelling teémsity-duration-frequency curves,
climate change impact modely, extreme rainfall events.
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1.0 Introduction and background

1.1 The problem of climate change at the municipal level

Increased industrial activity during the last ey and a half has increased concentration
of carbon dioxide in Earth's atmosphere. This inaurn initiated large scale atmospheric
processes resulting in changfeglobal temperature and precipitation (among other
variables). Changes in Earth's climate egstan disrupt the delicate balance of the
hydrologic cycle and can eventually lead toreased occurrence of extreme events (such
as floods, droughts, heat waves, sumnmeriae storms, etc.). For municipalities,

changed frequency of extreme events (sudhtasse rainfall, heavy winds and/or ice
storms) are of particular importance as@aate procedures, plans and management
strategies must be put in placedwal with them (Mehdi et al., 2006).

One way of reducing vulnerabifito adverse impacts of climathange is to anticipate

their possible effects, and adagne other is to actually deice the rate of carbon dioxide
released into the atmospkReReducing climate changalnerability means that

municipal decision makers and stakeholdwsd to understand its effects, and develop
suitable measures to deal with them ia thture. The report by Mehdi et al. (2006)

outlines a number of important points regarding why municipal decision makers need to
consider climate change. The main point & tleven small shifts in climate normals will
have potentially large ramifications for exigjiinfrastructure.” Fuhter, the report states

that climate change “will affectunicipalities large and sihaurban and rural, and have
positive and negative consequences for theouariype of municipal infrastructure, e.g.,
roads and bridges; natural systems, e.g., watersheds and forests; and human system, e.g.,
health and education” (Mehdi et al., 2006, p. 7).

Of all possible impacts resulting from changdichatic conditions athe municipal level,
this research focuses on thessulting from changes in egtne rainfall. Any change in
extreme rainfall could demand new regulationthe form of storm water management
strategies, guidelines and design practicesedlsas altered municipal infrastructure
design standards. In some cases charfgydgo-climatic conditions may also require
upgrading, retrofitting, rebuilding, or eveonstructing additional water management
infrastructure.

The current design standards are based ooritisiimate information and required level
of protection from natural phenomena. Foamyple, a dyke designed to resist a 100 yr
flood event (meaning that each year the probability of occurrence of a flood exceeding
the design value is 0.01) will, if rainfall magmde increases, provide significantly lower
level of protection (Prodanovic and Simomg\2006). With changing climate, it is
necessary to thoroughly review and/or updiagecurrent design stdards for municipal
water management infrastructure in artteprevent the possibility of future

infrastructure performing beloits designed guideline.

The objective of this researchto provide data and information necessary for design
guidelines modification in order to takéanconsideration the impact of changing



climatic conditions. Since design standards for much of municipal water management
infrastructure depend on rainfall, informatisrtherefore providedegarding how rainfall
(and extreme rainfall events in particulareipected to changes climate changes.
Synthesis of this research is presentethénform of intensityduration-frequency (IDF)
curves, for a number of different future climate scenarios.

1.2 Global circulation models

Currently, one of the best ways to study éfffects of climate chage is to use global
circulation models. These models are the cumstate of the art inlimate science. Their
aim is to describe the functioning of thHarate system through the use of physics, fluid
mechanics, chemistry, as well as other scierldese specifically, thglobal circulation
models discretise the planet and its atmospiméoea large numbeof three dimensional
cells - these can be thought of as a largelbmairmof checker boards stacked on top of each
other (Kolbert, 2006, p. 100) - to whicelevant equations are applied.

In general, there are two different types gfiations that are usedatl global circulation
models - those describing fundamental goirey physical laws, and those that are
termed empirical (based on observed phenorttetaare only partially understood). The
former are representations of fundamegtplations of motion, laws of thermodynamics,
conservation of mass and energy, etc, andvalieknown; the latter, however, are those
phenomena that are observed, but for whatms theory does not yet exist (i.e., small
scale processes such as land use that daenice large scale processes such as the
global circulation). For mostwstlies that are concerned witie response of a smaller
area (such as a city) to a changed climsitioal, the global modeare inappropriate
because they have spacial and temporal stt@é¢sre incompatible with those of a city.
One way around this is to still use the globalut) but scale it appropriately for the area
under consideration.

Traditional way of studying the impactsdimatic change for small areas involves
scaling down the outputs from global cirdida models (temporally and spatially) from
which user and location specific impaatge derived. A number of studies have
implemented such methodologies, and thus eséichlocal impacts of climatic change
(Coulibaly and Dibike, 2004; Palmet al., 2004; Southam et al., 1999).

However, a number of uncertainties are inheterthis approach. Et, the global models
have temporal scales that are sometimes inatibiip with temporal scales of interest at
the local level. The global models are onlyealo produce monthly outputs with a higher
degree of accuracy. This is insufficient sincéhatlocal level we are often interested in
changes in frequency of occurrence of slgorration high-intensity events, especially
when studying the problem of flooding. Temalodownscaling of mnthly global output
must therefore be employed, and shorter tihmaevents be estimated, thus compounding
uncertainty. Second, spacial scales of globalet®are also incompatible with spacial
scales at the local level. The global modgiscally have grid cells of 100 km by 100

km, and are thus significantlgrger than most watersheds (for example, City of London,
Ontario covers an area of about 420°kroarse resolution of global models is thus



inadequate for the representation of many phygicatesses of intereat the local scales
(including extreme rainfall).

1.3 Weather generating models

One way of addressing the temporal and spacieértainties is to use weather generating
models. Weather generating models are stiaghaimulation tools that synthetically
create climate information for an area byngsoth, local and global weather data. The
local data includes historicallybserved data taken fromearweather stations in and
around the study area, while the global datdudes outputs oained from global
circulation models. The former acts to addtéssfine spacial and temporal scale needed
for impact studies, while the later provides direction of change ahe climate (wetter,
drier, cooler, etc).

Weather generators are usually classifiethia categories (for fither details see the
paper by Sharif and Burn, 2006a): parameind non-parametric. The parametric
weather generators are stochastic tools that generate weather data by assuming a
probability distribution function and a large numioé parameters (often site specific) for
the variables of interest. The non-parametas do not make distribution assumptions
or have site specific parameters, but ywarious shuffling and sampling algorithms. A
common limitation of the parametric weatlgemerators is that they have difficulties
representing persistent events such asgints or prolonged rairifdSharif and Burn,
20064, p. 181). The non-parametric weather geaes alleviate thse drawbacks, and
one of them is thus adtga in this research.

The weather generator takesigsut historical climate iimrmation for a number of
weather stations in the area, as welingsits from global circulation models, and
generates climatic information for an arary long period of timéor the local weather
stations. Sophisticated algorithms are useshtdfle (and perturb) thhistorical data, and
thus generate statistically similar climate - hexferred to as the historically identical, or
base case scenario. The weather generatat issed solely fothe replication of
historical trends; it also caaihs various perturbation mechanisms to generate climatic
information not observed in the historacord. The perturbation mechanisms are
necessary as long recerdf historic data are often natailable (particularly for shorter
durations), or if available, contain adge percentage of 88ing values. Use of
perturbation mechanisms assumes that histiata (of short reads) does not capture
extreme characteristics likely to be obseriretbnger data sets. Therefore, they are used
to push the observed data outside the histange, thus providing extremes not been
previously recorded. Estimation of extremainfall from short data records can
underestimate critical valuesed in the design of mupal infrastructure. Using
weather generators with perbation mechanisms angpiuts from global circulation
models can therefore produce adequate syinttiata of high spacitemporal resolution.

1.4 Outline of the report

The rest of this report @rganized as follows: Section 2 presents the methodology used
in the study. It provides taaical details regarding (i) irgfall interpolation; (ii)



formulation of climate change scenari@g) daily K-Nearest Neighbour weather
generating algorithm; (iv) disaggregationdafily into hourly values (also based on the
K-Nearest Neighbour algorithm); (v) statistiesed to test the model performance; and

(vi) the method used to construct the intgnduration frequency curve. Section 3 shows
details regarding the application of the methodology to the City of London, and includes
historic rainfall data analysis, climate charsgenarios and the application of the weather
generator model. It also presents the Weagenerator model verification, as well as
intensity duration frequency curves unddfadent climatic conditions. The report in
Section 4 ends with concluding remankgere current water management design
standards are reviewed, and possiblanges for the future recommended.



2.0 Methodology

2.1 Rainfall interpolation

Rainfall data often has significant portion o thistoric record missing that needs to be

estimated. For this study, the Inverse Distalmsghting method is used for interpolation
of rainfall data. This method is widely used, and recommended by the United States

Army Corps of Engineers (USACE, 2000).

The method works as follows: it takes as in@infall data of any duration (daily, hourly,
etc) for each station in the region, togathvith station coordinates (latitude and
longitude). A search algorithm is developedttbycles through each data point for each
station. If it finds a missing value for statignt sets up a four quadrant grid centred
around the station node with the missing dataezaline algorithm then finds four closest
nodes containing data for that time step (fmmesach quadrant). larder to estimate the
missing value for node distance is computed between statiand its four closest
neighbours with non-missing values (denoteddbyd,,d,,d,). Next, weights are
computed for each of the four closestgiours with non-missing data, and are assigned
in inverse proportion to the square distance from modkus, the closest the quadrant
neighbour is to nodg the greater the weiglitgets in the calcaktion. For example, the
equation for the weight of thetosest station in the firgiuadrant is the following:

1/d?

1 W, =
1) ' 1/d?+1/d2 +1/d2 +1/d?

wherew, is the weight for neighbour in tHigst quadrant in ration to station. Similar

calculations are performed for all other duants. After all waghts are obtained, the
missing value at nodéefor time stef is estimated as follows:

(2) P t) = ij P; ®)

wherej represents each nodeamuadrant around statigrandp the data value being
interpolated.

This method computes the missing value at statimsed on the weighted distance of
four of its closest neighbasiwith non-missing values for that time step. A problem
arises when for a particular time step allistad in the data set have missing values. In
such a case, the missing value is simply retained.

It should be pointed out that this method aeéso be used for spacial interpolation of

data. For example, if the research objectivealeds data for a particular site for which
no gauge exists, data in the close proximityhefsite can be used to estimate its value.

10



Therefore, interpolated data can beduced based on the weighted distance nearby
stations. In this research, only temparaérpolation of data is performed.

2.2 Formulation of changed climate scenarios

Climate change scenarios are obtained gsutsibf global circulation model simulations
and do not represent future predictions or forecasts, but simply offer possibilities of what
might happen if the future development follosvsertain course @iction (i.e., continual
growth of population, increasedrbon dioxide emissions,dreased urbanization, etc.).

With regards to global circulation modeld,stenarios have been standardized in the
report by Nakicenovic and Swart (2000).

In this work, the climate change scenataia is obtained from the Canadian Climate
Impacts Scenarios group at the Universityaftoria, Canada (itp://www.cics.uvic.ca).
Time series data is obtained for the gr@nt containing the City of London, for a
particular time slice. For this study the érslice of 2040-2069 is used for all climate
change scenarios, thus representingayeclimatic conditions for the year 2050.
Historic global circulation datalso obtained from the Univegsof Victoria, consists of
data for period 1961-1990 and reprdseahe baseline global data.

The change fields for each scenario arefated using the global circulation data as the
percent difference from the baseline casmohthly precipitation averaged for all years

of output. The climate change scenarios are formulated by multiplying locally observed
climate data (obtained first for stationge study area) with ¢hmonthly percentage
change values previously obtained. This mehasif the change field for the month of
January is +10%, then all January values in the historic record are multiplied by 1.10;
similarly, if the change field is -15% for@¢tsame month, all historic data is multiplied by
0.85. This locally modified data set is thesed by the weathgenerator to produce

daily and hourly time series for different climates.

2.3 Daily K-Nearest Neighbour weather generating model

The weather generating model developed im study is based on the work by Sharif and
Burn (2006a, 2007), which is an improvemehthe model introduced by Yates et al.
(2003).

The nearest neighbour algorithms are poputaabse: (a) they are capable of modelling
non-linear dynamics of geophyalgrocesses; (b) they dot require knowledge of
probability distributions or variables; and {hey preserve well the temporal and spacial
correlation of generated data. All K-Neat Neighbour (K-NNglgorithms involve
selecting a set of data (in ocase weather data) that anmigar in nature to the time
period of interest. In order to generate bt data for a desired time period a single
value is randomly selected from statistically similar data set. In the context of climate
change work typically minimum, maximutemperature, and precipitation are used.

11



The weather generating procedure startsssgmmbling a historic da set free of missing
values for a number of stations in aardund the study area. To produce weather for a
new day, all days with similar characteristégs extracted from thastoric record, from
which a single (nearest mbour) is selected accorditma defined set of rules
(explained in detail later).

The nearest neighbour algorithms applieditier generation of @ather sequences found
in the literature recommendeusf daily data. The work afVojcik and Buishand (2003)
shows that second order statistics atéeb@reserved when the weather generator
operates on a daily time step, followed byagdjgregation intoh®rter intervals.
Therefore, the daily weather generating masisklected for use in this work. It is
combined with the disaggregation procedareconverting daily into hourly data.

In the K-NN algorithmp variables are selected tgresent daily weather (such as
temperature, predi@ation, solar radiatin, etc.). There argstations in the area for which

weather data exists, and data is availablé\fgears. LetX/ represent the vector of

variables for day and station, wheret =1, 2,... Tand j = 1,2, ... g T stands for the
total number of days in the observed histoeicord. A feature vectas defined in an
expanded form as:

B X! =X Xy)
where xijyt stands for a value of the weather variable 1,2 ..., pfor station for dayt .

For the sake of simplicity, assume that thewation starts on January 01, and continues
as long as synthetic data is desifBde algorithm steps are the following:

1. Regional means of variables are comguéeross all stations for each day in the
historic record:

@ X=X Ra%g,)

where,

6) %, =3,

j=1

2. Data block of sizé is computed next, as it is the one that includes all potential
neighbours to the current feature vectgr Temporal window of sizev is then selected,
and all days within that windoare selected as potentiaigtgours to the current feature
vector. In the work of Yates et.d2003) and Sharif and Burn (200%W)js selected to be

14 days. This implies that if the current day of the simulation is September 17, then all
days between September 10 and September 24 are selected fioyeai$ of record, but
excluding the September 17 for the given ydas (prevents the possibility of generating

12



the same value as that of the current dagerefore, the data block consisting of all
potential neighbours ik = (w+1)x N —1 days long for each variabpe

3. Regional means are computed for all potential neighbours acrgssatibns for each
day in the data block using equation (3).

4. The covariance matrixG, , for dayt is computed using the data block of slze p.

For the special case whprr 1, the covariance matrix gmply the variance of the
nearest neighbour vectok &1 in this case).

5. If the start of the historic data record is January 01, then for the first time step a value
is randomly selected for each variapleéeom all January 01 values in the recordNof
years. This value is used for the first simulated time step, that is January 01.

6. Next, the Mahalanobis dastce is computed between thean vector of the current
days weatheiX, (step 1) and the mean vectd| of all nearest neighbour values (step
3), wherek =1,2,... , L The distance is computed as follows:

(6) dk = \/(Xt _)?k)ctil(it - )Tk)T

whereT represents the transpose matrix operations, v@iitestands for its inverse.
Mahalanobis distance is balsen correlation between rables by which different
patterns can be identified and analyzed. # iseful way of determining similarity of an
unknown sample set to a known one. It diffieosn Euclidian distace in that it takes
into account the data correlation, and slsgnvariant, (i.e., naiependent on the scale
of measurements).

7. The number oK nearest neighbours sglected out df potential values for further
sampling. Both Yates et.gR003) and Sharif and Buf@007) recommend retaining

K =+/L neighbours for further analysis.

8. The Mahalanobis distancg is sorted from smallest to largest, and the Krst

neighbours in the sorted list are retained (weyreferred to asémearest neighbours).
Furthermore, a discrete probability dilstution giving higher weights to closest
neighbours is used for resampling out the s& néighbours. The weights are calculated
for eachk neighbour according to:

7 w= 1/k

k k
W
i=1

wherek = 1,2, ... , KCumulative probabilitiesp, , are given by:

13



©® p=dw

i=1

Through this procedure the gabour with the smallest destce gets the largest weight,
while the one with the largest distance dhtssmallest weight. For the development of
this function, see Lall and Sharma (1996).

9. In order to determine which one of Kaearest neighbours will be selected as the one
used for the current weather, afoninly distributed random numbe(0,1) is generated
first. The next step in the algorithm is to compate p, calculated previously; note that

p exists for each one of thikeneighbours. Ifp, <u < p,, then day for whichu is closest

to p, is selected, where=1,2, ...,K. On the other hand, ii << p,, then the day
corresponding tal, is selected; and i = p,, then the day correspondingdp is

selected (which is highly unlikely). One of tkeneighbours is selectdtbm the data set,

and used as that day's weather for all stations in the region. This means that if weather of
September 19 from yearis selected, then all stationstire area will use the weather of
September 19 from year from its respective data seds the simulated weather for day

t.

10. The above steps simply resample (or rifl&)uhe historic record of data, which may
not be enough in the study where unprecedevadues of weather variables are of
interest. Sharif and Burn (2007) present an @g@gh that is able to perturb the historic
resampled data, and therefore generatealdtade of the historically observed range.
For each station, for each variable, tfiey non-parametric distribution t nearest
neighbours of step 8, and estimateonditional standard deviatioa,, and bandwidth,

A . The conditional standard deviation is estimated froniKtheighbours, whilei is
calculated based on the work of Sharmal e{1997) using the following equation:

(9) A=1060K 5
The perturbation of the basic K-NM@roach is based on the following:

(a) Leto; be the conditional standard deviation of variakdad station computed from

the K nearest neighb& Assume thay, is a normally distributd random variable with

zero mean and unit variance, for dayhe new (perturbed) valwé the weather variable
i, for stationj, for dayt, is computed as:

(10) vyl =x\+10'z

where x/; is the value of the weather variable obtained from the basic K-NN algorithm

(steps 1to 9)54{t is the weather variable vadrom the perturbed algorithri; the

bandwidth (depending on the number of samples); andthe standard deviation of the
K nearest neighbours.

14



(b) Since some weather vabies are bounded (i.e., pratagion), there exists a

possibility that equation (10) may generaddues that are impossible (i.e., negative
precipitation). Simply setting these valuegzé&vo would introduce too much bias that can
produce unacceptable monthly totals. To da#h this issue, the bandwidth is
transformed by applying a threshold probability, for generating negative values;
Sharif and Burn (2007) use = 0.06 , which corresponds ta=—-1.55 . The largesit
corresponding to the probability génerating a negative value @fis given by

A, =X /(1.55x o)), where* refers to a boundesleather variable, and, is the largest

acceptable value of . Therefore, if the calculated value &fin equation (9) is larger
than A_, then 4, is used instead (Sharif and Burn, 2007).

(c) If the value of the bounded weather varigbke, precipitationtomputed previously
is still negative, then a new value gpfis generated, and tiséep 10(b) repeated.

(d) Step 10(c) must be repeated uthtéd generated value for the bounded weather
variable becomes non-negative.

The steps 1 to 10 of the weather generatingehare repeated for all time intervals of
the simulation time horizon.

2.4 Nearest neighbour disaggregation of daily rainfall

The disaggregation algorithgtarts by taking the observestord of hourly (or other

finer resolution) data, and extracting all rainfall events from the record. A rainfall event is
defined as a period of non-zero rainfall, sefetdy an arbitrarily defined period free of
rain, ng. Thus, if a rainfall event starts onyagiven day, the algorithm will continue

recording it untiln, hours are found free of rainfall. iBrprocedure is analogous to a

filter that is used to separatee historic record (whicbontains mostly zeros) into a
record consisting of only rainfaevents (with few zeros).

An important assumption introduced here is #ihtainfall events lsting longer than 24
hours are neglected. This is because theheeggenerating algorithm presented in the
previous subsection operates by shuffling theohistecord at a dailtime step, and thus
does not explicitly consider patterns of multi day events. However, multi day rainfall
events are indeed generated with tleathier generating algorithm as a number of
consecutive days with rainfall. Furthermoeggents of longer durations have typically
smaller average intensity, and are thusanitical in the study of annual extremes
performed in this research — where shamtéigh intensity events normally produced by
convective type storms are of interest.

After hourly rainfall events are extracted froine historic record @r each station with

available data), they are disaggregateskldaon the K-NN approach. This part of the
algorithm starts by reading illarainfall produced by the weather generator for gdgr

15



each station. Then, a setpaitential neighbouring eventsgslected from the observed
record, and one such event is choser d&ily weather generator value is then
disaggregated based on this event.

The rule for selecting neighbouring evefntsn the observed record is based on the
following two criteria:
1. Only events within a moving window of, days are selected for further

consideration in orddo account for seasonally ved temporal distribution of

rainfall (i.e., winter and summer seastiase different rainfall patterns). Similar

to the moving window used in the daily weather generator model, the
disaggregation procedurelsets events witin the prescribed moving window

from all years in the historic record of events, for all stations, as a potential set of
neighbours.

2. Dalily totals (obtained from the weathggnerating model) are compared to the
set of neighbouring event totals; this isfpemed in order to make sure that the
disaggregation of like events takes plaod that the procedure works properly.
Only those events are selected with totals between a |dpygrand an upper

bound @p,) of the daily amount to be disaggregatiedn(du are the lower and
upper bound fraction, angd, the daily total rainfall for dag). This means that if

daily amount of 100 mm is to be disaggatsyl, with upper and lower fractions of
1.2 and 0.8, all events within the prescribed window witHgdtatween 120 and
80 mm are selected as agutial set of events from which to choose from.

After a smaller set of eventseaselected, one of the evergshosen at random and used
in the disaggregation for thatyddt is possible for the geneaeal daily rainfall to be much
greater than all evemdtals within the pregibed moving window. In this case, the event
with the highest total within the moving windasvselected for daggregation purposes.
This procedure is applied for all daysr all stations in the study area.

The main advantage of the adopted proceduthat disaggretjan is achieved using
locally observed data with a non-parametric¢hod, thus avoiding choice of theoretical
probability distributions, as well as lehgtparameter estimation, and calibration
procedures. Since disaggréga is achieved based oresampling algorithm from
observed data, statistical chateristics of disaggregateainfall have a high likelihood
of being preserved.

There are other procedures for disaggregatiatady into hourly rainfall. The interested

reader is referred to the work of WE006) and Wojcik and Buishand (2003), among
others.
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2.5 Model performance testing

In order to test the outpof the weather generatingoalel a number of different
statistical tools are traditiolhiaemployed. Definitions of tools employed in this report
are given in this section.

One way of presenting a summary of stati$tilzda graphically is using box and whisker
plots. These plots show thenler quartile (25th percentilenedian (or 50th percentile),
and upper quartiles (75th perceafibf data with boxes, wialits whiskers are typically
constructed with a distance b6 times the inter quartilemge (i.e., distance between the
lower and upper quartile) from the boxes. Bax avhisker plots are used in this report to
show the comparison betweemgeated and observed data.

Three types of plots usedcinde: monthly totals, autad crosscorrelations. The plot
showing monthly totals is one where the honital axis shows the month of year, while
the vertical axis displays étmonthly total. The second typéa box and whisker plot is
one where autocorrelation of dasgresented. Autocorrelatioma statistical tool used to
test the correlation of a time series wathagged version of itself for the purpose of
identifying patterns of randomness. It is alsed to identify a taporal character of
generated data. Mathematically, it is defined as:

(11) autocornk) =—

EEREDNCEL OIS

wherek is the time lagy; is the data valuex the mean and-’ the variance of the data.

Autocorrelation, as defined above, takes dnesbetween [-1,+1]. It should be noted
that values of zero for autocorrelation indecperfectly random daf@ae., no correlation),
while non-zero values indicate a degreeafrelation, or non-randomness. A high
negative value indicates a high degree of cati@h, but of the inverse of the series.

The crosscorrelation compares two time segigsals to each other. This is one way of
testing spacial characteristics of genatatata between two different locations.
Crosscorrelation is therefore a statistical ies#d to compare correlations between two
signals (such as rainfall between twat®ins). Its mathematical form is:

(12)  crosscor(k) = i(xi ~X) (Y ~ ) /[Z (% = %)% (Vi - V)j

where x; and y; are two time series to be comparétle range of crosscorrelation values

is between [-1,+1], with zero indicatim®p correlation, while its bounds show maximum
correlation.

The extent of the generated data dispiiawéh box and whisker plots are shown on a

monthly time scale. This means that theather generator output is aggregated to a
monthly time step in case when generatemthly totals are contrasted with totals
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historically observed. Autand crosscorrelations are computed on a daily time step, and
then averaged on a monthly basis fargemtation using box and whisker plots.

2.6 Rainfall intensity duration frequency analysis

Intensity duration frequency (IDF) analysis is used to capture the essential characteristics
of point rainfall for shorter durations. Fbanalysis provides a convenient tool to

summarize regional rainfall information, and is used in municipal storm water
management practice.

The intensity duration frequency analysis tstéy gathering time series records of
different durations. After time series datayaéthered, annual extremes are extracted from
the record for each duration. The annualexi data is then fit to a probability
distribution in order to estimate rainfall quities. The fit of theprobability distribution

iS necessary in order to standardize theaattar of rainfall acrosstations with widely
varying lengths of record.

In Canada, Gumbel's extremduadistribution is used tdtfthe annual extremes rainfall
data. The Gumbel probability distributitias the following form (Watt et al., 1989):

(13) Xt = :uz + KTGZ

where x; represents the magnitude of tiieyear eventy, ando, are the mean and
standard deviation of thennual maximum series, ard; is a frequency factor depending
on the return period;. The frequency factoK; is obtained using the relationship:

(14) K, =_—f{o.5772+|n(|n(%m

_l_

Meteorological Service of Canada (MSC) ues method to estimate rainfall frequency
for durations of 5, 10, 15 and 30 minutes, as well as for 1, 2, 6, 12 and 24 hours.
However, most stations do noave data records for dtians shorter than 1 hour, and
therefore character of shartainfall durations must seehow be estimated. It is
interesting to note that MSC doaot provide the descriptiai method used to estimate
values of such small durations. WoNteteorological Orgaization (WMO, 1994)
however, provides one such method, where:

Average ratios of rainfall amounts féve-, 10-, 15- and 30-minutes to one-hour
amounts, computed from hundreds of stagiears of records, are often used for
estimating rainfall-frequencgtata for these short durations. These ratios, which have an
average error of less than 10 per cent, are:

Duration (min) 5 10 15 30

Ratio (n-min to 60-min) 0.29 045 057 0.79

18



Use of the above method implies that ifyigar one-hour rainfall is 70 mm, the 10-year
15-minutes rainfall i€0.57x 70~ 40 mm. For additional infor@tion on this and other
statistical distributions as they pertairréinfall see Chow (1964), Benjamin and Cornell
(1970) and WMO (1994).

The IDF data derived with above methods/@dally fitted to a continuous function in
order to make the processIBiF data interpolation mordfecient. For example, 10 yr
intensity for duration of 45 miis not readily available in the published IDF data. In
order to obtain this information, the OnitaDrainage Management Manual (MTO, 1997)
recommends fitting the IDF data to the following three parameter function:

A

(a5) i :—(td LB

wherei is the rainfall intensity (mm/hr}, the rainfall duration (min), andl, B, andC

are coefficients. After selecting a reasonable value of paraByategthod of least

squares is used to estimate value& ahdC. The calculation is repeated for a number of
different values oB in order to achieve the closest possible fit of the data. Details of this
procedure are provided in MTO (1997, Cha@erAfter IDF data is fitted to the above
function, plots of rainfall intensity vs. duran (for each return period) can be produced.
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3.0 Results and analysis

3.1 Rainfall data

Rainfall data used in this research wasained from MSC for both hourly and daily
durations for stations in Sduwvestern Ontario with recomf 30 or more years long (see
Table 1 and Figure 1). Data of shorter diorsd are available for only a handful of
stations with relativelghort records, and thus they arg used further in the study. In
order to capture properties of long term rdinfatterns, short dateecords are of limited
use.

Table 2: Meteorological Service of Canadarain gauges

Name# Climate ID Lat Lon Elevation Annual Hourly* Daily*
(deg) (deg) (msl) (mm) (%) (%)

Brantford 6140954 43.13 -80.23 196.0 779.6 43.4 0.76
Chatham 6131415/6 42.39 -82.22 179.4 807.6 41.1 1.95
Delhi 6131982/3 42.87 -80.55 231.6 877.6 45.1 4.32
Fergus 6142400 43.73 -80.33 417.6 782.5 40.5 0.71
Hamilton 6153300/1 43.28 -79.88 102.1 768.5 39.3 4,77
London 6144475 43.03 -81.15 278.0 817.9 10.5 0.06
Owen Sound 6116132 44.58 -80.93 178.9 752.8 43.8 0.23
Sarnia 6127514 42.99 -82.30 180.6 732.6 49.0 11.2
St. Thomas 6137361/2 42.78 -81.17 236.2 896.7 45.4 0.02
Stratford 6148105 43.37 -81.00 345.0 820.3 43.5 0.24
Toronto 6158733 43.68 -79.63 173.4 684.6 9.84 0.00
Waterloo 6149387 43.45 -80.38 317.0 765.0 51.9 14.3
Windsor 6139525 42.28 -82.96 189.6 805.2 10.9 0.00
Woodstock 6149625 43.14 -80.77 281.9 836.6 77.3 0.45

# Data between 01 Jan 1965 — 31 Dec 2000 is used.
* Percent missing.

The above data is selected based on thewwoitp criteria: All hourly rainfall stations

within 200 km radius of London are considefest. Then, only stations with hourly

records going back to¢hl960's are selected for further gsa. This selection criteria is
highly influenced by the avaitéity of hourly data, notinghat for many stations large
portions of the record are unavailable; fotadaf daily duration however, the amount of
missing data is considerably lower (see Tdbldt is further notedhat the number of
stations used in the weather generating algorithm influences the computation of regional
means (thereby affecting the calculatiorMahalanobis distance), which affects the

choice of the nearest neighbour. Therefore Wieather generator output may be sensitive
to the number of stations used. This senstiigtfurther explored in a later section.

Only rainfall data is used in this study.i$Is because MSC database for the hourly time
step consists of mostly rainfall data, but not total precipitation data (rainfall plus
snowfall). The hourly gauges oftentimesdre during the winter season, and can not
therefore accurately estimatalues of total precipitation. Daily amounts for total
precipitation are available for all stations, bo¢ not used since only rainfall data is
available for disaggregation purposes. For examipivould be inconsistent to use daily
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total precipitation data for the weathengeation, and hourly rainfall data for
disaggregation purposes.

Cintario, Canada

Orwen Sound

Watarlpo
&

Stratford

-

f""
"_,"'Latl':—.1 Eria

Legend
—-—---— Intarnational Border
5, 3 - Edge of watar bady

® Metacrological Servies
of Canada rainfall gauge

Figure 1. Meteorological stationsused in the study

Using only rainfall data in this study is suptear with the current MS practice. It also

uses rainfall data to estimate intensity doratrequency provided for various stations
within Canada. Data for the city of LonddDntario is provided in Appendix B, and
available in Ontario's Draage Manual (MTO, 1997). Fthe purpose of maintaining
consistency with MSC estimates, only rainfall data is used in this study. For estimates of
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rainfall on snow, the interesd reader is refeed to Watt et al(1989) and Wood and
Goldt (2004).

3.2 Climate scenarios

Two climate change scenarios are selected for this work: scenario B11 (dry) and B21
(wet). These scenarios are chosen asb& appropriate for the study of extremes
(especially the study of extreme rainfaBpth are based on the IPCC (2001) scenario
story lines B1 and B2. Two scenario® uke information provided by outputs of
CSIROM2kb and CCSRNIES globairculation models obtainddom the University of
Victoria. The B1 storyline gacts a world with rapid glob&hange towards service and
information based economies, utilizing reductions of material intensity and use, together
with the introduction of clean resource-ei@int technologies. Th&oryline B2 on the

other hand emphasizes local $mns to economic, sociahd environmental well being;

it anticipates diverse technological changeas environmental protection and social
equity at regional levels. Forrther description of the scenarios, the reader is referred to
Appendix A.

The criterion used for selecting scenarioased on the ability of the scenario to
produce a range of possible future cliesatThe scenario CCSRNIES B21 (wet) is
selected as the upper bound of possible futairdall generated bthe global circulation
models. Similarly, tB scenario CSIROM2kb B11 (dry)nsgarded as the lower bound of
possible future rainfall magnitude. The two sm@os are therefore leeted to show the
broad range of climate chanigepacts on rainfall magnitude.

The change fields (described in Section 202the dry and wet scenario are shown in
Table 2. Based on this information, locally observed station data is modified (multiplied
by the change fields for each month in th&tdnic record) in ordeto formulate climate
change scenarios appropriate for the City of London at a daily time scale.

Development of climate change scenarios isWay considers all available climatic data
(local and global) in determining potentiature climatic conditions. The wet climate
provides conditions where emphasis is plasedncreased rainfall magnitude over the
next century, while the dry climate emphasizesler and drier peds, thus providing
information about future dught and drought-like conditionEhe wet climate is used
specifically to test the regin's response to flooding, while the dry climate (examining
cooler and drier conditions) can bsed in assessment of futloev flows. In light of the
above discussion, the wet climate therefeq@esents the uppkound of the range of
climate change impacts, while the dry climatenario correspontisthe lower bound.

Note that both wet and dry scenarios are equally likely. However, when dealing with
guestions regarding the potential increisainfall magnitude and frequency, we
propose the use of the wet climatenario (as the most critica§imilarly, if the focus is
on low flow conditions, the dry climate is marstical and should #refore be used in
the analysis.
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Table 3: Monthly precipitation change fields

Month CSIROM2kb CCSRNIES
B11 (Dry) B21 (Wet)
Jan 10.41 17.67
Feb 5.74 6.38
Mar -0.98 15.07
Apr -11.41 22.48
May 19.13 24.14
Jun 4.56 18.55
Jul 5.87 5.03
Aug 15.32 7.88
Sep -6.66 4.27
Oct 5.39 -11.50
Nov -6.12 -15.55
Dec 5.09 -3.10

Average percent difference from base case for
period 2040-2069 using grid cell centered
at (43.01, -78.75)

3.3 Application of methodology to the City of London

This section outlines the procedure adoptedpplying the methodology described in
Section 2 to the City of Londoifter both, hourly and daily data have been obtained for
the stations given in Table 1, the integdan algorithm was used to estimate missing
rainfall values using theverse Distance Weighting method (see Section 2.1). The
hourly and daily time series used in the e#sbh consist of data between 01 Jan 1965 - 31
Dec 2000. The hourly data has significant ortdf the record missing - up to 40-50%
(Table 1). Key stations (London, Windsor and Toronto) have 10% or less of its hourly
record missing. Data for the daily time stef significantly b&er quality, with key
stations having almost complete records.

After temporal interpolation, daily data is used to develop the climate change scenarios
by using change fields in Table 2 (seet®ec2.2). As a resulthe following inputs are
produced for use by the weather generator:

e Historic input- data not altered by the outpudf global circulation model
outputs. This is used as the base forecomparison with other scenarios.

e Wet input historic data modified by changjelds (in Table 2) from the global
circulation model CCSRNIES, scenario BZhis input shows a climate that is
wetter and warmer than normal, wititreased precipitation magnitude
eventually leading to higher incidents of flooding.

e Dry input -historic record modified by changdjelds (in Table 2) from the global
circulation model CSIROM2kb, scenarid B The dry input postulates a climate
that is drier and cooler than norma&adling to prolonged periods of low flows.

After the preparation of input data, daily weat generator (see Semti2.3) is used to

simulate a sequence of rainfall for alltgias in the study areaom 01 Jan 2001-31 Dec
2108 (N = 36 years of record, simu&d three times, thus\gng 108 years of simulated
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output) for each scenario. Such a long regelifficient for estimating events with
return periods as high as 100 years.

In the following step, hourly disaggregatiog@ilithm of Section 2.4 is applied to the
simulated data, and thus dadutput is disaggregated tcethourly time scale. In the
disaggregation procedure, the parameteof five hours is used, implying that events

are separated by a period of five hours terinfall. Furthermore, the moving window
w, of 60 days is used in the extractminearest neighbour emts used in the

disaggregation. This value is estie@dtbased on the work of Wey (2006).

Note that historical (unmodédd) data is used in the diggaegation procedure, because
non-dimensional rainfall mass curves are eetom this data set. Modifying the
historic record of hourly da according to the change fields of Table 2 did not
significantly affect the resulting temporal distition. Thereforehistorically observed
rainfall data is deemed suffent for disaggregation purposes.

3.4 Verification of weather generator output

Following the simulation of daily weather generaand disaggregation of daily to hourly
rainfall, statistical tools described ie&ion 2.5 are applied to test whether the
methodology adopted in this study is able @icate temporal angpacial character of
regional rainfall. Figure 2 is shawas output of this analysis.

The statistics shown in Figure 2 depict nidyptrainfall and lag-1 autocorrelation for the
London station, as well as lag-0 crogsetation between London and Toronto, and
London and Windsor (the stations with leasssing hourly data). The presentation of
statistics is shown as box and whisker glothere the bottom and top of the box are
showing the 25th and 75th pertinof data, with the mediain between. For all cases,
historically observed averagage also plotted to identify the ability of the model to
represent the structure of temporal and spatiatacter of rainfall in the area. In all
cases, the model adequately replic#teshistorically obsrved patterns.

A note of caution is offered when reading tlesults of the monthly rainfall box plot,
since its vertical axis extends into a rahgéow zero. This does not mean that the
weather generator produces negative rainfdllas or that the plas showing invalid

data. It simply means that extent of the whiskers can be negative (recall the whiskers
extend 1.5 times the interquantile range).

24



Monthly rainfall at London Lag-1 Autocorrelation at London

20— 7T T T T T T T T T 11 08— 71T 1T T 1T T T 1T T 11
= 200 - 4 L 06F -
= 150 | . E 0.4 .
S 100 - gl /f}\%‘ 4 T o2f -
g r ¥ i 1 S B it /f %‘i"""i
Dﬂ 50 — § 0F t i \$~H—%/ q—\ |
E 0F 4 < 02 i
S sl 1 @ g4l ]
= 50 i 1 3 -0.4 I
qoo 1 g L T Y I Y R
~ 0102030405 06070809101112 ~010203040506070809101112
Month of year Month of year
Lag-0 Crosscorrelation London-Toronto Lag-0 Crosscorrelation London-Windsor
D e N N S S N A 2T T T T T T T T T T T
D I 1 7 I
— 15r 4 = 15f -
o i o L
B E n
g 051 i ] 1 g 05F = =
5 0 — : = _
2 I < i
0.5 4 .05 .
= L {1 A L
) [ T Y N T RO T N B K [ T Y N T N T B B
01020304050607 0809101112 01 020304050607 0809101112
Month of year Month of year
Generated ——= Observed —+—

Figure 2: Weather generator statisticsfor the London station

A number of observations can be drawn frthi results of the angles shown in Figure

2. First, the winter rainfall is quite minand not variable (smaBg¢interquantile range
values from all months). This is explainegthe freezing of gaugés the winter when
only small amount of rainfall is recorded (i.most of the precipitation falls as snow).
Second, the summer months have largest monthly rainfallith the most variability.
Third, the lag-1 autoceelation structure is slightly undestimated when compared to the
observed record. Since the observed valuesaly slightly above zero, this does not
pose a significant problem. Fourth, thesscorrelations between London and Toronto,
and London and Windsor are adequately remitat hese comparisons show that winter
rainfall has significantly highesrosscorrelation than summer rainfall. This implies that
winter rainfall typically occurs over tHarge region (for exapie over the entire
Southwestern Ontario) with limited variability. In contrast, summer rainfall shows
significantly lower crosscorrelation, indicating that majority of storms result from
convective patterns in the atmosphere weghidly changing intensity over the relatively
small areas, thereby producilugalized flooding conditions.
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Convective type storms are wiost interest for the degi of storm water management
infrastructure that takes surface runoff awaynfrthe streets and safely transports it to
storm water management ponds and/or areastigapturing the stistical properties of
storms of this kind is achievedrough comparison of IDF curves.

3.5 Short duration rainfall under the changing climate

The hourly time step rainfall data is used vitik procedure of Section 2.6 to develop the
intensity duration frequency curves for alhwhtes considered. In order to verify the
weather generator and demonstrate adequatedection of the historical rainfall even
for relatively short durationgn extra weather generator simulation is considered (in
addition to simulations of historic, wet and/adimates) in an attapt to replicate the
intensity duration frequency data origlly produced by the MSC in 2001. This
simulation is named historic undisturbadjicating the removal of the perturbation
component responsible for generating unprecedeneather sequences (i.e., removal of
Step 10 of the weather generating algonithTable 3 summarizes the differences
between the input climates, wkat generator outputas well as a brief description of
each simulation considered.

Table 4 shows the intensity duration frenoy data obtained byndisturbed historic
scenario, together with the data proed by MSC in 2001. The intensity duration
frequency data acquired from processingpatiof three weather generator scenarios
(historic, wet and dry) is shown in Tatefrom which detailed comparisons can be
made. Graphical representationdatta presented in TablesAd 5 is shown in standard
plots, for all scenarios, in Figure 3.

Table 4: Summary of weather generator simulation scenarios

Simulation GCM changaVNG Perturbation Description
Output fields (i.e., Step 10)
Historic No Yes Replication of current conditions
under no changes in climate
Wet Yes Yes Estimation of future warmer and

wetter climate, conditioned by
CCSRNIES B21
Dry Yes Yes Estimation of future cooler and
drier climate, conditioned by
CSIROM2kb B11
Undisturbed No No Attempt to replicate MSC IDF data
Historic

In order to compare the accayeof the reproduction of the intensity duration frequency
data for London, two additional figures are used. The plots of Figure 4 show the
comparison between the undisturbed histdnistoric and the MSC intensity data for
various durations. Through visual inspectithg following is concluded: For rainfall of
short duration (1 hr and less) the historic weather generator scenario most closely
reproduces the MSC intensity data, for allre periods. For intermediate rainfall
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durations (2, 6 and 12 hrs) the undisturbed his{ae., weather geneti@ up to step 9) is
one that most closely repéites the MSC data. For raitifaf longer duration (24 hrs),
both the undisturbed historamd the historic weather gear scenarios overestimate
the MSC data for all return periods.

Table5: Extremerainfall for London: undisturbed historic and M SC 2001

Undisturbed Historic Return periodT

Duration 2yr  5yr 10yr 25yr 50yr 100yr
5 min 6.2 87 103 124 139 155
10 min 96 135 16.0 19.2 216 24.0
15 min 122 170 203 244 274 304

30 min 169 236 281 338 380 421
1hr 213 299 356 427 480 533
2hr 26.8 399 485 595 676 756
6 hr 344 496 59.7 725 820 914
12 hr 39.2 541 640 765 857 949
24 hr 428 578 677 803 89.6 988

MSC computed in 2001 Return periodT

Duration 2yr  5yr 10yr 25yr 50yr 100 yr
5 min 91 119 138 16.2 18.0 19.7
10 min 13.0 178 21.0 25.0 280 30.9
15 min 156 213 251 298 333 36.8

30 min 204 282 334 399 448 496
1hr 244 353 425 516 583 650
2hr 296 416 495 596 670 744
6 hr 36.7 482 558 654 725 79.6
12 hr 43.0 547 625 724 79.7 87.0
24 hr 51.3 66.8 77.1 90.0 99.6 109.2

Daily weather generator outputfefbeing disaggregated into hourly rainfall, is used to
produce intensity duration fgeency data for three different climate scenarios. The
comparison of this data is shown in Figuré\B.important observain is made by visual
inspection of Figure 5: for ateturn periods, for all durations, the wet climate scenario
shows a much greater magnitude (and intensity) than either the historic or the dry climate
scenario. Since the wet scenario is desiggpecifically to study high intensity short

duration flooding conditions resulting frorimatic change, this observation has major
implications for the design, operation andmi@nance of storm water infrastructure in

the City of London.

It should be noted that MS@Ses rainfall data from 1948 2001 to construct its IDF

curve for the City of London (reproducedAppendix B). However, hourly data (for
London, and presumably other stations) prioApoil of 1960 is not available. Personal
communication with staff from the MSC revedlthat data prior to 1960 may exist in
paper form, but is not availée to the general publicde Appendix C). Furthermore,
methodology by which short duration rainfall (&, 15, 30, and 60 minutes) is estimated
by MSC is unknown. It is an interestifarct that MSC publishes annual maximum

rainfall for all durations (from 5 min to 244); even though time series data for durations
shorter than one hour is not available (eithgyaper or digital form). Exactly how short
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duration quantile values aestimated remains unknown at this time. Daily data on the
other hand is available from 1943 to predenthe London station, but is of limited use
when estimating intensities and frequenagdurations shorter than 24 hrs. Use of
different data sets (the present wades 1965-2000, while the MSC uses 1943-2001)
explains the difference observed in resphssented here when compared to MSC
estimates. Furthermorsince the data and methodology d@velopment of IDF curves
provided by MSC are not available, direxmparisons between the simulation outputs
developed in this study and MSC curves is not appropriate

Table6: IDF for London: historic, dry and wet WG output scenarios

Historic WG Scenario Return periodT
Duration 2yr  5yr 10yr 25yr 50yr 100 yr
5 min 76 104 123 146 164 18.1

10 min 11.8 16.2 191 227 254 281
15 min 149 205 241 288 322 356
30 min 20.7 284 335 399 446 494

1hr 262 359 424 505 565 625
2 hr 33.1 498 608 747 851 953
6 hr 448 64.0 76.7 92.7 1046 116.4
12 hr 53.0 71.2 833 985 109.8 121.0
24 hr 60.1 79.4 922 108.4 1204 132.3
Dry WG Scenario Return periodT
Duration 2yr  5yr 10yr 25yr 50yr 100 yr
5 min 7.4 9.7 112 131 145 159

10 min 116 150 174 203 224 246
15 min 146 191 220 257 284 31.2
30 min 203 264 305 356 394 432

1hr 257 334 386 451 499 547
2 hr 342 494 595 722 816 910
6 hr 446 626 746 89.6 1008 1119
12 hr 548 716 827 96.7 107.2 1175
24 hr 61.0 793 914 106.7 118.0 129.3
Wet WG Scenario Return periodT
Duration 2yr  5yr 10yr 25yr 50yr 100yr
5 min 78 113 136 165 187 20.8

10 min 121 175 211 256 29.0 323
15 min 153 222 26.7 324 36.7 409
30 min 212 30.7 37.0 449 508 56.7

1hr 269 389 468 569 644 718
2 hr 355 570 713 89.2 1026 115.8

6 hr 49.0 739 903 1111 126.5 1418
12 hr 59.1 83.0 988 118.8 133.6 148.3
24 hr 66.6 90.7 106.6 126.8 141.7 156.6
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3.6 Sensitivity analysis

The number of stations used in the weatj@reration algorithm manfluence its output.
Use of stations surrounding thiée of interest has the bdief capturingthe spacial and
temporal correlations in the region. This means that the weather generated in the entire
region is consistent with statisticaloperties of the observed record (auto and
crosscorrelations). Furthermore, in cases wirdy limited rainfall data is available (for
example some stations may have upQéo of its hourly record missing), use of
surrounding stations entirely appropriate.

In the study of short duration high intendibgal rainfall, use of too many surrounding
stations may be questioned. This is because convective storms are highly localized
weather patterns, operating on tialy small spacial scales. Use of stations too far from
the site of interest may influence theather generating ressilti.e., with possible
increases or decreases in rainfall intensltyprder to increase understanding of this
impact a smaller study area mnsidered that uses only statsowithin 100 km radius of
London. The stations included tinis analysis (with dista@s from London in brackets)
are: Brantford (76 km), Delhi (51 km), LondonKf), Sarnia (94 km), Stratford (41 km),
St. Thomas (26 km), Waterloo (79 km) andodstock (34 km). The output of this
analysis is shown in Tables 6 and pascent difference between simulations using
stations within 100 and 200 km radius of London, respectively. The percent difference is
computed as:

(16)  %Diff = [M}loo
200
wherei,,, andi,y, are rainfall intensities obtainedfn analysis considering stations
within 100 and 200 km radiud London, respectively.
Results shown in Table 7 indicate that cleodf using data within 100 km of London is
not significantly different from simulationssing the 200 km dat&ince most of the

differences fall within 5%, the original simulation results of Table 5 (for simulations
using stations within 200 km) are usegnoducing conclusions of this research.
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4.0 Conclusions and recommendations

4.1 Current water management design standards

Currently, the City of London uses two diffat IDF curves as standards for water
management infrastructure design, operaind maintenance. Conveyance systems are
designed based on a curve provided by Maeh48962), while most other storm water
management facilities are designed usinigiia provided by th€ity of London Sewer
Design Standards (2003). The IDF curveise today for design of conveyance systems
has been adopted from a study conductek®8®?, and is based on data from 1950's for
the Toronto area. To quote:

Table 7: IDF for London: use of stations within a 100 km radius of London

Historic WG Scenario Returnperiod,T

Duration 2yr S5yr 10yr 25yr 50yr 100yr
5 min 7.5 105 125 150 168 18.6
10 min 11.7 16.3 194 232 26.1 289

15 min 14.8 20.7 245 294 33.0 36.7

30 min 20.5 28.6 34.0 40.8 458 50.8
1hr 26.0 36.2 43.0 51.6 580 64.3

2 hr 33.4 52.0 644 799 915 1029
6 hr 44.0 65.7 80.0 98.2 1116 125.0
12 hr 52.1 73.6 879 1059 119.3 1325
24 hr 58.2 80.1 94.6 113.0 126.6 140.1
Dry WG Scenario Return period, T

Duration 2yr 5yr 10yr 25yr 50yr 100 yr
5 min 7.3 99 116 138 154 17.0
10 min 11.3 153 180 21.3 239 26.3

15 min 14.3 194 228 270 302 334

30 min 19.8 26.9 315 375 419 46.2
1hr 25.0 340 399 474 53.0 585

2 hr 324 46.8 56.4 685 774 86.3

6 hr 43.0 59.8 71.0 850 955 105.9
12 hr 52.6 69.2 80.3 942 1045 1147
24 hr 59.6 786 912 107.1 1189 130.7
Wet WG Scenario Return period, T

Duration 2yr S5yr 10yr 25yr 50yr 100yr
5 min 7.6 11.0 132 16.0 18.1 20.2
10 min 11.8 170 205 248 281 313

15 min 15.0 216 259 315 356 39.6

30 min 20.7 29.9 36.0 436 493 549
1hr 26.2 37.8 455 552 624 695

2 hr 33.5 544 68.2 857 986 1115
6 hr 45.4 70.3 86.8 107.6 123.1 1384
12 hr 54.6 79.5 959 116.7 1321 1474
24 hr 62.6 88.1 105.0 126.4 1422 1579
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Since adequate rainfall data ot available for the direaetermination of intensity-
frequency curves for London, the rainfallansity-frequency curves available for the
Toronto area were compared with therasponding data derivefiom the regional
maps, since the regional mapslicate no variation in the rafall intensity-frequency to
be anticipated in either Toronto or London.i§bomparison indicatéthat the intensities
derived from the regional maps were apgamately 10 per cent greater than those
obtained from the Toronto curves. Accoglin the two-year frequency curve [for
London] ... was derived by increasing the m##ies obtained for a two-year frequency
storm in the Toronto area by 10reent (MacLaren, 1962, p. 100).

Despite being outdated and onglly derived for a differengeographic location, the IDF
curves used for design of conveyancstems are quite conservative. Therefare of

the recommendations of thisreport isfor the City to undertake a study and ascertain if
using this curve is appropriate for either present (or future) conditions.

Table 8: Percent difference between 100 and 200 km simulations

Historic WG Scenario Returnperiod,T

Duration 2yr S5yr 10yr 25yr 50yr 100 yr
5 min -0.97 0.83 157 223 260 290
10 min -0.97 0.83 157 223 260 290
15 min -0.97 083 157 223 260 290
30 min -0.97 083 157 223 260 290
1lhr -0.97 083 157 223 260 290
2 hr 0.96 455 585 694 751 7.96
6 hr -1.91 262 438 591 6.74 7.40
12 hr -1.78 334 550 748 859 948
24 hr -3.10 091 265 425 516 5091
Dry WG Scenario Return period, T

Duration 2yr S5yr 10yr 25yr 50yr 100 yr
Duration 2yr S5yr 10yr 25yr 50yr 100 yr

5 min -2.57 165 352 526 6.26 7.08
10 min -2.57 165 352 526 6.26 7.08
15 min -2.57 165 352 526 6.26 7.08
30 min -2.57 165 352 526 6.26 7.08
1hr -2.57 165 352 526 6.26 7.08
2 hr -5.51 -5.31 -5.24 -517 -5.14 -511
6 hr -3.74 -452 -4.83 -511 -526 -5.38
12 hr -3.95 -3.25 24 -265 -248 -2.34
Wet WG Scenario Return period, T

Duration 2yr 5yr 10yr 25yr 50yr 100yr
5 min -2.39 -2.73 -2.87 -2.98 -3.04 -3.09
10 min -2.39 -2.73 -2.87 -298 -3.04 -3.09
15 min -2.39 -2.73 -2.87 -298 -3.04 -3.09
30 min -2.39 -2.73 -2.87 -298 -3.04 -3.09
1hr -2.39 -2.73 -2.87 -298 -3.04 -3.09
2 hr -5.61 -461 -427 -400 -3.86 -3.76
6 hr -7.30 -4.77 -3.86 -3.10 -2.70 -2.38
12 hr -7.54 -4.23 .22 -1.76 -113 -0.62
24 hr -6.03 -2.85 -153 -0.34 0.32 0.85
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The design of other storm water managenmgnastructure in the City of London is
based on the IDF curve provided by thenaspheric Environment Service in 1986.
(Atmospheric Environment Service wagelarenamed Meteorological Service of
Canada.) The 1986 data was used to fit@@ Chicago rainfall dtribution, and thus
provide a synthetic distribution for use in dgsdf storm water management facilities in
the City of London (City of London Sewer 8ign Standards, 2003). Since more recent
data is available, together with information presented in this repartecommended

that use of the current standard be reviewed, and updated. This conclusion is supported
by the recent work of Markuet al. (2007), where the autsdound that older sources of
rainfall frequency (those from the 1960's in the Chicago area) consistently produced
lower estimates of the design rainfall thinde from more recent sources. Markus et al.
(2007) also show that larger design rainéalh result in even greatdesign discharges
(due to non-linear nature tfe rainfall-runoff process)na thus provide support for the
recommendation that current design stadslahould be reviewed and updated.

4.2 Recommended modifications

The rainfall patterns in Southwestern Ontavith most certainly change with the climate
change. This report quantifi¢hese changes and their impact on design, operation and
maintenance of municipal water manageniefnastructure (such as roads, bridges,
culverts, drains, sewer and conveyance systetog, The results are presented in terms
of rainfall intensity duration frequeey data for the City of London.

The analysis performed in thigport considered three differesgenarios used to evaluate
changes in rainfall characteristics for gy of London. Outputs of the study indicate
that:

e The rainfall magnitude (as well as intaégpswill be different in the future.

e The wet climate scenario (recommend@duse in storm water management
design standards) revsaignificant increase in rainfall magnitude (and
intensity) for a rang of durations and return periods.

e The increase in rainfall intensity and magnitude has major implications on ways
in which current (and future) municipabter management infrastructure is
designed, operated, and maintained.

¢ The design standards agdidelines currently employed by the City of London
should be reviewed and/or revised in tights of the results of this research to
reflect the impacts of climatic change.
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Appendix

A IPCC Scenarios

The following is taken from IPCC (2001) arepresent four main families of climate
change scenarios. The scenarios used in this report are based on B1 and B2.

The A1l storyline and scenario family debes a future world of very rapid economic
growth, global population thgteaks in mid-century anadlines thereafter, and the

rapid introduction of new and more effictdechnologies. Major underlying themes are
convergence among regions, capacity building, and increadadalland social
interactions, with a substantial reduction in regional differences in per capita income.
The Al scenario family develops into three grothat describe alternative directions of
technological change in the energy system. The three Al groups are distinguished by
their technological emm@sis: fossil intensive (A1FI), nondsil energy sources (AL1T), or
a balance across all sources (A1B).

The A2 storyline and scenario familysdebes a very heterogeneous world. The
underlying theme is self-reliance and preséioraof local icentities. Fertility patterns
across regions converge very slowly, whiebults in continuoug increasing global
population. Economic development is prifharegionally oriented and per capita
economic growth and technolegi change are more fragmented and slower than in
other story lines.

The B1 storyline and scenario family descsilaeconvergent worlditih the same global
population that peaks in mid- demy and declines theafter, as in thé\1 storyline, but
with rapid changes in economic structuteward a service and information economy,
with reductions in material intensity, andetintroduction of cleaand resource-efficient
technologies. The emphasis is on global tswhs to economic, social, and environmental
sustainability, including improved equityyt without additional climate initiatives.

The B2 storyline and scenario family descsilaeworld in which themphasis is on local
solutions to economic, social, and environtaésustainability. It is a world with
continuously increasing global pogion at a rate lower thaA2, intermediate levels of
economic development, and less rapid and rdorerse technologi¢ahange than in the
B1 and Al story lines. While the scenasi@lso oriented toward environmental
protection and social edty, it focuses on lo¢@and regional levels.
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B MSC IDF information for London from 2001

ATMOSPHERIC ENVIRONMENT SERVICE
SERVICE DE L"ENVIRONNEMENT ATMOSPHERIQUE

RAINFALL INTENSITY-DURATION FREQUENCY VALUES
INTENSITE, DUREE ET FREQUENCE DES PLUIES

DATA INTEGRATION DIVISION
LA DIVISION DU TRAITEMENT DES DONNEES

GUMBEL - METHOD OF MOMENTS/METHODE DES MOMENTS - 2001

TABLE 1 LONDON A ONT 6144475

LATITUDE 4302 LONGITUDE 8109 ELEVATION/ALTITUDE 278 M

YEAR 5MIN1I0MIN1IS5MIN3OMIN 1H 2H 6H 12H 24H
ANNEE

1943 18.3 24.1 26.2 36.3 51.1 53.8 53.8 56.1 78.7
1944 76 8.1 11.2 152 21.1 343 470 518 56.1

1945 6.6 9.7 127 17.3 19.3 254 343 394 478

1946 13.2 145 155 29.7 48.3 60.5 61.5 61.5 83.3
1947 10.9 19.3 23.9 29.2 29.2 29.2 409 43.2 46.7
1952 7.9 127 152 28.7 305 30.5 384 39.9 74.2
1953 15.7 24.6 36.8 56.9 83.3 83.3 83.3 83.3 83.3
1954 109 127 17.0 21.6 29.2 32.8 39.1 52.6 78.0
1955 6.6 9.1 11.2 142 14.7 17.3 325 442 511

1956 9.1 10.7 11.7 16.8 20.1 35.3 404 42.7 53.8
1957 6.3 9.4 124 165 26.2 28.2 356 475 55.6

1958 7.6 9.7 11.2 15.7 16.5 185 29.2 39.1 39.9

1959 8.6 10.9 13.0 155 234 39.6 50.3 50.5 50.5
1960 9.1 12.7 16.8 27.7 28.2 38.9 399 42.4 46.7
1961 11.4 20.1 23.9 29.0 399 43.2 434 43.4 434
1962 8.6 16.5 17.0 17.0 18.8 26.7 29.0 34.8 35.1
1963 56 79 9.1 104 104 114 213 21.3 239

1964 7.9 109 14.2 19.0 23.9 32.3 38.1 59.2 67.3
1965 5.6 104 11.7 142 183 21.1 29.0 38.4 43.7
1966 8.4 84 8.9 14.2 193 274 439 52.6 52.6

1967 7.9 119 122 193 20.6 224 335 373 414
1968 10.4 13.2 16.0 24.6 28.7 32.3 53.1 67.6 84.6
1969 6.9 10.2 13.5 15.7 15.7 185 27.4 399 475
1970 109 13.0 16,5 17.0 21.1 22.1 239 33.3 36.8
1971 8.9 15.0 22.4 325 39.1 427 427 427 427
1972 145 20.1 229 229 34.3 40.6 58.4 59.7 62.5
1973 7.4 94 135 170 178 19.6 315 404 521

1974 48 79 9.1 109 132 224 29.2 30.2 353

1975 9.1 124 152 185 21.1 211 279 305 305
1976 185 26.9 27.7 29.2 30.5 30.7 37.8 409 50.0
1978 6.6 109 14.2 144 144 144 235 27.3 29.6
1979 19.2 335 37.6 459 46.0 46.0 46.6 654 68.2
1980 115 20.6 27.8 30.6 325 32.6 37.7 47.1 61.7
1981 10.1 125 13.2 13.2 16.2 26.7 350 37.5 435
1982 6.8 10.8 151 222 24.6 28.6 354 36.8 37.6
1983 135 234 295 37.6 41.1 411 470 558 644
1984 9.8 10.6 145 27.4 27.8 43,5 50.8 56.0 69.7
1985 8.3 109 13.7 228 29.0 351 43.2 56.8 65.0
1986 12.4 22.7 24.2 245 30.6 42.2 43.8 49.7 89.1



1987 6.7 9.4 110 13.2 143 17.7 27.2 445 565
1988 7.9 11.2 155 18.2 183 26.9 33.0 419 61.6
1989 8.7 10.9 135 23.3 257 258 258 34.0 348
1990 119 16.7 18.7 30.4 351 37.9 416 54.1 755
1991 9.7 116 139 175 20.6 220 28.1 322 322
1992 6.5 115 159 209 350 45.2 518 58.6 76.3
1993 94 143 151 19.1 219 25.0 285 30.7 49.2
1994 75 11.3 121 16.8 20.6 33.2 38.9 40.3 46.5
1995 8.2 11.3 12.6 15.8 21.8 28.0 37.8 45.0 56.1
1996 9.4 158 179 26.1 39.2 68.1 82.7 83.5 89.0
1997 10.6 17.0 19.6 21.8 21.8 24.8 31.1 33.9 33.9
1998 12.6 14.7 158 17.6 204 20.4 204 20.4 33.0
1999 7.3 11.2 11.8 127 13.3 19.0 259 26.1 32.9
2000 115 153 17.6 23.0 30.6 40.6 42.7 59.2 82.8
2001 6.3 7.9 10.6 13.2 134 140 24.0 35.0 412
NOTE:-99.9 INDICATES MSG DATA
DONNEES MANQUANTES

#YRS. 54 54 54 54 54 54 54 54 54
ANNEES
MEAN 9.6 139 16.7 21.9 26.4 31.9 38.9 452 54.2
MOYENNE
STD.DEV. 3.2 54 6.4 88 123 135 13.0 133 175
ECART-TYPE
SKEW 1.29 155 158 1.67 2.16 148 149 .76 .42
DISSYMETRIE
KURTOSIS 4.74 550 5.48 7.03 10.57 6.43 6.38 4.07 2.29
KURTOSIS

WARNING / AVERTISSEMENT
YEAR 1953 HAD VALUE GREATER THAN 100 YEAR STORM.
EN 1953 L"INTENSITE DE LA PLUIE A DE PASSE
CELLE POUR UNE PERIODE DE RETOUR DE 100 ANS
DATA/LA VALEUR = 56.9 100 YEAR/ANNEE = 49.6

WARNING / AVERTISSEMENT
YEAR 1953 HAD VALUE GREATER THAN 100 YEAR STORM.
EN 1953 L"INTENSITE DE LA PLUIE A DE PASSE
CELLE POUR UNE PERIODE DE RETOUR DE 100 ANS
DATA/LA VALEUR = 83.3 100 YEAR/ANNEE = 65.0

WARNING / AVERTISSEMENT
YEAR 1953 HAD VALUE GREATER THAN 100 YEAR STORM.
EN 1953 L"INTENSITE DE LA PLUIE A DE PASSE
CELLE POUR UNE PERIODE DE RETOUR DE 100 ANS
DATA/LA VALEUR = 83.3 100 YEAR/ANNEE = 74.4

WARNING / AVERTISSEMENT
YEAR 1953 HAD VALUE GREATER THAN 100 YEAR STORM.
EN 1953 L"INTENSITE DE LA PLUIE A DE PASSE
CELLE POUR UNE PERIODE DE RETOUR DE 100 ANS
DATA/LA VALEUR = 83.3 100 YEAR/ANNEE = 79.6

WARNING / AVERTISSEMENT
YEAR 1979 HAD VALUE GREATER THAN 100 YEAR STORM.
EN 1979 L"INTENSITE DE LA PLUIE A DE PASSE
CELLE POUR UNE PERIODE DE RETOUR DE 100 ANS
DATA/LAVALEUR = 33.5 100 YEAR/ANNEE = 30.9

WARNING / AVERTISSEMENT
YEAR 1979 HAD VALUE GREATER THAN 100 YEAR STORM.
EN 1979 L"INTENSITE DE LA PLUIE A DE PASSE
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CELLE POUR UNE PERIODE DE RETOUR DE 100 ANS
DATA/LAVALEUR = 37.6 100 YEAR/ANNEE = 36.8

WARNING / AVERTISSEMENT
YEAR 1996 HAD VALUE GREATER THAN 100 YEAR STORM.
EN 1996 L"INTENSITE DE LA PLUIE A DE PASSE
CELLE POUR UNE PERIODE DE RETOUR DE 100 ANS
DATA/LAVALEUR = 82.7 100 YEAR/ANNEE = 79.6

NOTE: -99.9 INDICATES LESS THAN 10 YEARS OF DATA AVAILABLE
INDIQUE MOINS DE 10 ANNEES DE DONNEES DISPONIBLES
ATMOSPHERIC ENVIRONMENT SERVICE
SERVICE DE L"ENVIRONNEMENT ATMOSPHERIQUE

RAINFALL INTENSITY-DURATION FREQUENCY VALUES
INTENSITE, DUREE ET FREQUENCE DES PLUIES

GUMBEL - METHOD OF MOMENTS/METHODE DES MOMENTS - 2001

TABLE 2 LONDON A ONT 6144475

LATITUDE 4302 LONGITUDE 8109 ELEVATION/ALTITUDE 278 M

*

INTENSITE DE LA PLUIE PAR PERIODE DE RETOUR (MM/H)-LIMITES DE CONFIANCE DE

95%

Fkkkkk *kkk *kkk *kkk

RETURN PERIOD RAINFALL AMOUNTS (MM)
PERIODE DE RETOUR QUANTITIES DE PLUIE (MM)

DURATION 2 5 10 25 50 100 #YEARS
DUREE YR/ANS YR/ANS YR/ANS YR/ANS YR/ANS YR/ANS ANNEES
5MIN 91 119 138 16.2 18.0 19.7 54
10MIN 13.0 17.8 21.0 250 280 309 54
1I5MIN 156 21.3 251 298 333 368 54
30MIN 204 282 334 399 448 496 54
1H 244 353 425 516 583 650 54

2H 296 416 495 596 670 744 54

6H 367 482 558 654 725 796 54

12H 43.0 547 625 724 797 87.0 54
24H 513 668 771 90.0 99.6 109.2 54

RETURN PERIOD RAINFALL RATES (MM/HR)-95% CONFIDENCE' LIMITS

DURATION 2 YR/ANS 5 YR/ANS 10 YR/ANS 25 YR/ANS 50 YR/ANS 100 YR/ANS
DUREE
5MIN 108.6 143.0 165.8 1945 2158 237.0
+/- 9.5 +/-16.0 +/-21.7 +/-29.2 +/-34.9 +/-40.7
10 MIN 77.8 106.6 125.7 1499 167.7 185.5
+/- 8.0 +/-13.5 +/-18.2 +/-24.5 +/-29.3 +/-34.2
15 MIN 62.4 85.2 100.2 119.3 1334 147.4
+/- 6.3 +/-10.6 +/-14.3 +/-19.3 +/-23.1 +/-26.9
30 MIN 40.8 56.4 66.8 79.9 89.6 99.2
+/- 4.3 +/- 7.3 +/- 9.8 +/-13.3 +/-15.9 +/-18.5
1H 24.4 35.3 425 51.6 58.3 65.0
+/- 3.0 +/- 5.1 +/- 6.8 +/- 9.2 +/-11.0 +/-12.9
2H 148 208 248 298 335 37.2
+/- 1.7 +/- 2.8 +/- 3.8 +/- 5.1 +/- 6.1 +/- 7.1
6 H 6.1 8.0 93 109 121 133
+/- 5 +- 9 +/- 12 +/- 1.6 +/- 1.9 +/- 2.3
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12 H 3.6 4.6 5.2 6.0 6.6 7.2
+- 3 +/- 5 +- 6 +- 8 +-10 +- 1.2

24 H 2.1 2.8 3.2 3.8 4.2 4.5
+- 2 +- 3 +- 4 +- 5+ 7 +- .8

ATMOSPHERIC ENVIRONMENT SERVICE
SERVICE DE L"ENVIRONNEMENT ATMOSPHERIQUE

RAINFALL INTENSITY-DURATION FREQUENCY VALUES
INTENSITE, DUREE ET FREQUENCE DES PLUIES

GUMBEL - METHOD OF MOMENTS/METHODE DES MOMENTS - 2001

* * * *

TABLE 3 LONDON A ONT 6144475

LATITUDE 4302 LONGITUDE 8109 ELEVATION/ALTITUDE 278 M

INTERPOLATION EQUATION / EQUATION D"INTERPOLATION: R=A*T* B
R = RAINFALL RATE / INTENSITE DE LA PLUIE (MM /HR)
T =TIME IN HOURS / TEMPS EN HEURES

STATISTICS 2YR 5YR 10 YR 25 YR 50 YR 100 YR
STATISTIQUES ANS ANS ANS ANS ANS ANS
MEAN OF R 37.8 514 60.3 717 80.1 884
MOYENNE DE R

STD. DEV. R 37.7 50.2 58.6 69.1 77.0 84.8
ECART-TYPE

STD. ERROR 8.4 145 186 237 275 31.3
ERREUR STANDARD

COEFF. (A) 222 30.0 352 417 46.6 51.4
COEFFICIENT (A)

EXPONENT (B) -712 -721 -.725 -.728 -.730 -.732
EXPOSANT (B)

MEAN % ERROR 7.8 104 115 125 13.1 135

% D'ERREUR
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C Communication with MSC

Original message from P. Prodanovic:

From: Predrag Prodanovic [mailto:pprodano@uwo.ca]
Sent: October 30, 2007 9:35 AM

To: Radecki,Sandy [Ontario]

Subject: Climate data availability and a question

Hello Sandy,

Few months ago | have oltaid hourly data from whatunderstand is your TBRG
database. The person | have been dealing with was Maria Petrou. This time | have two
guestions, and | think you mighe able to help me.

The hourly data | obtainedad(f stations within a 200 kmadius of London, Ontario)
included data up to October 2002. However,a@nt wishes that we use data up to 2007.
Do you think this is possible?

Part of our study is looking at ways in whimtensity duration frequency of rainfall will
change as the climate changes. Atmosphamdronment Service used to provide such
curves (the latest one was issued in 200djnany places around Canada. | am attaching
one of their documents (for London, Ontatisat summarizes this data. For example,
hourly data for the London station is avhallafrom 1960 (this is what | was able to
obtained from Maria), yet the attached doemtrshows an annual extreme of the hourly
data from as early as 1943. The same lgapplied to estimates by AES of 5, 10, 15,
and 30 min rainfall; this data is not dlahle, and yet the estimates are made. The
guestion that I have is thellowing: By which means was AES able to estimate rainfall
guantiles when the time seridata is not available?

If you are not the right persda answer these questiomsay | kindly ask to suggest
someone who you think might be able to help.

Thank you in advance,

Predrag Prodanovic
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Response from Sandy Radecki, Metdogical Service of Canada:

Date: Tue, 30 Oct 2007 12:50:11 -0400

From: Ontario Climate Centre mailto: Ontario.Climate.Centre@ec.gc.ca
To: Predrag Prodanovic mailto: pprodano@uwo.ca

Subject: RE: Climate data aability and a question

The hourly rainfall for Ontario has been updkte include data only to 2003. The more
recent information still has to be procesa@ugh quality control. It is unknown when
this additional data will become availablethe archive - as we are short staffed in our
office.

The values before 1960 must have been pahdlternative archésthat may have been
on paper only. When the digital archive wastfestablished there were some decisions
made as to how much of theepious record woultde archived digitally. The decision to
put only data back to 1960 for London must have been at that time.

Sandy Radecki
Ontario Climate Centre
4905 Dufferin Street
Toronto, Ontario

M3H 5T4

fax 416-739-4521
email ontario.climate@ec.gc.ca

For climate data try www.climate.weatheroffice.ec.gc.ca

For general enquiries
1-900-565-1111 charge of $2.99 per minute
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D Intensity duration frequency plots

The following set of curves shows fits obtlDF data given in Tables 4-5 to a three
parameter function given in MTO (1997). Towrves in Figures 6-10 represent (from
lower left to upper right) rainfeintensity for the return periodf 2 yrs, followed by 5, 10,
25, 50, and 100 yrs.

Historic WG Scenario

100 =555
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|_.
o
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Figure 6: London IDF curvefor historic WG scenario
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Figure 7: London IDF curvefor dry WG scenario
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Figure 8: London IDF curvefor wet WG scenario
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Figure 9: London IDF curvefor undisturbed historic scenario
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Figure 10: London IDF curved computed by M SC in 2001
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