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ABSTRACT 

Great demand in power optimized devices shows promising economic potential and draws 

lots of attention in industry and research area. In embedded system, mobile devices and 

wireless senor network in particular, which usually operate at relatively low frequency 

domain, battery-life is the prime interest. Many techniques and technologies have been 

implemented to achieve low power consumption. Due to the continuously shrinking CMOS 

process, not only dynamic power but also static power has emerged as a big concern in power 

reduction. Other than power optimization, average-case power estimation is quite significant 

for power budget allocation but also challenging in terms of time and effort. 

In this thesis, we will introduce a methodology to support modular quantitative analysis in 

order to estimate average power of circuits, on the basis of two concepts named Random Bag 

Preserving and Linear Compositionality. It can shorten simulation time and sustain high 

accuracy, resulting in increasing the feasibility of power estimation of big systems.  One 

block cypher and a reversible ripple carry adder are built to demonstrate the theory. 

For power saving, firstly, we take advantages of the low power characteristic of adiabatic 

logic and asynchronous logic to achieve ultra-low dynamic and static power. We will propose 

two memory cells, which could run in adiabatic and non-adiabatic mode. About 90% 

dynamic power can be saved in adiabatic mode when compared to other up-to-date designs; 

while in non-adiabatic mode, our SRAM cells could still save up to 50% energy. With 

aggressive technology scaling, process variation is also taken into account during the 

simulation along with temperature variation. About 90% leakage power is saved. Both of the 

proposed designs improve write ability and good read ability compared to the conventional 

6T SRAM cell.  

Secondly, a novel logic, named Asynchronous Charge Sharing Logic (ACSL), will be 

introduced. In conventional delay-insensitive asynchronous circuits, high power consumption 

caused by dual-rail logic and comprehensive completion detectors sometimes restricts its 

popularity. ACSL addresses this by using charge sharing technology which has not been 

implemented in asynchronous logic before. Additionally, the realization of completion 

detection is simplified considerably. A class of processing units, such as carry look-ahead 

adder, multiplier and Booth multiplier, is designed and built to demonstrate the high energy 
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efficiency of ACSL. Not just the power reduction improvement, ACSL brings another 

promising feature in average power estimation called data-independency where this 

characteristic would make power estimation effortless and be meaningful for modular 

quantitative average case analysis. 

Finally, a new asynchronous Arithmetic Logic Unit (ALU) with a ripple carry adder 

implemented using the logically reversible/bidirectional characteristic exhibiting ultra-low 

power dissipation with sub-threshold region operating point will be presented. The proposed 

adder is able to operate multi-functionally. 4 different sizes of ALU are built using the 

proposed adders and the domino adders with other static logic units. It manages to save about 

10% to 26% average power for addition operations and 20% to 75% power for logical 

operations. At last, an online testing technology for reversible circuits, called reversible 

BILBO, is introduced. 100% fault coverage is reported with high efficiency.  
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1 INTRODUCTION 

Embedded systems [1] are found in many applications including consumer electronics, 

industrial control, medical electronics (mHealth), appliances, home automation, automotive, 

wireless sensor networks, energy metering, entertainment, sports, etc. All these applications 

have a dramatic impact on improving our quality of life. In general, embedded systems are 

referred to systems which have a computing component (processor or microcontroller or 

DSP), memory along with other hardware designed for a specific application [2], shown in 

Fig.1.1. The key characteristic is that these systems are optimized to handle a particular task 

at the lowest cost. Very often, these systems, which include real-time system such as real-

time DSP (Digital Signal Processing), have soft constraints (average case) and cost constraint 

rather than hard constraints (worst case). Therefore, the system is usually less complex than a 

general-purpose computer for example. 

In the broad space of the embedded systems, a special case is attributed to mobile devices. 

These are driven by some specific constraints on power consumption. In this context, some of 

the most stringent power consumption constraints are present in the context of wireless 

sensor networks (WSN) [3], which consists of a class of miniature wireless devices called 

nodes. These usually battery-powered nodes are spatially distributed to monitor various data, 

such as environmental, medical, structural etc., and communicated through low power radio 

transceivers [4]. The main characteristic of these applications is the requirement for long 

battery life. While for mobile devices, the battery life lasts from several hours to couple of 

days depending customer usage, in the world of WSN, the battery life span could be days 

(medical applications), months (environmental monitoring) or even years (structural health).  

In order to maintain very long battery lifespan, energy harvesting [5] is sometimes employed. 

Most modern mobile embedded systems including  the nodes in WSN  integrate one or 

several processors, memory, sensors, interface blocks and the trend is to merge more of these 

units into a single System in a Package or System on a Chip with a view to decreasing the 

power consumption and reduce cost.  CMOS technology scaling [6] and developed power 

management techniques [7-9] play a major role in suppressing the increase of energy 

consumption. However, with the shrinking CMOS process, especially when down to so-

called deep sub-micron regime (technology nodes below 100nm) [10], some new issues arise,  
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Figure 1.1 Generic Architecture of an Embedded System 

such as increased static power, reliability issues, mismatch, performance variation, etc. 

Therefore, power dissipation in the above mentioned applications is becoming the prime 

design concern, which demands optimizations at all levels from software down to physical-

implementation. An interesting characteristic of many embedded systems is that the clock 

speed requirements are relatively low while compared to high performance computing 

systems (orders of magnitude lower clock frequencies). This allows a niche opportunity to 

achieve power optimization. However, in order to minimize cost, these systems are usually 

optimized for the average case. An efficient optimization algorithm, in turn, requires efficient 

performance estimation for the average case which is a hard problem [11, 12]. Finally, the 

design of completely predictable embedded systems which can be analysed statically is also a 

hard problem [13]. In this thesis, some novel low power architectures and techniques will be 

introduced along with a new average power estimation technique.  

In the following sections, the basic components of power consumption are introduced first. A 

number of methodologies to achieve low power dissipation are explained. A list of challenges 

for current power optimization methods is identified. At last, but not least, the aim of this 

research and thesis outline is given. 

1.1 Power Dissipation in CMOS Technology 

As low power designs have drawn a significant attention in both industry and academia, 
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numerous techniques and technologies have been considered during the past decade.  There 

are three sources to the total power consumption: the dynamic power, the static power and 

power dissipated due to the short-circuit current. The dynamic power was the major 

component for power consumption for sub-micron CMOS process such as 0.35µm, 0.18µm, 

0.13µm, etc. However, for deep sub-micron CMOS technologies (45nm, 28nm, etc), static 

(leakage) power starts to be increasingly significant or even dominates the total power 

consumption [14] especially for applications which run at relatively low clock frequency. 

This trend inspires our research in this area, with both dynamic and static power needed to be 

minimized. The total power dissipated in a CMOS circuit can be calculated as follows: 

total dynamic static short circuitP P P P                                           (1.1) 

 It should be noted that the short circuit current could be minimized by matching the rise/fall 

time of input and output signals and is usually neglected in most cases due to its quite short 

time [15]. It is also worthwhile to distinguish the definition of energy consumption and power 

consumption. Energy consumption by electronic circuits is calculated as the product of 

average power consumption and operation time, which has a direct influence on the battery 

lifetime while power consumption is critical to dimensioning the power supply, and 

managing the cooling systems. Hence, the average power consumption and total operation 

time need to be both targeted to minimize the total energy consumption. The operation time 

minimization is a result of enhancing the performance of the circuits, which often conflicts 

with power reduction. This two-dimensional optimization problem greatly complicates 

CMOS circuits design. 

1.1.1 Dynamic power 

The dynamic power, also regarded as switching power, is consumed when the state changes 

occur in CMOS circuits due to charging and discharging of load capacitance. The equation of 

dynamic power consumption of CMOS switching event is given by [16]:  

2                                                      *  *                 dynamic L DDP f C V  (1.2) 

where f is the product of the switching activity of transition times input rate, CL is the 

capacitive load at the transition node and VDD is the power supply. From (1.2), it can be easily  
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(a)  Charging                                                   (b) Discharing 

Figure 1.2 Dynamic Power Consumption Caused by Two Switching Events 

concluded that there are three ways to reduce the dynamic power by lowering the switching 

activity, load capacitance and the supply voltage. Additionally, it can be concluded that the 

dynamic power consumption is not directly related to transistor size, or switching delay, 

while it is data dependent, reflected as the switching activity. Fig.1.2 shows two switching 

events in a standard CMOS inverter, one is to charge the output load CL from 0 to VDD, the 

other is to discharge the capacitive load from VDD to 0. A fixed energy defined by ½ CLVDD
2
 

gets dissipated in a logic gate’s MOSFETs whenever its output toggles. The total energy 

dissipation of these two events is then CLVDD
2
 [16, 17]. 

1.1.2 Static power 

The static power in CMOS circuits is due to the leakage current. It exists even if a transistor 

is in a stable state once it is powered-on. Leakage increases exponentially as the CMOS 

technology scales down, especially as the thickness of the insulating region decreases. In the 

deep sub-micron technologies, the leakage power has emerged as one of the primary concerns 

in power optimization, which also limits the further-increase of circuits’ performance [18].  

Static power consumption is mainly caused by the sub-threshold leakage current and gate 

oxide leakage current where sub-threshold leakage usually dominates. Sub-threshold leakage 

is caused by unwanted current flow from drain to source while the transistor is operating in 

the weak inversion region.The sub-threshold leakage current is expressed as [19]: 

1 (1 )
G th DS

T T

V V V

mV V

subI K We e

 

                                                  (1.3) 
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where K1 and m are experimentally derived parameters (the factor of length L is involved), W 

is the gate width, VT is thermal voltage, roughly being 26mV at room temperature, VG is the 

gate voltage, VDS is known as drain-source voltage while Vth is the threshold voltage. Sub-

threshold leakage increases exponentially with (VG – Vth). To lower the dynamic power 

without paying speed penalty, the threshold voltage Vth reduces as long as the successive 

decrease of the power, it meanwhile leads to an exponential raise in sub-threshold conduction, 

Isub. On the other hand, gate oxide leakage current is defined by the current flow from the gate 

electrode through the thin gate insulating layer into the substrate. Static power is also caused 

by leakage current through reverse biased diodes (between diffusion regions and wells). In 

modern technology processes, the diode leakage is very small compared to the other two 

components, so it may be neglected during power calculations. In this thesis, main focus will 

be on how to reduce sub-threshold leakage current while gate-oxide leakage current would 

also be considered in the SRAM cell designs.  

1.2 Principles of Power Reduction 

In the 1990s, when low power CMOS designs started to draw significant research attention, 

the work was focused almost exclusively on reducing dynamic power. CMOS constant field 

scaling has increased function density and reduced transistor dynamic power by orders of 

magnitude since then. However, static power cannot be neglected with the development of 

CMOS technology, because the stand-by power is becoming significant for the battery-

powered devices. This section presents the general principles of both dynamic and static 

power reduction along with several up-to-date low power CMOS design techniques. 

1.2.1 Lowering dynamic power  

Based on equation 1.2, among all factors, it is obvious that decreasing the power supply VDD 

has the biggest impact because of its comparatively low design effort and easy controllability 

even though the effect by lowering VDD in deep sub-micron process is not as significant as 

that in sub-micro region. Nevertheless, it is still an important method to reduce the dynamic 

power and several techniques have been proposed. Dynamic voltage and frequency scaling 

(DVFS) technique [20] is used in some computer architectures, particularly embedded 

microprocessors, by powering circuits with different levels of voltage depending upon the 

requirement of data throughput. Additionally, Sub-threshold logic [21] is an extreme 
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methodology to reduce VDD close to or lower than the threshold voltage of MOS transistors, 

while they work in weak-inversion region. In this way, the dynamic power could be 

suppressed to an extremely low level at the expense of performance.  

Besides manipulating the power supply, we could also achieve the power reduction by 

lowering the capacitive load, CL, which is normally decided by the function of fan-out, wire 

length, transistor sizes. In order to optimize the capacitance, careful selection of gate size and 

layout are crucial. CAD tools could be used to prevent busy signals from driving the heavier-

loaded gate inputs according to the switching activity information. 

The last factor is the switching activity, which depends on the clock frequency and input data 

of the circuit. To decrease this part in particular, circuit-level techniques, Operand Isolation 

[22] and Precomputation [23], Register Retiming [24], Bus Encoding [25], Routing and 

Placement techniques, etc, are all effective.  

1.2.2 Other dynamic power reduction techniques 

Clock gating [26] reduces the dynamic power by inserting more logic to a circuit to prune the 

clock tree. By doing so, the gated clock prevents the flip-flop from dissipating unnecessary 

power on the clock edge. Clock gating is widely used in today’s synchronous system designs 

and can be automatically implemented by CAD tools, like Synopsys Power Complier. This 

reliable and straightforward power optimization technique can save significant die area as 

well as power, due to replacing a significant number of multiplexers (MUXes) with clock 

gating logic. Moreover, as a large proportion of dynamic power in modern ICs is due to the 

clock tree, applying clock gating technique could also reduce the power in this area [27]. 

However, it may have a few minor drawbacks, such as reduced scan test coverage and 

increased clock skew. 

As for the design of digital circuits, different logic styles are considered to satisfy various 

constraints and for different purposes. Among them, asynchronous logic [28] and adiabatic 

logic [29] are two unconventional logic styles which both target on power saving with 

different strategies. While asynchronous logic is used for average case performance synthesis 

and optimization, the adiabatic logic was shown to perform well in the low clock frequency 

domains (below 200MHz in particular).  
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For asynchronous logic, its main advantage is that it dispenses with the global clock signal 

employed to synchronous digital circuitry.  It operates relying on data changes to trigger and 

propagate circuit activity, through a so-called handshake protocol. Hence, dynamic power is 

only consumed when data changes occur. Moreover, it allows the system to run as quick as 

possible unlike that synchronous systems are restricted by safety margin (worst-case), an 

asynchronous MIPS R3000 microprocessor [30] proves that asynchronous logic is also 

suitable for high-performance applications with efficient design. All the clock tree problems 

of synchronous designs are also eliminated at an expense of more customized layout design. 

The system becomes more robust to the variability which affects deep sub-micron CMOS. A 

number of asynchronous implementations of CPUs and application-specific processors have 

been reported [31-33]. This logic has also been used to improve the performance of the 

interconnect [34] and it is also present in some modern high performance architectures such 

as GALS [35].  

Adiabatic logic was proposed initially in the context of reversible computing and reversible 

logic and it is proved to have ultra-low power characteristic. It powers the circuit by AC 

supply rather than DC supply for the evaluations, reducing the current flow through 

transistors and thereby to achieve considerable dynamic power reduction. This logic has been 

a hot topic during the past couple of years as a potential technology for embedded systems. 

Adiabatic logic shows great potential in low-throughput, energy-constrained applications. 

The details of asynchronous logic and adiabatic logic will be introduced in Chapter 2.  

1.2.3 Lowering static power  

At the 2002 International Electron Devices Meeting, Intel chairman Andrew Grove cited 

off-state current leakage in particular as a limiting factor in future microprocessor integration 

[14]. This situation gets exacerbated following the process scaling trend. Fig.1.3 [14] 

represents the total chip dynamic and static power dissipation trends based on the 

international roadmap for semiconductors. It can be seen that sub-threshold leakage power 

and gate-oxide leakage power approached and then exceeded the dynamic power around 

2005 when the transistor size (represented by gate length) dropped below 65nm. Although 

gate-oxide leakage current might get lowered by using high-k material, it is yet inevitable that 

the static power eventually surpasses the dynamic power. It is also shown in Fig.1.4 [36] that 

the increase of static power, especially in memory, surpasses the dynamic power. 
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Figure 1.3 Total Chip Dynamic and Static Power Dissipation Trends Based on the International 

Technology Roadmap for Semiconductors [14] 

 

 

Figure 1.4 Mobile System on Chip (SOC) Power Consumption Trends [36] 
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As shown in equation 1.3, there are two direct ways to reduce the sub-threshold leakage 

current, which are lowering the supply voltage and increasing the threshold voltage. 

Unfortunately, the speed would have been degraded with the increase of the threshold voltage, 

because it affects the I-V characteristic of a transistor. Therefore, Multiple Threshold Voltage 

techniques offer designers various choices of Vth, where fast devices are selected on timing-

critical paths and High-Vth devices are used elsewhere to reduce leakage [8]. Multi-Vth 

transistors require modifications to the fabrication process such as adjusting the gate oxide 

thickness, gate oxide dielectric constant or adding additional photolithography and ion 

implantation steps, which now is available in many modern deep sub -micro CMOS

technology. Another method is to apply reverse bias voltage to the base or bulk terminal of 

the transistors [37].  

Multithreshold CMOS (MTCMOS) is commonly implemented in the context of Power 

Gating [38] in the form of “sleeping” transistors, creating a virtual power rail. The sleep 

transistors in the stack isolate the real power supplies from the virtual power rail and thereby 

leakage current in the unused circuit blocks is almost eliminated when high threshold voltage 

devices are employed. 

Coarse-grained (block-wise) power gating and fine-grained approach are two alternatives to 

implement MTCMOS. For the former, logic blocks are partitioned to determine when a block 

could be safely turned off, which is inflexible and also requires carefully sizing of sleep 

transistors. Power management circuitry is necessary and should be always active. By 

contrast, fine-grained power gating provides high flexibility, allowing certain gates or circuits 

to be independently powered up or shut down, at the expense of significant sleep transistor 

area overhead.  

Compared to sub-threshold leakage, gate-oxide leakage is less well understood [14]. Using 

high-k material [39, 40] in semiconductor manufacturing processes to replace the traditional 

extremely thin gate dielectric layer is the most effective approach so far. In 2007 and 2008, 

Intel and IBM started to deploy hafnium based high-k dielectrics for their products [41]. 

Continuing research in this area is likely to identify even better materials allowing thicker 

oxide layers while also reducing leakage current.  
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1.2.4 Summary 

In my work, main focus is on lowering both dynamic and static power consumption by taking 

advantages of asynchronous logic and adiabatic logic while avoiding the overhead introduced 

by these two logic styles. Sub-threshold  logic is also used in reversible circuit design.  

1.3 Challenges for Modern Embedded System Design 

With the increasing complexity at both IC design level and system level, many challenges 

arise.  Power consumption has become a primary constraint in microprocessor and memory 

design in particular.  

1.3.1 Optimization and estimation  

The process of circuit design ranges from complex electronic systems all the way down to the 

individual transistors within an integrated circuit. For big systems, they are optimized for 

performance and/or cost rather than power while small circuits could be optimized for either 

speed or power. This is reflected in the presence of a myriad of CAD tools for speed/area 

optimization while there are very few options when it comes to systematic power estimation 

and optimization. With increasing complexity of systems comes the challenging and time 

consuming process of estimating the complete power consumption through extensive 

simulation. To achieve the goals of estimating accurate power dissipation of the circuits 

during system design, a number of power estimation techniques [11, 16, 42, 43] for worst-

case and average-case have been introduced. Worst-case estimation targets on the 

performance under worst scenario such as peak current occurred in the circuit, i.e. clock tree 

in synchronous system, which is regarded as a safe and pessimistic analysis specific to real-

time systems, while the average-case estimation intends to analyze the performance under 

general usage which is well-noted for its difficulty and time consumption due to large space 

of possible scenarios.  To clarify, worst-case is more meaningful for safety and lifespan 

concerns. On the other hand, the general performance, such as battery life, speed, can be 

predicted based on average-case study. 

1.3.2 Challenges in controlling static power 

Although there are a few techniques and technologies that have already been used to suppress 
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the leakage power, such as MTCOMS, high-k materials, its practical application faces 

significant technological and cost challenges. In addition, as low threshold voltages are 

usually assigned to performance-critical circuits, it incurs high sub-threshold leakage for 

those parts.  

Besides, as CMOS technology continues to scale down, process variations in gate length, 

oxide thickness and doping concentration becomes more significant. The impact of gate 

length variations on sub-threshold leakage is exponential. New approaches are desired to 

counter this issue.  

The gate-oxide leakage raises new challenges for leakage power reduction [44] as it starts to 

overtake the sub-threshold leakage at some stage. For example, as the sub-threshold leakage 

decreases following the drop of operating temperature – in standby mode, the gate-oxide 

leakage could be more dominant, because it is less dependent on temperature than the sub-

threshold leakage current.  

1.3.3 Controlling memory power  

On-chip memories constitute the major portion of the system area budget and account for a 

considerable share of total power, i.e. 35%, especially leakage. In some cases [14, 45, 46], 

leakage power dominates the entire cache power budget ( about 70%). Therefore, ultra-low 

static power memory is desired. For a typical memory cell, sub-threshold leakage current 

occurs on both bit-lines and within the cell. Additionally, gate-oxide leakage current is 

flowing through the transistor gates. Some circuit, control and compiler techniques are 

implemented to address this problem. The overhead in terms of performance, die size and 

extra power needs to be carefully managed.  

1.3.4 Challenges in processing units 

Processing units, such as data-paths and Arithmetic Logic Units (ALUs), are very critical for 

microprocessors, which consume a large amount of power including the associated clock tree, 

i.e. 25% out of total. High switching activity and difficulty in controlling variations could 

lead to mismatching in delay, resulting in glitches hence additional power which could 

further increase the share of the total power consumption. Also, with the developing density 

and complexity along with the increase of clock rate, distributed global clock signal needs a 
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special attention, timing issues becoming more critical as less variation being tolerated if the 

circuit is to function properly. Apart from functionality, unwanted switches and leakage 

power are two big concerns as well, not only in processing units but also in the clock tree. To 

increase the quality of the clock signal, buffers are often inserted into the clock tree, 

dissipating significant power. 

1.4 Research Work in this Thesis 

There are two main aims of our study: efficient and accurate power estimation methodologies 

for the average case for some classes of embedded systems and power optimization of data-

path and memory for embedded systems.  

Firstly, a novel power estimation technique is proposed for a class of architectures, including 

block ciphers, reversible circuits and Modular Quantitative Analysis (MOQA) gates. It is a 

static approach, which requires significantly less timing and effort to predict the average 

dynamic power of the designs.  

Secondly, two new memory cells are designed to achieve ultra-low dynamic and static power, 

thanks to the adiabatic logic and novel topology of the cells. As mentioned above, leakage 

power is a big concern in memory circuits due to its high density, especially in deep sub-

micron processes. Two process nodes, namely 65nm and 45nm, are utilized to analyze the 

circuits. Process variations also are taken into account by carrying out the Monte Carlo 

simulation. 

Finally, a new logic named Asynchronous Charge Sharing Logic (ACSL) is proposed, with 

high power efficiency compared to traditional asynchronous logic types and lower area. This 

new logic is then applied to a number of blocks which compose a typical data-path or can be 

found in the processor ALU. The new ACSL logic has easy, fast and accurate predictability 

for average power consumption. In the quest to design fully predictable systems, I explore 

some reversible principle by using a modified reversible adder to serve as a multi-function 

gate to build an ALU by taking advantage of bidirectional characteristic of reversible logic. 

Sub-threshold logic is applied to realize ultra-low dynamic power. Besides, a testing 

technique for reversible circuits is briefly introduced.  
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1.5 Thesis Organization  

The rest of this thesis is organized as follows. 

 Chapter 2 provides the background information about reversible logic, adiabatic logic 

and asynchronous logic, which are the cornerstones of my research. 

 Chapter 3 includes several techniques and designs for power estimation. 

 Chapter 4 presents two ultra-low power memory cell designs, able to operate in 

adiabatic mode. 

 Chapter 5 explores a novel logic, ACSL, which could be implemented into data-

processing units. 

 Chapter 6 introduces power optimization of a reversible ALU and a testing approach 

for reversible circuits. 

 Chapter 7 summarizes the contributions of the thesis, followed by a synopsis of 

potential future work. 
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2 ADIABATIC LOGIC AND ASYNCHRONOUS LOGIC 

 

2.1 Adiabatic Logic  

Some of the theoretical studies for adiabatic computers were reported in [47-49]. These 

devices were initially studied in the context of reversible computing and reversible logic, the 

main idea being that for such systems most of the energy during the computing is being 

recycled/re-used. Reversible computing is a model of computing where the computational 

process to some extent is reversible, physical reversibility and logical reversibility in 

particular [50]. A process is regarded as physically reversible if it causes no increase in 

physical entropy. These circuits are also referred to as charge recovery logic or adiabatic 

logic. While the future of reversible logic is still uncertain with quantum computing being 

mentioned as the main underlying technology [51, 52], as mentioned in Chapter 1, adiabatic 

logic has become a promising methodology and good alternative to achieve low 

power/energy property due to its special characteristics.  

Dissimilar to conventional CMOS circuits where energy is dissipated during a switching 

event (refer to equation 1.2), Adiabatic circuits recycle the energy after evaluation through 

power clock which usually is LC resonant circuit [53] or switch-capacitor tank [54]. Only 

losses due to the resistance of the switches needed for the logic operation still occur [55], 

which results in dramatic energy saving. Several Adiabatic logic families [56-59] have been 

proposed, which target on efficiency and compactness. Moreover, Adiabatic logic may 

benefit in popularity from future devices thanks to being insusceptible to Hot Carrier 

Injection and showing less impact of Bias Temperature Instability than static CMOS circuits 

[60].  

The characteristic of adiabatic logic encompasses two aspects which are energy recycling and 

slow and smooth and low current flow through transistors, realized through energy-

conserving charge and discharge processes provided by the supply voltage source which 

could vary over time. The energy consumption in adiabatic logic is given by [58]: 

    22 DDAL

RC
E CV

T
                                                  (2.1) 
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                                   (a)                                                                           (b)      

Figure 2.1  Adiabatic Switching (a) Evaluation Phase (b) Energy Recuperation Phase [17] 

where R is the resistance in the charging path of the circuit, consisting of  the on-resistance of 

transistors in the charging path and the sheet resistance of the signal line. C is the capacitor 

and T is the transition time. From (2.1) we can observe that when T increases, the energy 

decreases (T is determined by Power Clock Generator (PCG)). Thereby, adiabatic logic is 

favored in low frequency applications. The simplified adiabatic switching including 

evaluation phase and energy recuperation phase through a suitably designed resonant tank 

circuit (one kind of PCGs) is shown in Fig.2.1 [17]. Because of the importance of PCG, 

major concerns over the feasibility and efficiency of power clock generator are inevitable 

[49]. A number of power clock architectures were reported in the literature [53, 61, 62]. 

Furthermore, there are two principles to meet in order to qualify for adiabatic logic [63]: 

1) Never turn on a transistor when there is a voltage potential difference between the 

source and the drain. 

2)  Never turn off a transistor when current is flowing through it. 

Adiabatic logic plays a great role in our work in terms of memory designs and arithmetic unit 

designs. The advantages, drawbacks and limitations of adiabatic logic are investigated in this 

Chapter.  

2.1.1 Adiabatic logic family 

First, it should be noted that differential signals are applied in adiabatic logic. Unlike standard 
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CMOS circuits, adiabatic circuits do not contain VDD (DC supply) which is replaced by AC 

supply. Three main styles in adiabatic logic family are depicted in Fig.2.2, which are Positive 

Feedback Adiabatic Logic (PFAL) [59], 2N-2N2P [64], Efficient Charge Recovery Logic 

(ECRL) [57]. Besides, other adiabatic logic styles are reported in [65, 66]. In this section, we 

only focus on the three typical logic families. All three structures are charged and discharged 

through PCG. When inputs are ready, PCG starts to evaluate the circuits by charging up to a 

certain value, usually VDD. Meanwhile, the differential outputs are set at ‘1’ or ‘0’ depending 

on the function of the n-tree. After the outputs are read, PCG then recycles the energy stored 

in the circuits by discharging itself to zero. In PFAL, n-tree blocks in the circuit are in 

parallel with the transmission PMOS transistors m_1 and m_2 in Fig.2.2 (a), which results in 

smaller equivalent resistance and thus lower energy consumption. Moreover, 2N-2N2P 

structure was derived from ECRL in order to reduce the coupling effect. The major 

superiority of 2N-2N2P over ECRL is due to the existence of cross-coupled NMOS 

transistors m_3 and m_4 in Fig.2.2 (b) result in non-floating outputs during recovery phase. 

In [55], it also has been reported that PFAL has the lowest power dissipation and the best 

consistency of VDD scaling in contrast to 2N-2N2P and ECRL. These structures could be 

implemented into logic/arithmetic units, such as inverter, NAND, NOR, ADDER and etc.  

Fig2.3 shows the energy consumption per switching operation versus frequency for three 

inverters based on the mentioned logic families along with the conventional CMOS inverter 

where VDD is 1.8V and capacitive load at each output node is 20fF [55]. It can be seen that 

PFAL always consumes the lowest energy dissipation of them all when the frequency is 

higher than 2kHz. Also, it is worth mentioning that the CMOS inverter nearly consumes the 

constant energy regardless of the frequency (>10 kHz) while the energy consumption of the 

other three inverters increases following the growth of the frequency. When the frequency is 

greater than 100MHz, adiabatic logic loses its advantage in power reduction. Nevertheless, it 

can be concluded that adiabatic logic excels CMOS logic in relatively low frequency region.   

2.1.2 Power Clock Generator 

As mentioned above, PCG is arguably one of the most important components in adiabatic 

circuits. It partially determines performance, power consumption and area of the circuits. To 

date, most PCGs are composed of pass transistors, inductors and capacitors which are known 

as LC oscillators. Sinusoidal waveforms are generated by these oscillators, where the 
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(a)                                                      (b)                                                  (c) 

Figure 2.2 (a) General Schematic for PFAL [59] (b) General Schematic for 2N-2N2P [64] (c) 

General Schematic for ECRL [64] 

 

Figure 2.3 Energy Consumption per Switching versus Frequency for a CMOS Inverter, an 

ECRL inverter, a 2N-2N2P Inverter and a PFAL Inverter [55] 

 

frequency is determined by the value of inductor, L, and capacitor, C, the equation is given by 

[62]: 

1

2
f

LC
                                                          (2.2) 
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Fig.2.4 exhibits four different architectures of PCGs [53] which could be divided into two 

groups, asynchronous style and synchronous style. For asynchronous one, see Fig.2.4 (a) and 

(b), it uses feedback loops to self-oscillate and thus create the needed waveforms. On the 

other hand, for synchronous PCGs, the external clock signals, Clk1 and Clk2, are inserted to 

control the pass transistors, see Fig.2.4 (c) and (d). The frequency of these clock signals 

should be matched to the frequency of the oscillator, the waveforms of these signals are also 

illustrated in Fig.2.4 (c). Several issues are associated to the asynchronous design. The 

primary one is the instability of its oscillation frequency caused by capacitive load variation 

of the circuits. Also, it has been proved that this type of design is not able to generate 4, 8 and 

more phase shifted power clocks [53] which are needed in some Adiabatic circuits [61, 67]. 

However, more phase PCGs would not guarantee always high power efficiency [68]. At last, 

asynchronous PCGs may not suit large systems with high requirement of synchronization. 

Table 2.1 [53] lists the comparison of all four architectures in terms conversion efficiency 

and charge recovery rate. Various PCGs were laid out in a standard 0.18μm CMOS 

technology and simulated in a uniform test environment. The ratio of power dissipation of the 

whole system and the power consumed by load determines the conversion efficiency of the 

PCGs. Charge recovery is calculated by comparing the power dissipation of adiabatic circuits 

controlled by non-adiabatic power clock drivers and controlled by charge-recovery PCGs 

respectively.  

Based on these issues, it is observed that synchronous style shows more power efficiency, 

especially, the 2N2P model. Despite this, there are still many obstacles to overcome when it 

comes to power clock generator designs, such as its high area consumption and usually 

requiring off-chip inductor, its feasibility in large systems and also in asynchronous design. 

Due to the nature of LC resonant oscillator, even though there is no activity needed for the 

connecting adiabatic circuits, it still consumes energy. Despite some research been done on 

this problem [69], there is still no stable solution yet. Last but not least, the energy efficiency 

of PCGs degrades exponentially along with the increase of the frequency, which to a great 

extent decides the practicability of adiabatic circuits. 

Other than LC oscillator, capacitor-based clock generator was also used in several adiabatic 

designs. It realizes ramp-like charging in a stepwise fashion, which is not genuine but rather 

quasi-Adiabatic. The architecture and the ideal waveform of this power clock are shown in 
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Fig.2.5 [54].  

Compared to the LC topologies, there are several attractions of capacitor array generator. 

First, it can be implemented using on-chip capacitors, and the off-chip inductor is eliminated. 

Secondly, it is allowed to be utilized in a modular fashion, which is beneficial to design reuse. 

Finally, it is static during “Idle” and “Hold” phases, see Fig.2.5 (b). However, the value of  

capacitors should be carefully selected and the clock signals, which control the capacitor tank, 

also require special attention. 

 

                                           (a)                                                                         (b) 

 

                                           (c)                                                                         (d) 

Figure 2.4 Asynchronous Resonant Adiabatic Power Clock Generators (a) 2N Asynchronous (b) 

2N2P Asynchronous (c) 2N Synchronous (d) 2N2P Synchronous 
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Table 2.1  Comparison of Adiabatic PCGs @ 100MHz [53] 

PCG 
PCG Conversion 

Efficiency (%) 

Charge 

Recovery (%) 

2N Asynchronous 39.9 21.1 

2N2P Asynchronous 43.2 44.4 

2N Synchronous 60.1 27.3 

2N2P Synchronous 62.0 60.7 

 

       

(a)                                                                                 (b) 

Figure 2.5 (a) Switched Capacitor Clock Generator (b) Ideal Waveform of Stepwise Charging 

[54] 

 

2.1.3 Complex Adiabatic Circuits 

Most of the work on adiabatic circuits focus on the design of new logic families as well as 

some arithmetic units. In this section, a comparison between adiabatic circuits and 

CMOS circuits is presented. The main focus is to show the energy efficiency of adiabatic  

logic and assess its performance limit.  

A popular model, which is used to demonstrate the energy efficiency of adiabatic logic is the 

inverter chain. Almost every adiabatic logic style was implemented into this architecture , 
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Figure 2.6 Simulation Results of QSERL Inverter Chain versus Static-CMOS Inverter Chain 

[70] 

 

 

Figure 2.7 Energy Dissipation per Cycle vs. Frequency for Multipliers Including Self-Test Logic 

[71] 
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which would give the researchers a clear vision from a power point of view, with simple 

functionality. Fig.2.6 depicts an 8-inverter chain using QSERL (Quasi-Static Energy 

Recovery Logic) compared to static CMOS inverter chain  [70] using MOSIS 0.5μm CMOS 

NWELL process. QSERL uses two complementary sinusoidal supply clocks and possesses 

Table 2.2   Comparison of Adiabatic and Static CMOS Arithmetic Units at Different Running 

Frequency [72] 

Arithmetic Units  
Running Frequency (MHz) 

10 20 30 100 

4-bit CLA    

Adiabatic (pJ) 

CMOS(pJ) 

Gain    

 4.16 

71.56 

17.20 

5.00 

71.56 

14.31 

5.76 

71.56 

12.42 

10.31 

71.56 

6.94 

8-bit CLA 

Adiabatic (pJ) 

CMOS (pJ) 

Gain    

10.12 

210.80 

20.84 

13.04 

210.80 

16.16 

15.69 

210.80 

13.43 

30.31 

210.80 

6.95 

16-bit CLA 

Adiabatic (pJ) 

CMOS(pJ) 

Gain    

22.50 

503.20 

22.63 

28.90 

503.20 

17.41 

37.20 

503.20 

13.53 

71.90 

503.20 

7.00 

4-bit Multiplier 

Adiabatic (pJ) 

CMOS (pJ) 

Gain    

8.02 

76.28 

9.51 

9.72 

76.28 

7.85 

12.17 

76.28 

6.27 

23.39 

76.28 

3.26 

8-bit Multiplier 

Adiabatic (pJ) 

CMOS (pJ) 

Gain    

29.00 

762.00 

26.28 

38.63 

762.00 

19.73 

55.40 

762.00 

13.75 

133.33 

762.00 

5.72 
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several positive characteristics of static CMOS logic. It can be seen that QSERL inverter 

chain saves more than 50% of energy at 100MHz. While the frequency increases to 400MHz, 

the saving percentage is down 14% while the scalability is not demonstrated in [70]. 

However, this could be improved by using Schottky diodes instead.   

In [71], a true single-phase 8-bit adiabatic multiplier was built based on SCAL-D (Source 

Coupled Adiabatic Logic) using MOSIS 0.5μm CMOS NWELL process compared to three 

pipelined static CMOS multiplier which are 2- stage, 4-stage and 8-stage, respectively. 

Simulation was performed using 64 randomly generated input vectors which independent 

with each other. The probability of being HIGH (and LOW) for each input in each clock 

cycle is 0.5, and the probability that an input switches in the following cycle is also 0.5. It 

achieves energy efficiency across a broad range of power clock frequencies by using a pair of 

cross-coupled transistors, a pair of diode-connected transistors, and an individually tunable 

current source at each gate. The simulation results are shown in Fig.2.7. Three operating 

frequency were chosen for the comparison, which are 50MHz, 100MHz and 200MHz. It is 

clear that SCAL-D is more energy efficient than the pipelined static CMOS designs across 

the entire chosen frequency range. It is also worth mentioning that energy consumption rises 

following the increase of operation frequency is possibly due to more glitches occurred 

because of high frequency. 

A more comprehensive comparison is given in [72]. One adiabatic logic called PFAL, 

mentioned in Section 2.1, and static CMOS were implemented into two main arithmetic 

models, which are Carry Look-Ahead adder (CLA) and multiplier. A module generator, a 

C++ program [72], is used to synthesize the architectures. Both PFAL and static CMOS 

circuits have been simulated after the parasitic parameters are extracted from the layout, with 

VDD=5V. The input test pattern is a long sequence of random values that gives a figure of the 

average power consumption. The energy consumption per operation and the adiabatic gain of 

the PFAL circuits working at 10, 20, 30 and 100MHz are reported in Table 2.2 [72]. It is 

obvious that the adiabatic gain varies along with the operating frequency. The higher the 

frequency is, the lower the gain is. It indicates that adiabatic logic is not very efficient when 

high performance is required. Nevertheless, the energy saving is very impressive for 

relatively low frequency region. 
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2.2 Asynchronous Logic 

It is widely accepted that a single clock (global clock) scheme would not adjust to the nano-

scaled very large scale integration (VLSI) systems and, thus asynchronous architectures (or 

hybrid) emerge as potential alternatives [28].  Due to the uncontrollable parameter variations 

across a chip, it would be unreasonable to match the delay of the clock and other signals 

during processing, although this usually works under worst-case design. While embracing the 

benefits in terms of potential low power consumption, high robustness to delay and mismatch, 

design reuse, electromagnetic compatibility and more tolerance to process variations and 

external voltage fluctuations compared to synchronous designs,  asynchronous logic is re-

enacted in today’s deep sub-micron CMOS technology [73, 74].  Also, asynchronous logic is 

well suited for applications where messages are generated at irregular intervals, for example 

wireless sensor network. The general comparison and discussion between synchronous logic 

and asynchronous logic is carried out in the next section. 

2.2.1 Synchronous Logic versus Asynchronous Logic 

Synchronous logic, which is still the mainstream of most digital circuit design, is defined by a 

global clock signal distributed throughout the system. As shown in Fig.2.8 (a), each memory 

block, represented by R (Register), is controlled by the global clock signal, CLK, which is 

distributed through the clock tree, which means the whole system is under control of the 

global clock signal. However, when it comes to physical design, particularly, when delay is 

introduced, the system is forced to run at the worst-case speed in order to avoid malfunction.  

Other than this, the essential clock tree (buffers, AND gates, etc.) results in large overhead in 

area and power consumption [75]. The main advantage of synchronous circuits is low 

engineering effort in terms of design, cell libraries, layout, test and debug, which is well 

supported by most existing EDA tools. These EDA tools may also guarantee the functionality 

and stability of the chips by setting specific constraints, timing or power. Nevertheless, the 

continuously increasing speed and non-negligible wire delay across the chip make it more 

and more difficult to match the timing constraint, not to mention the serious process variation 

and other fluctuations. Moreover, from the power consumption point of view, the clock tree 

as a critical part of the synchronous circuits contributes about 40 – 50% of the total power 

[76]. Also, because of simultaneous switching of many registers (flip-flops, latches), peak  
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(a) Synchronous data-path with clock tree 

 

 

(b) Asynchronous data-path 

Figure 2.8 Synchronous Architecture versus Asynchronous Architecture [77] 

current could be quite high, which would eventually increase the risk of system breakdown 

and other stability issues. Fig.2.8 (a) also presents the general structure of the clock tree [77]. 

Rather than using the global clock signal, asynchronous circuits use a protocol called 

handshaking [78] instead. The basic structure of an asynchronous circuit is exhibited in 

Fig.2.8 (b) where the asynchronous circuit follows the instructions from the pipeline 

controllers CTL which are communicated through handshaking signals represented by ack 
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and req signals. Unlike the conventional synchronous logic whose operation speed is 

determined by global worst-case latency, in asynchronous designs the speed depends on 

actual local latencies. In other words, an asynchronous circuit has the potential to run at the 

highest possible speed. Even if worst case delay is considered in synchronous circuits, 

glitches are difficult to be completely avoided due to variations in the delays of various paths. 

This issue would typically result in wasting a significant amount of power.  

2.2.2 Fundamental Protocols of Asynchronous Logic 

In synchronous circuits, race hazard is a typical flaw where inputs arrivals may vary. 

Therefore, timing is critical in synchronous circuits. In asynchronous systems, such hazards 

are eliminated through the use of a handshaking type protocol for synchronization. Under this 

circumstance, protocols based on data processing become intuitive. Different handshake 

protocols have their own advantages over area, speed, power consumption and robustness (at 

run time and process variations). 

2.2.2.1 Bundled-data Protocol 

Among several existing asynchronous communication protocols, the bundled-data protocol is 

one of the most popular, where separate request and acknowledge wires are bundled with the 

data signals [79], Fig.2.9. There are two main types of this protocol depending on the number 

of phases demanded, which are 4-phase protocol and 2-phase protocol. The 4-phase bundled-

data protocol, which requires superfluous return-to-zero transitions, could lead to extra time 

and energy cost. On the other hand, 2-phase protocol, introduced under the name Micro-

pipelines by Ivan Sutherland in his 1988 Turing Award lecture, regards both ‘0’ to ‘1’ and ‘1’ 

to ‘0’ transitions on request and acknowledge wires as equal signal event, which could ideally 

get rid of those unnecessary switching cost compared to 4-phase bundled-data protocol. 

Because the response of signal events in practical implementation is more complex, there is 

no solid answer to which of them is better.  

It is worth mentioning that bundled-data in most cases could be referred to single-rail as only 

one rail of data is needed. Moreover, all the bundled-data protocols rely on delay matching, 

as they are not truly delay-insensitive. Therefore, extra care is required, such as using tile-

based data-path structure, adding buffers, having a safety margin between data sender and 
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(a)                                           (b)                                                (c) 

Figure 2.9 (a) Bundled Data Channel (b) 4-phase Protocol (c) 2-phase Protocol [79] 

 

 

Figure 2.10 4-phase Dual-rail Protocol [77] 

receiver. However, the increasing variability of progressive technology needs extended delay 

margin for safety as it could still further deteriorate the quasi-delay-insensitive property of 

this handshake protocol. 

2.2.2.2 4-phase Dual-rail Protocol 

Different from the bundled-data (single-rail) protocol, the 4-phase dual-rail protocol, the 

classic approach rooted in David Muller’s pioneering work in the 1950s, [80], takes the 

advantage of two complementary data to represent more information other than data itself, 

such as the Request signal. Fig.2.10 depicts the general model of this type of protocol [77]. 

This feature ensures that the communication between two parties are always reliable 

regardless of delays on the connecting wires, and thus to enhance the robustness of the 
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system significantly. In some papers, this protocol is also called delay-insensitive or delay-

independent  [81].  

This characteristic is more useful in bit-parallel channels, where there are N-bit data, 

represented by N-bit wires. Only after all data becomes valid, the receiver would be activated. 

It is well-suited in some array or tree based computations, such as the carry look-ahead 

adders, multipliers, etc.  

Although this protocol is renowned for its high stability, it faces high area and power 

consumption issue due to the dual-rail structure.  Especially, when it comes to the parallel 

channel case, the cost of the circuits for completion detection becomes very expensive. 

Fig.2.11 [77] shows an N-bit latch with its completion detection. It can be seen that it is 

composed of several Muller C-elements [82] and OR gates, alternatively. It still consists of 

couples of OR and AND gates plus one C-element. The circuit could get more complex when 

there are more channels in parallel [83].  

            

(a) C-elements and OR gates                    (b) OR, AND gates and C-element                                                 

Figure 2.11 Two Completion Detection Structure [77] 
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Figure 2.12 Generic DDCVSL Gate [84] 

2.2.3 Function Blocks 

Function blocks in asynchronous circuits are equivalent of combinational circuits in 

synchronous counterparts. There are several choices to implement these function blocks 

depending on the requirements of different communication protocols.  

2.2.3.1 Bundled-data Function Blocks 

As discussed above, single-rail logic is sufficient for the bundled-data protocol, so any 

traditional static or dynamic logic could be implemented in this case. For dynamic logic, the 

request signal could also be regarded as the pre-charge signal. Besides, the delay elements 

should be inserted to match the worst-case latency of the critical path in the circuit.  

2.2.3.2  Dual-rail Function Blocks 

In order to fulfill the delay-insensitive property, dual-rail logic is favored for its 

straightforward completion detection, essentially produced by pre-charged differential logic. 

Domino Differential Cascade Voltage Switch Logic (DDCVSL) [84], which is a modification 

of conventional dual-rail Domino logic, is very popular in several asynchronous designs [85-

87] due to its lower power consumption and higher speed than convention dual-rail Domino 

logic. Fig.2.12 describes the topologies of DDCVSL [84]. It can be seen that the pre-charging 

operation is conducted by Precharge signal which could be connected to the Request signal 

when it is applied into asynchronous logic. When the evaluation is finished, two 
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complementary outputs would be detected by the Completion Detector and thus the 

Acknowledge signal is generated to the previous stage and also the Request signal to the next 

stage. Once the data is received by the latch of the next stage, the DDCVSL circuit would 

then be pre-charged. Meanwhile, both outputs are equal, which triggers the Acknowledge 

signal to become low again to indicate that the circuit is ready for the next computation. 

2.3 Conclusion 

Adiabatic logic is now well-recognized as a promising low power design candidate, 

especially in low throughput cases such as embedded systems even some quasi-adiabatic 

designs could also get benefits from it. Significant, energy could be saved by following its 

principles compared to the static CMOS counterparts.  Yet, power-clock generators, which 

play a significant role in adiabatic circuits, still require careful design for both timing control 

and energy-recycling efficiency issues.  

Meanwhile, asynchronous logic, with so many features beneficial to deep sub-micron 

technology, shows a bright future in today’s CMOS IC designs. The practicality of 

combining these two techniques together with the synchronous is worth considering in order 

to further-decrease the power consumption. In [88], a method to realize this association is 

reported, but there are still some serious obstacles, in particular related to modifying PCGs to 

meet the new architecture constraints in particular.  

In Chapter 4 and Chapter 5, two new memory cell designs and a novel logic style ACSL are 

proposed respectively. Those memory cells are able to operate in both adiabatic and non-

adiabatic mode depending on the performance requirement. ACSL implements an adiabatic 

logic family, PFAL, into asynchronous circuits eliminating PCG but maintaining energy 

efficiency. 
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3 AVERAGE-CASE POWER ESTIMATION 

 

3.1 Motivation 

With the shrinking of the technology nodes, the amount of logic, memory and interconnect 

integrated per mm square of silicon is increasing allowing more functionality on the same 

chip. With the increased functionality, one of the major emerging constraints is the power 

consumption. Power consumption estimation and optimization plays a major role in the 

system design and test flows [89, 90]. Before we explore power reduction methodologies, we 

will focus on power estimation which will enable the designer to take some early decisions 

on the power budget. An efficient power budget will save design time (and therefore the time 

to market) as well as cost. In our work we look at estimating efficiently the average power 

consumption of a digital circuit where high level estimation and gate level estimation are two 

methodologies. This can be later used to also estimate the energy. But high-level estimation 

which represents the circuit by the Boolean equations is usually not accurate while gate-level 

estimation is time consuming. In contrast, worst-case estimation is given by the highest 

instantaneous power consumed by the circuit. 

A typical power estimation methodology uses the input data sequence and input switching 

probabilities [11, 91]. With the increasing complexity of the system comes the challenging 

and time consuming process of estimating the complete system power consumption through 

extensive simulation. The estimation process becomes quickly infeasible as the simulation 

effort grows exponentially with the size of the input. The power consumption has an input 

pattern dependence [92] which leads to a number of problems such as selecting the 

representative input data set and switching probabilities (data profiling). Often, the power 

consumption of a functional block needs to be estimated when the rest of the chip has not yet 

been designed. Under this circumstance, little information may be known about the inputs to 

this already-designed block.   

A number of power estimation methods and techniques have been introduced, using 

probabilistic estimation, such as CREST [93], DENSIM [94], BDD [95], and statistical 

estimation, including McPower [96], MED [97]. For probabilistic estimation, it uses 

probabilities to describe the set of all possible logic signals, in other words, it assumes a
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typical behavior of the circuit inputs in terms of probabilities. The issues raised by this 

methodology are what probabilities are exactly required, how they can be obtained, and most 

significantly, what kind of analysis should be performed. On the other hand, statistical 

estimation is more straightforward, which uses traditional simulation models to invoke the 

circuits and monitor the power. Again, if the system is very large, the simulation effort and 

sample size is a growing problem.  

The development of a new power estimation technique is attractive if it could provide fast 

(ideally a formula) and accurate power estimation for each of the constituent blocks of a 

circuit given the input data profile. Such a method (if it existed), could help designers to have 

a clear view of the power consumed by different blocks and thus implement specific power 

optimization techniques to corresponding blocks. This is a very hard problem for both power 

and timing estimation [98] and in order to tackle it only some classes of circuits and only 

some input data profiles were restrained. Two characteristics called random bag preservation 

and linear compositionality [98, 99], involved in the proposed methodology, increase not 

only the feasibility of power estimation of large systems but also the flexibility for future 

redesign of systems. The simulation time of the system can be also dramatically reduced 

while maintaining high accuracy. I demonstrate the applicability of the proposed method with 

experiments carried out on two designs. The first is a modular adder design and the second is 

a Data Encryption Standard (DES) encryption block. Both of these designs are modular 

systems. I will expand then the applicability of the proposed methodology for other circuits 

and systems. 

3.2 Average-Case Power Estimation  

Average-case analysis in power estimation is more beneficial than worst-case and best-case 

study as it is directly related to the energy. Often it is also because both worst-case and best-

case scenarios do not occur frequently in the system. An average case estimation is also 

useful for so called soft constrained embedded systems which are not safety critical. Usually 

to do the average-case analysis, for example, the total power of the system S with respect to 

the inputs I is given by [100]: 
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If the system has a large number of inputs, it would be very costly and time consuming to 

record and process during the simulation all possible combinations and sequences of the data 

inputs. If the system is built on the basis of the property of randomness preservation (uniform 

data distribution or uniform switching probabilities for the inputs) and satisfies the principle 

of linear compositionality (linear cascaded system), then the average power estimation of the 

total system can be reduced to the power estimation of its individual blocks and thus improve 

the efficiency of the average-case analysis.  

3.2.1 Random Bag Preservation 

Firstly, the notion of “random bag preserving” gate of block is introduced [98]. The standard 

notion of a bag is to track the number of bits are that repeated in the inputs or outputs of a 

gate via multiplicities. For example, the bag  {1,0,1,1,0} is identical to the bag {1,1,1,0,0} but 

is not the same as the bag {1,1,0,0,0}. In the bag {1,0,1,1,0}, the multiplicity of the element 1 

is 3 and the multiplicity of the element 0 is 2 while in the bag {1,1,0,0,0}, the corresponding 

numbers are 2 and 3 respectively. As for a bag, it can be defined as a random bag if the 

elements of the bag happen to be random structures of binary numbers.  

Therefore, it can be understood that a gate is random bag preserving if it is able to transform 

a random structure into a uniform random bag. In other  words, a gate is random bag

preserving if the data distribution at its input is preserved at the output of the circuit. For 

example, note the truth table 3.1 of the XOR gate; it is random bag preserving because the 

number of 1s is equal to the number of 0s at both input and output. The probability of each 

element to occur is exactly same. In contrast, consider for instance the AND gate also 

displayed in Table 3.1; the inputs are represented by the random structure while the output 

bag has no random bag preserving property because the multiplicities of 0 and 1 are not equal.  
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Table3.1 Truth Table for XOR Gate and AND Gate 

XOR 
 AND 

Input Output  Input Output 

00 0  00 0 

01 1  01 0 

10 1  10 0 

11 0  11 1 

It can be understood that not every gate maintain this property which limits its applications. 

However, reversible logic [47] is able to translate every logic gate into a randomness 

preserving gate. It also can be applied the other property namely linear compositionality 

introduced below. 

3.2.2 Linear Compositionality 

First, we discuss the case of the linear composition of arbitrary logic gates G1 and G2. All 

outputs from G1 are used as inputs by G2. Say G1 operates on an input bag I, the output 

produced by G1 on the bag I is denoted by OG1(I). The average power measure for the linear 

composition G1 ; G2  of any two logic gates G1, G2’s modular is given by [101]:  
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Consider if gate G1 maintains the property of random bag preserving, the output bag of G1 is 

still a random bag and fed into gate G2. Intuitively, for a system built from full serial 

composed random bag preserving elements, the randomness is thus preserved all the way 

through the path. The overall average power of the system can be defined in terms of the 

individual average power of its components as shown in Fig.3.1. Given the A, B, C and D 
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Figure 3.1  A Linear Composed System Built from Randomness Preserving Components 

are randomness preserving blocks, the average power of the whole system will be composed 

linearly of the average power of the individual components. With these conditions, the 

central meaning of the new average-case power estimation technique based on the two 

mentioned properties is that the whole average power of the complete (or a part of the) 

system with random input bag, indicated by R, must be equal to the additions of the power

 consumption of all (or some) of the components in the specific systems. The new equation 

is given by [101]: 

; ; ; ( ) ( ) ( ) ( ) ( )A B C D A B C DA B C DP R P R P R P R P R                           (3.4) 

3.2.3 Modular Quantitative Average-case Power Analysis  

Based on the concepts of randomness preservation, a new notion on random bag preserving 

gate to support Modular Quantitative Average-case (MOQA) [102] power analysis has been 

introduced. These gates can be referred as MOQA logic units. The linear compositionality of 

power measure was derived for MOQA circuits to aid the modular power estimation. This 

modular behavior has the potential to significantly reduce power simulation costs, replacing a 

potentially exponential number of tests with a static power derivation [101, 103, 104]. Some 

of the simplest MOQA units are the inverter and the XOR/XNOR gates used in classical 

logic design.  
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3.3 Experiment Demonstration 

In this section, the capacity of the MOQA modular power derivation by experimenting with 

two digital designs namely Adder and Data Encryption Standard, a block cypher. An 

algorithm called Loop Input Set [103] is used in a test bench to generate all possible 

combination of the inputs for different function blocks and thus to get the average power of 

each, the pseudo code for this algorithm is shown below. Therefore, to get the results of the 

whole average power consumption of components or systems, the 2
n

 2
n

  patterns for n bits 

inputs should be considered. For example, a gate with 3-bit input, this algorithm will generate 

the input vectors starting from 000, 000, 001, 010…111 and then change to 001, 000, 001, 

010….111; after all, the last set will be 111, 000, 001, 010…111. Compared to the complete 

IO-set which requires 2
n

 2
n
! combinations, this new algorithm reduces the number of 

patterns by (2
n

 2
n
!)(2

n
 2

n
 ) for an n bit design. It not only saves on simulation time but also 

on demanding memory size.  All the experiments in this section use this algorithm to provide 

input vectors. 

Loop Input Set Algorithm 
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(a)                                                     (b) 

 

(c) 

Figure 3.2 Full Adder using Reversible Majority Gate and Sum Gate 

3.3.1.1 Ripple Carry Adder 

In this adder example, a 4 bit ripple carry adder circuit is considered, depicted in Fig.3.3, 

built using modular single bit full adders in Fig.3.2. Each single bit full adder is built using 

two gates namely Reversible Majority Gate [105] and Reversible Sum Gate. These two gates 

are random bag preserving in nature, as their input to output mapping is bi-jective, truth table 

listed in Table 3.2. It is worth mentioning that all the reversible gates are included in the class 

of MOQA logic units. To illustrate the linear compositional nature of power across this 4 bit 

full adder design, actual power consumption of the design was calculated by implementing 

design at gate level. The implementation used the Synopsys CAD tool design flow and 

Primetime based on 65nm CMOS technology typical model. The full adder power was 

measured by exercising all the possible input combinations of the design. The experimental 

results for the design are shown in Table 3.3 [101]. The first column gives the names of the 

design. The following four columns, give the switching, internal logic, leakage and total 

power of the designs respectively. The final column gives the percentage of power 

contributed by each block. The first row gives 100 % as it is the complete 4 bit full adder 

design’s total power. From the table it is evident that the first three full adders consume 

exactly 25.7 % when the last one consumes 22.9% which is down to the load capacitance at 

carry output is smaller than that of other three adders (no adder uses this carry out). Also the 

sum of the average power of each of these full adders gives the power equal to the total 
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power of the 4 bit full adder. This is given in the first row of Table 3.3 as 100 % confirming 

the linear compositionality of the power measure. 

 

 

Figure 3.3 Modular Four Bit  Ripple Carry Adder 

 

 

Table 3.2 Truth Table for Majority Gate and Sum Gate 

Majority Gate 
 Sum Gate 

Input Output  Input Output 

000 000  000 000 

001 010  001 001 

010 100  010 011 

011 111  011 010 

100 110  100 101 

101 101  101 100 

110 011  110 110 

111 001  111 111 
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Table 3.3 4-bit Ripple Carry Adder Power Consumption 

Hierarchy 
Switching 

Power (µW) 

Internal 

Power (µW) 

Leakage 

Power (nW) 

Total 

Power (µW) 
% 

4-bit Adder 4.4 10.5 318 15.2 100 

FA3 0.79 2.63 79 3.50 22.9 

FA2 1.21 2.62 79 3.91 25.7 

FA1 1.21 2.62 79 3.91 25.7 

FA0 1.21 2.64 79 3.92 25.7 

 

A similar analysis can be also performed on a classical adder. Here one can consider that the 

one bit adder is built of a parity checker (for generating the sum) and a majority voter circuit 

(for generating the carry). Both the parity checker and the majority voter are MOQA units as 

described above. 

3.3.1.2 Data Encryption Standard 

The DES architecture is composed of modular components of 16 rounds as shown in Fig.3.4. 

We can extend the above technique in estimating the average power for the DES statically 

[103]. DES inputs are plaintext blocks of 64 bit with a secret key of effective size K=56 bits 

and outputs are cipher-text blocks of size 64 bit. Initially, the input is subject to an initial 

permutation after which the 64 bit input is dived into a 32 bit L0 set and a 32 bit R0 set. Both 

of those two 32 bit sets undergoes 16 rounds/iterations involving the function f and keys K1 

to K16. In the function f, the 32 bit input data is combined with a 48 bit permutation of the 

key at the corresponding round/iteration. All the operations involved in a DES round are 

randomness preserving, making the whole round itself randomness preserving. This property 

allows that for the dynamic power estimation of one round, we need the dynamic power of 

the constituent blocks which is easier to simulate. 

In Fig.3.4, 16 rounds of the DES is shown on the left as 16 boxes. The circuit/design for each 

round is expanded and shown on the right. The function block F (marked by an arrow) is  
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Figure 3.4 Modularity in DES 

completely modular in nature. Since each component of this block is composed of XOR gates 

as their atomic gates. XOR gates are random bag preserving gates as mentioned earlier.  

Round 1 

I 
Round 2 

. 

Round 15 

Round 16 

I 

' ' ' ' ' ' ' 
- ~----------------4 
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Table 3.4 Power Summary of Sum of Each Components, Single Round and DES 

Power (mW) Input Logic Clock Output 

Expansion 1.83 0 0 0 

48-bit XOR 0 0.13 0 0 

8 S-boxes 0 0.87 0 0 

32-bit XOR 0 0.32 0 0 

Permutation 0 0 0 0 

2 Registers 0 0.135 1.21 94.98 

Sum of all 1.83 1.455 1.21 94.98 

Single Round 1.83 1.438 1.22 94.92 

DES (16 round) 1.83 25.045 5.106 94.68 

Hence, using the mentioned algorithm, the linear combination of the power measure of each 

of these blocks measured separately gives the power measure approximately equal to the total 

power consumption of the single round. Xilinx tool has been used to obtain the power data 

for DES. This is evident from the experimental result shown in Table 3.4. The first 6 rows 

give the power measure for the individual components. The seventh row gives the power 

measure obtained by summing the powers in first 6 rows. The eighth row gives the power 

consumption of the single round measured as a while. It can be concluded that the total power 

of the single round block is equal to the sum of the individual power measures of each 

components of the single round in terms of input power, logic power, clock power and output 

power within 2% error. The same experimental procedure can be demonstrated for the whole 

DES design comprising of sixteen rounds. The ninth row presents the corresponding power 

consumption of the entire DES. I also make the observation that the LFSR is another type of 

MOQA unit and hence the average power estimation method can be applied to Built-In-Self-

Test of randomness preserving circuits as will be presented in Chapter 6. 

3.4 Conclusion 

As an important factor in power budget allocation, accurate power estimation is crucial but 

difficult due to the increasing complexity of systems. Usually extensive simulation is 

required to acquire the average power of systems, and it takes a lot of time and storage 
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memory to process the data.  

In this chapter, a new method was introduced to estimate the average power consumption. It 

is simple(static) and time-saving if the systems meet several conditions, like random bag 

preserving and linear compositionality. A new algorithm called Loop Input Set has been 

proposed to generate test vectors for the circuits, which is very efficient. In contrast to the 

conventional complete IO-set, as many as (2
n

 2
n
!)(2

n
 2

n
) patterns can be saved without 

losing accuracy. Two circuits have been used to demonstrate the proposed method, which are 

4-bit reversible ripple carry adder and DES. The structure and the elements of them match 

two mentioned conditions. The simulation results show great accuracy of our theory and 

methodology. While the presented method is very accurate and efficient, it still does not 

cover all possible circuit topologies and/or input data profiles, for example, this methodology 

cannot be applied to the control path of the circuits. The generalization of this methodology 

to encompass more generic circuits is very difficult to achieve. In Chapter 5 I will introduce 

some new logic which could help to design power estimation algorithms which are 

independent of the input data profile. However, in the next chapters I will focus on the 

optimization of the power consumption of two major components of an embedded system, 

namely the memory block and the processing unit.  
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4 ULTRA LOW POWER MEMORY CELL DESIGN 

 

4.1 Motivation 

Research in low power, robust memory cell design [106-108] has attracted considerable 

attention during recent years due to application’s requirements, the technology scaling to 

deep submicron feature size and the increasing density of the transistors in integrated circuits 

(ICs). Portable devices with limited battery-life require low standby power processors and 

memory. Often, embedded static random access memory (SRAM) arrays [14] [109] can be 

the dominant part of the whole static power consumption and also occupied chip area, thus 

minimization of memory power is a crucial area of concern for today’s IC designers.  

As introduced in Chapter 1, two main contributors to power dissipation are dynamic power 

and static power. Many designs and techniques were presented during the last decade, 

targeting particularly the dynamic power. Also, several emerging logic style have been 

implemented into SRAM cell design, known as adiabatic logic [58] and sub-threshold logic 

[21] in order to minimize particularly the dynamic power. For the sub-threshold SRAMs the 

power optimization comes at an expense of timing degradation as the memories could hardly 

run in the MHz domain which could affect the total performance of the system. Therefore, 

adiabatic logic is favored in my design, whose characteristics have been discussed in Chapter 

2. On the other hand, apart from dynamic power optimization, more emphasis of this design 

was on the static power optimization. For many embedded systems applications the long 

standby time could still lead to high leakage power dissipation; hence, static power 

optimization is of great importance.  

The total power consumption distribution in a 32-bit microcontroller unit (MCU), a cache, 

SRAM and SRAM respectively are shown in Fig.4.1 [110]. According to the break-down, it 

is obvious that cache takes the biggest portion of the power consumption in the MCU by 35% 

while CPU and clock take 10% and 15% respectively. Hence SRAM dominates the power 

consumption where the cell array contributes 85% of the SRAM power. Therefore, reducing 

the power of the cell array could significantly improve the power efficiency of a processor.  
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                                 (a)                                    (b)                                     (c)                               

Figure 4.1  Microcontroller Power Consumption Distribution (a) A 32-bit MCU with 8k-byte 

SRAM (b) A cache with 8k-byte SRAM (c) Cell array with miscellaneous [110] 

Besides the low power constraint, high stability to variations and low error during read and 

write operations are also highly desirable in SRAM design. The static noise margin (SNM) is 

considered to be the standard measure of the stability of a SRAM cell while write-trip-point 

(WTP) [111] characterizes the quality of the write operation of an SRAM cell. 

4.2 Related Works 

There are many memory cell architectures which are reported in the literature with different 

optimization goals. Our main optimization constraint is the power consumption, particularly 

in static mode. Several SRAM designs, which are dedicated to achieving low leakage power, 

are reported in [112, 113] . The conventional 6T SRAM cell, the 9T SRAM cell [106] and the 

NC-SRAM cell introduced in [108] are described in this section. 
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          (a) Conventional 6T SRAM             (b) 9T SRAM  [106]                       (c)  NC-SRAM [108]      

Figure 4.2  SRAM Cell Designs 

4.2.1 Conventional 6T SRAM 

SRAM cells are conventionally composed of 6 transistors as shown in Fig.4.2 (a), sized for 

performance in the 65nm process. Transistors P1, P2, N4 and N5 consist of a pair of cross-

coupled inverters to retain the value. Transistors N1 and N2 are both access transistors to take 

care of writing and reading operations. This type of design is widely used in many designs 

and applications. The memory suffers from poor stability because the stored data will be 

disturbed during the reading operation.  The transistors of 6T SRAM cell must be carefully 

sized to meet the requirements of both write and read [111]. Otherwise, errors may occur. 

Additionally, the power consumption of this type of SRAM cell is also high.  One advantage 

is that it uses only 6 transistors to build a memory cell resulting a lower area and relatively 

simple layout.  

4.2.2 9T SRAM 

The 9T SRAM cell is presented in Fig.4.2 (b) [106], also using 65nm technology. Compared 

with the standard 6T SRAM cell, it can be seen that the 9T SRAM cell is using a smaller 

transistor sizing especially in the upper part (transistors N1, N2, N3, N4, P1 and P2). The 

design has two separate sections for the writing and reading operation respectively. The upper 

part, which consists of two cross-coupled inverters, is only accessible in writing mode 
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through the transistor N3 and N4. The lower sub-circuit serves the reading operation. The 

biggest improvement for this design is to enhance the SNM by 2 times. Also, the sizing of 

transistors is not as restricted as that in 6T SRAM. The idle 9T SRAM cells are placed into a 

super cut-off sleep mode which resulting in reducing the leakage power consumption by 

22.9% as compared to the standard 6T SRAM cells in 65nm CMOS technology [106]. 

However, according to the simulation results, this 9T SRAM cell does not show much 

improvement in power dissipation compared to the 6T SRAM cell. 

4.2.3 NC-SRAM  

The N-Controlled SRAM (NC-SRAM) is illustrated in Fig.4.2 (c) [108]. For writing and 

reading mode, this SRAM cell works similarly with the 6T SRAM cell. While in idle mode, 

the source of the NMOS transistors N1 and N2 can be switched to a positive voltage Vs 

through the pass transistor NC1 instead of Vss. In doing so, it reduces the leakage power of 

the cell. Compared to a conventional 6T SRAM cell, the NC-SRAM cell decreases the total 

gate leakage current by 66% and the idle power by 58% [108]. But it inherits the poor SNM 

from the conventional 6T SRAM. Also, the power consumed during writing and reading 

operations is not improved.  

4.3 Two Novel SRAM Cells  

Two novel SRAM cells with good power saving property, which could run in both adiabatic 

and non-adiabatic mode, are described in this section. Writing and reading are two basic 

functions of an SRAM cell. Both these two operations consume most of the dynamic power 

of an SRAM cell. As the novel SRAM cells are able to operate in adiabatic mode, the 

proposed SRAM can save the dynamic power during these two operations.  

One cell architecture is composed of 8 transistors while the other is built by 9 transistors. The 

structures of these two designs are similar, using two separate parts to realize the data input 

and read respectively. Of these two cells, the proposed 9T SRAM cell also has better reading 

performance, which is very important for an SRAM cell. 
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                          (a) Proposed 8T SRAM                                   (b) Proposed 9T SRAM          

Figure 4.3  Two proposed SRAM cells  

4.3.1 Proposed 8T SRAM  

4.3.1.1 Circuit Description 

The architecture of a novel 8T SRAM cell [114] is depicted in Fig.4.3 (a) sized in 90nm 

CMOS technology. Transistors N1, N2, P1, P2 and P3 are used for writing operation and data 

retention. The writing access transistors, N1 and N2, are controlled by write signal WL. Two 

PMOS transistors, P1 and P2,  are combined to form a ring to store the data at internal nodes 

Q and Q’. The PMOS transistor, P3, controlled by SHR signal, is placed between nodes Q 

and Q’ in order to share the energy between Q and Q’ and thus meet the adiabatic principles 

mentioned in Chapter 2. The three transistors below P4, P5 and P6 control the reading 

operation, while P4 and P5 follow the control of Q and Q’ respectively. Transistor P6 is 

mastered by a read-line signal RL 

4.3.1.2 Write Operation 

A concept of “default value”, which is set as VDD/2, is introduced in order to take advantage 

of using adiabatic logic. It is similar to the split-level adiabatic logic with each bit-line always 

starting to change from VDD/2. In order to meet the principle of adiabatic operation 

introduced in section 1, there is a crucial step before the write signal WL goes high (to turn on 
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the transistors N1 and N2) which is to share the energy between the nodes Q and Q’. This can 

be completed by setting the signal SHR to low and thus to turn on the PMOS P3. In this way, 

Q and Q’ reach the same final voltage, VDD/2. Moreover, before the write operation starts, the 

value of two bit-lines BL and BL’ are held at VDD/2 as well. Once the signal WL goes high, 

the two NMOS transistors N1 and N2 are activated. If BL is charged from VDD/2 to VDD, the 

node Q is switched to high value from VDD/2. On the other hand, Q’ follows BL’ to decrease 

from VDD/2 to zero. The slower BL and BL’ change the more power can be reduced, referring 

to equation (2.1). After the nodes Q and Q’ have been overwritten, the signal WL can be 

switched to zero to turn off the transistors N1 and N2. BL and BL’ are then back to the default 

value, VDD/2, which could be easily done by sharing the energy between BL and BL’. This 

means the SRAM now is turned into the idle mode and ready for reading or overwriting. In 

addition, to improve the stability of the proposed SRAM cell, based on 65nm and 45nm 

technologies we used for the simulations, after the writing operation is completed, V_S is 

switched to 0.8V to reduce the leakage current and thus achieve high stability during 

intensive reading operations.  

4.3.1.3 Read Operation 

In common SRAM designs, the lines BL and BL’ need to be pre-charged to full VDD before 

reading starts [17]. In our design, BL and BL’ lines are both returned back to VDD/2 after the 

writing operation finishes, which could be considered as pre-charging, so that more power 

can be saved. In read mode, assuming node Q is ‘1’ and Q’ is set to ‘0’, which means 

transistor P4 is off and P5 is on. When the read signal RL goes down, it thus turns on the 

transistor P6. BL’ is then discharged by the power source V_R through the path consisting of 

transistors P5 and P6. Meanwhile, BL stays at the default value. In non-adiabatic mode, the 

power source V_R, which is connected to the source of transistor P6, is set to ground level. It 

should be noted that BL’ could not be discharged to zero due to the property of PMOS 

transistor. In adiabatic mode, V_R sweeps down from VDD/2 to a lower level, which makes 

BL’ follows this change. After the data of BL and BL’ is used by sense amplifier, V_R would 

recover to VDD/2 again along with BL’. The reading operation is thus completed and the 

transistor P6 can be switched off. 
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4.3.2 Proposed 9T SRAM  

The schematic of the proposed 9T SRAM cell is exhibited in Fig.4.3 (b). Similar to the 

proposed 8T SRAM cell, the transistors N1, N2, P1, P2 and P3 are also served for the writing 

operation and data retention, which could be sized to minimal ratio, where the writing access 

transistors N1 and N2 follow the control of the write signal WL and transistors P1 and P2 are 

used to keep the data at nodes Q and Q’. Also, the PMOS transistor P3, which is located 

between nodes Q and Q’, is dedicated to share the energy between these two nodes to meet 

the adiabatic principle and improve the write ability as well. Dissimilar to the proposed 8T 

SRAM cell, although the lower part of the circuit still takes charge of the reading operation, 

NMOS transistors are chosen here instead of PMOS transistors in order to improve the 

reading performance and strengthen the stability. The transistors N5 and N6 are mastered by 

nodes Q and Q’ respectively. The two read access transistors N3 and N4 are activated by the 

read-line signal RL. 

4.3.2.1 Write Operation 

As introduced earlier in this section, the “default value” concept is also applied into this 9T 

SRAM cell. Before WL goes high to overwrite nodes Q and Q’, transistor P3 is turned on by 

signal SHR to share the voltage between these two nodes. In this way, Q and Q’ will finally 

reach the same value, VDD/2, after a short period of time. During a writing operation, 

assuming ‘1’ is going to be written into node Q, signal WL goes high firstly, after that BL is 

charged from VDD/2 to full VDD, and BL’ is discharged from VDD/2 to ground. Once writing is 

finished, Q and Q’ hold their new values ‘1’ and ‘0’ respectively. The signal WL is then 

decreased to zero to turn off the two write access transistors N1 and N2. Additionally, both 

BL and BL’ have to be recovered to the default value, VDD/2, after writing is finished. 

Meanwhile, V_S is set to 0.8V. 

4.3.2.2 Read Operation 

As mentioned before, after writing, both BL and BL’ are set to VDD/2, which means the 

memory cell is ready to be read. As seen in Fig.4.3 (b), in the read mode, assuming the nodes 

Q=’1’ and Q’=’0’, the transistor N5 is on and transistor N6 is off. When the read signal RL 

goes high, it turns on the transistors N3 and N4. BL is then discharged by the power source 
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V_R gradually through the path consisting of N3 and N5. At the same time, BL’ stays at 

VDD/2. V_R sweeps gradually from VDD/2 to 0V. After the data of BL and BL’ has been 

sensed by the sense amplifier, the signal RL can be switched to zero and thus to cut off N3 

and N4. BL then needs to be re-charged to VDD/2 to prepare for future reading or writing 

operations. It is worth mentioning that, in non-adiabatic mode, the power source V_R can be 

set to a constant level, which is lower than 0.5V, i.e. 0.3V, because when reading is 

completed, the 0.2V voltage difference between BL and BL’ is sufficient for the sense 

amplifier to produce the correct results (the minimal requirement is 0.1V).   

4.3.2.3 Advantages Over the Proposed 8T SRAM 

The proposed 8T SRAM cell has two big disadvantages. Firstly, as only PMOS transistors 

(P4, P5 and P6 in Fig.4.3 (a)) are used for reading data, the discharge on bit-line is very slow 

due to the poor performance of PMOS when it needs to pass a zero. Moreover, the voltage 

difference between two the bit-lines BL and BL’ may not be large enough to be detected by 

the sense amplifier, which could generate a reading fault. Secondly, when 45nm (or lower) 

technology node is used, after hundreds of times of reading the data from this memory cell, 

one internal node which holds ‘0’ would eventually be charged up by the leakage current, 

which could cause errors. This is because the leakage current is high in the deep submicron 

region, caused by the shrinking length of transistors and also the reduction of the thickness of 

gate oxide. The gate oxide leakage current is much higher when a transistor is On than when 

it is Off. If using PMOS transistors for the reading sub-circuit, the internal node which holds  

a low voltage value always turns on a PMOS transistor whose gate is connected to this 

internal node. Under this circumstance, gate oxide leakage current is high. The proposed 9T 

design addresses this issue by using NMOS transistors instead and thus the memory could be 

still readable even after thousands of cycles. Moreover, the reading speed is much faster than 

that of the proposed 8T architecture. However, after to some IC companies, fabrication seems 

the only way to prove the feasibility of these structures. 

4.4 Power Saving Strategy 

The dynamic and static power have been two major sources of the total power consumption 

of a circuit. In an SRAM array, the dynamic power is consumed not only by the SRAM cell 

but also by the capacitor of the bit-lines. Due to the high capacitance, usually the major part 
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of dynamic power is dissipated on bit-lines. As mentioned in Chapter 2, adiabatic logic can 

dramatically save the dynamic power by limiting the current flow at the expense of 

performance. Furthermore, once the transistor is turned on, the energy flows through it in a 

gradual and smooth manner not abruptly switching from 0 to VDD (and vice-versa) as in static 

CMOS logic. In this way, the current will be very small, which results in low power 

consumption. In order to implement this type of logic into the memory design, the two 

proposed SRAM cells are divided into two separate parts.  

In writing mode, thanks to the introduction of the PMOS P3 in Fig.4.2, I ensure that the 

voltage both inside and outside of the memory cell is balanced before a write operation starts 

although there is a small amount of power consumed during sharing. Hence, the adiabatic 

principles are satisfied. Regarding the reading operation, firstly, full-swing pre-charging is 

avoided and with a dramatic energy saving. Secondly, V_R provides adiabatic reading 

behavior when voltage distribution is applied. Even in the non-adiabatic mode, since the 

proposed SRAM cell works with the half-swing principle, it can still save power for both 

write and read operations.  

On the other hand, static power, which is often neglected in sub-micron ( below 1µm) CMOS 

processes, starts to dominate the total power consumption in some applications which use 

deep submicron underlying processes, while memory blocks usually have the most leakage 

power consumption due to their high density/area. Static power is mainly caused by sub-

threshold current and gate leakage current, which are proportional to VDS (Drain Source 

Voltage) and gate oxide thickness respectively. Having no control over the process 

parameters, reducing VDS is my main approach to achieve low static power. It can be 

observed from the two proposed designs (Fig.4.3) that there is no direct ground connection in 

the SRAM cells along with the balanced voltage distribution in idle mode, hence the standby 

power can be reduced to an extremely low level. The power results will be discussed next in 

Section 4.6. 

4.5 Write and Read Simulations 

Besides the low power constraint, high stability to variations and low error during write and 

read operations are also highly desirable in SRAM design. The static noise margin (SNM) is 

considered to be the standard measure of the stability of a SRAM cell while write-trip-point 
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(WTP) characterizes the quality of write operation of an SRAM cell. Based on the discussion 

in last section, it could be predicted that the write-ability of both proposed SRAM cells 

should be close while the 9T design would surpass the 8T one regarding the read-ability. 

4.5.1 Write Ability 

The write ability of a SRAM cell is characterized by write-trip-point (WTP), which describes 

how much power is needed to write into a cell. The lower the WTP, the higher is the pulling 

down energy required and vice-versa [111]. Since we use the sharing in our SRAM cells, the 

nodes Q and Q’ (in Fig.4.3) are level before new data is written to the cell. It makes it much 

easier to overwrite the proposed SRAM cells in contrast to other designs. Fig.4.4 shows the 

WTP comparison of a standard 6T, 9T and the proposed 9T SRAM cell at VDD=1V. The 

WTPs of 6T, 9T and the proposed 9Tcells are 0.33V, 0.29V and 0.49V respectively, which 

indicates that our 9T SRAM has the best write ability. Because the WTP of our SRAM cell is 

the highest, it indicates that lower power is consumed for overwriting. In other words, it is 

much easier to write the data into our SRAM cell. It is also interesting to see that the 

conventional 6T SRAM cell has higher WTP than the 9T one, which is due to bigger 

transistor sizing. 

 

Figure 4.4  Write-Trip-Point Comparison 
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4.5.2 Read Ability 

Static noise margin (SNM) is the standard parameter to characterize the read stability of a 

SRAM cell.  Since data retention nodes Q and Q’ (in Fig.4.3) are isolated in read mode, the 

SNM is enhanced compared with the standard 6T SRAM cell. However, the SNM of our 

SRAM cells are not as good as that of 9T one [106] as our designs are without a pull down 

transistors and a ground connection. Fig.4.5 (a) exhibits the SNM comparison of 6T, 9T and 

our 9T SRAM cell at VDD = 0.8V. It is because our SRAM uses V_S = 0.8V during reading 

and data retention at 65nm and 45nm nodes. Also, it should be noted that our 8T and 9T 

SRAM cell have almost equal SNM. The SNM of our SRAM cell is about 310mV, shown in 

Fig.4.5 (b), which is almost 110mV higher than that of 6T SRAM and is approximately 

60mV lower than that of a 9T SRAM. As mentioned above, the proposed 8T SRAM cell is 

very slow for data reading and would have errors after hundreds of cycles of reading. Our 9T 

SRAM cell uses four NMOS transistors to replace the three PMOS transistors as the lower 

part of the circuit. During a reading operation, assuming Q =’1’ and Q’ =’0’, because the gate 

oxide leakage current is much lower when a transistor is Off than when it is On, our design 

could be read thousands of times. Fig.4.6 shows the simulation waveforms of the proposed 

8T SRAM cell and the proposed 9T SRAM cell being read after hundreds of times in non-

adiabatic mode where the temperature is 100°C. It can be seen that the reading operation of 

the 8T design (dotted line) is quite slow compared to our design (solid line), and the 

discharging level gets insufficient to be detected by sense amplifiers at the end while the 

discharging of the 9T design is much more effective and fast. Therefore, it is clear that the 9T 

SRAM cell has much better reading performance than the 8T one. Moreover, we tested the 

reading reliability of our 9T SRAM cell by accessing it 10,000 times in 1mS. Because there is 

no ground connection in our SRAM cell, which means that one of the internal nodes Q or Q’ 

is floating and would be charged up by leakage current to a certain value. During the 

simulation, assuming Q’=’0’, it could finally drift to the value as high as the threshold 

voltage of a NMOS transistor. Even though, as V_R is set to 0.3V, the voltage difference 

between the Gate and Source node of transistor N6 in Fig.4.3 (b) is still smaller the threshold 

voltage of transistor N6 which indicates it is always off and thus it will not affect the reading 

ability.  
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(b) 

Figure 4.5  (a) Static-Noise-Margin Comparison (b) SNM of the Proposed SRAM  
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Figure 4.6  Reading Operation of the Proposed 8T SRAM cell and the Proposed 9T SRAM Cell

 

Figure 4.7  Simulation waveforms of the Proposed 8T and 9T SRAM Cells 
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4.6 Performance Evaluation 

As discussed above, the novel 9T SRAM cell is better than the 8T design in terms of reading 

performance and stability. In this section, the simulation waveforms of the proposed 8T and 

9T SRAM cells are described and explained. Because the 9T architecture proved to be more 

practical, only the 9T design is chosen to be compared with other designs mentioned in 

Section 4.2 from a power consumption point of view. All the simulations are done by 

HSPICE using 45nm High-VT SNSP (Slow NMOS Slow PMOS) technology (library 

available commercially) with the switching probability is 0.5. Monte Carlo simulation is used 

to determine the leakage power and to perform the comparison. 

4.6.1 Simulation Waveforms 

The simulation waveforms of the two proposed SRAM cell running in adiabatic mode are 

shown in Fig.4.7. As introduced in Section 4.3, there is a step called sharing needed to be 

done before the write operation. When the signal SHR became low, P3 was on (in Fig.4.3) 

and thus the energy of nodes Q and Q’ (both 8T and 9T SRAM) was shared. After a very 

short period of time, these two nodes were finally even at 0.5V. The next step was to write 

the data into the cell. Two write access transistors N1 and N2 were turned on when WL was 

set high. Q followed BL and Q’ followed BL’ subsequently. In this case, Q switched to high 

and Q’ was turned to zero. After the writing was completed, BL and BL’ would return to the 

default value VDD/2. It should also be noticed that after the writing was finished V_S in 

Fig.4.3 was switched to 0.8V instead of 1V, so did Q in this case. This could effectively 

reduce the leakage current in the PMOS ring combined with P1, P2 and P3. When RL went 

high (RL went low for the 8T cell), BL was then discharged gradually through the path 

consisting of N3 and N5 by V_R in our 9T SRAM cell while it was BL’ which went low 

following the V_R in the 8T design. RL became low again (RL went high for the 8T cell) after 

the values of BL and BL’ are used by sense amplifier. It could be easily seen that the 

discharge on BL’ in the 8T model is quite small and slow due to the poor passing “zero” 

ability of PMOS transistors. Therefore, compared with these two cells, the 9T one is 

doubtlessly superior to the 8T model. 
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4.6.2 32x32 SRAM Array Dynamic Power Comparison 

Three 32x32 SRAM arrays, which were built by the standard 6T, the 9T [106] and the 

proposed 9T cell, were implemented in 65nm and 45nm technology running at 100MHz. 

Both adiabatic and non-adiabatic modes were considered for our 32x32 SRAM array. Figures 

4.8 (a) and (b) illustrate dynamic power comparison among the three types of designs using 

65nm and 45nm process respectively, in the event of three basic operations, writing, reading 

and sharing. As shown in Fig.4.8 (a), the adiabatic writing and reading cost about 31.5fJ and 

23fJ energy for 65nm process, which are more than 90% saving compared to 6T and 9T 

SRAM array, which consume 512fJ, 209fJ and 820fJ, 513fJ respectively. In non-adiabatic 

mode, our design can still save 70%-80% energy in writing and more than 50% in reading 

compared to the conventional 6T design. It is due to the half swing operation is applied. 

Power dissipation of pre-charging is not counted here since there are various methods to 

realize this procedure. It is interesting to see that 9T SRAM consumes much higher power 

than 6T SRAM. At 65nm, the sharing energy dissipation is about 10fJ in both adiabatic and 

non-adiabatic mode, which is a low penalty given the savings during write and read 

operations. When considering the 45nm technology node (Fig.4.7 (b)), the proposed 9T 

memory design shows consistently ultra-low power property. In adiabatic and non-adiabatic 

modes, the energy consumed during writing operation is 25.8fJ and 152fJ respectively, which 

is more than 94% and 67% less energy compared to 6T and 9T design, which are 458fJ and 

535fJ. Also more than 90% energy is saved during reading operation due to adiabatic logic. 

Due to the half swing operation, greater than 50% power reduction is achieved in the non-

adiabatic case despite about 5fJ being dissipated during the sharing operation.  

These results show that our design provides an ultra-low dynamic power property compared 

to the conventional 6T and the 9T memory cell, while the adiabatic mode brings further a 

30% to 40% reduction than the non-adiabatic mode. This part of saving is mainly obtained 

from bit-lines charging and discharging due to the high capacitance on them.  
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(a) Implemented in 65nm Process 

 

 

(b) Implemented in 45nm Process 

Figure 4.8 32x32 SRAM Arrays Power Comparison 
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4.6.3 Static Power and Process Variation 

As feature size shrinks, the main contribution of power consumption is down to leakage 

power especially when the system is in the idle mode. Significant efforts, such as supply 

voltage scaling [115], idle mode implementation [116, 117], and body biasing [118], have 

been made to decrease the leakage current of the SRAMs since the memory spends a 

relatively long time in the idle mode.  

The main leakage current components of the proposed 9T design during idle mode are shown 

in Fig.4.9. These are the gate oxide leakage current and sub-threshold leakage current. Due to 

the exponential relation between sub-threshold current and process parameters, such as 

effective gate length, oxide thickness and doping concentration, process variations can 

severely affect both power and timing yields of the designs [119, 120]. Therefore, the power 

consumption of the design with respect to process variation is investigated further.  

Four designs, the conventional 6T, 9T, NC-SRAM and the proposed 9T, were implemented 

in 65nm and 45nm CMOS processes. The fluctuations in the threshold voltage, doping 

concentration and gate oxide thickness with normal distribution were assumed. The sigma 

variation of 10% was considered for each parameter [119]. Fig.4.10 (a) and (b) show the 

 

Figure 4.9  Leakage Current in Idle Mode of the Proposed 9T SRAM cell 
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(a) Memory cells implemented in 65nm CMOS Process 

 

(b) Memory cells implemented in 45nm CMOS Process 

Figure 4.10  Monte Carlo -Temperature Variation 
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Figure 4.11  Monte Carlo –Process Variation 

Monte Carlo simulations [121] of 30 samples by varying temperature from 25 to 100°C. It 

should be noticed that the figures only shows the mean values for each design. Our 9T 

SRAM cell has the lowest leakage power at each temperature node. Around 90% power is 

saved compared to the other three designs at 100°C, which are 0.375nW for 65nm and 0.5nW 

for 45nm. When the temperature decreases to 50°C and 25°C, the power reduction of our 

design is still up to 80%. 

Monte Carlo simulations for process variation (45nm) of 10000 samples with five memory 

cells in idle mode were carried out. The average power consumption of the 6T, 9T, NC-

SRAM, the 8T in [122] and the proposed 9T memory cells are plotted and shown in Fig.4.11, 

using the same representation as the one presented in [106]. The bottom x-axis gives the 

average power in picoWatt (with the scale 200 - 800 picoWatt) for the proposed design while 

the top x-axis gives the average power in nanoWatt (with the scale 2-22 nanoWatt) for the 

other designs. The left y-axis represents the number of samples for the proposed 9T design 

while the right y-axis exhibits the sample numbers of the other designs. The results of the 

proposed 9T design are shown in blue (x point). It can be seen that approximately 8200 
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samples (85%) (yellow block) are located at the point less than 550 pW, while the 

distribution of 9T and NC-SRAM cells both had around 7600 samples (76%) with the power 

between 4 and 6 nW. There are more than 7000 samples (70%) of the conventional 6T design 

spreading from 3.85 to 6.85 nW. Hence, power reduction of about 90%, is achieved by the 

proposed 9T cell.  

Based on the simulation results, our proposed SRAM designs exhibit impressive capability in 

lowering static power, at different temperature nodes, or under intensive Monte Carlo 

simulation, with nearly 90% power decrease being accomplished.  

4.7 Conclusion 

SRAM, being an important part of an embedded system (such as wireless sensor networks, 

has to meet stringent low power requirements. Two new SRAM cells have been proposed 

which are composed of 8 transistors and 9 transistors respectively. Both of the proposed 

designs have improved write ability and good read ability compared to the conventional 6T 

SRAM cell.  

Adiabatic logic has been used in our designs in order to achieve ultra-low dynamic power 

with 90% savings when compared to other popular models. Even in non-adiabatic mode, our 

SRAM cells could also save up to 50% energy for both write and read operations. Both 

modes can run at 100MHz, for non-adiabatic mode, the frequency could be even higher. With 

aggressive technology scaling, process variation has also been taken into account during the 

simulation along with temperature variation. About 90% leakage power is saved.  

The 9T version has proved to be better than the 8T one in terms of the stability and reading 

speed despite a little more leakage power dissipation. Optimized layout need to be done in the 

future to compare thoroughly with state-of-art designs.  

 

 

 



ASYNCHRONOUS CHARGE SHARING LOGIC                                                           5.1 Introduction 

63 

 

5 ASYNCHRONOUS CHARGE SHARING LOGIC 

 

5.1 Introduction 

With the growing complexity of digital circuits, it is more difficult to optimize their power 

consumption and the energy. New design techniques are required to achieve this goal. 

Average case power and timing optimization are tackled within the asynchronous design for 

some time. In large system on a chip, a single clock (global clock) distribution scheme poses 

significant power and timing issues and  asynchronous architectures or hybrid emerge as 

potential alternatives due to their localized communication.  Also, due to the uncontrollable 

parameter variations across a chip, the asynchronous schemes are more robust than the fully 

synchronous solutions which are optimized for the worst case. While embracing the benefits 

in terms of potential low power consumption, high robustness, design reuse, electromagnetic 

compatibility and more tolerance to process variations and external voltage fluctuations 

compared to synchronous designs,  asynchronous logic is re-enacted in today’s deep sub-

micron CMOS technology [17].  Also, these promising features ensure asynchronous logic an 

important role in embedded systems [31, 123] where modularity is highly preferred and 

global signals are usually inefficient. Finally, I choose asynchronous logic features in our 

quest to derive average case power efficient embedded systems.   

A novel logic, named Asynchronous Charge Sharing Logic (ACSL) is introduced in this 

Chapter along with the design of all crucial components. The general comparison and 

discussion between synchronous logic and asynchronous logic has already been presented in 

Chapter 2 as well as the basic structure, fundamental protocols and function blocks of 

asynchronous circuits. The 4-phase dual-rail protocol is preferred in ACSL due to its high 

stability. However, high power consumption caused by dual-rail logic and comprehensive 

completion detectors sometimes restrict its popularity. ACSL addresses this by using charge 

sharing technology which has not been implemented in asynchronous logic before. 

Additionally, the realization of completion detection is simplified considerably. Apart from 

the power reduction, ACSL brings another promising feature in average power estimation 

called input data-independency where this characteristic would make power estimation 
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effortless and be meaningful for modular quantitative average case analysis as presented in 

Chapter 3.  

5.2 Asynchronous Charge Sharing Logic  

The cornerstone of Asynchronous Charge Sharing Logic (ACSL) is to successfully integrate 

the charge sharing technology with asynchronous logic. To realize this, Positive Feedback 

Adiabatic Logic (PFAL) is used to build the function blocks in ACSL because PFAL meets 

the principle of charge sharing technology and matches well with asynchronous logic. 

However, as the Power Clock Generator (PCG) in adiabatic logic is a big obstacle for 

asynchronous logic, the charge sharing technology is thus chosen to replace the PCG. Energy 

is preserved by transferring it to the next stage of the circuits, rather than recycling by the 

PCG in adiabatic logic. There are other advantages of ACSL, such as ultra-low leakage 

power due to the naturally incorporated power gating technology and simplified completion 

detection. In this section, the detail of charge sharing technology and power estimation are 

given. The basic blocks which make up ACSL are introduced. The general operation of 

ACSL is also explained. Finally, the circuit design and ACSL architecture are shown. 

5.2.1 Charge Sharing Technology 

Dual-rail differential dynamic logic is often used in asynchronous design due to its high 

reliability. The switching activity of this type of logic is high, in fact the switching 

probability equals one, because the pair of two complementary parts is pre-charged to VDD 

and one output node would be always discharged to ground during evaluation. Therefore, 

high power consumption is inevitable. The dynamic energy dissipation of a cycle of pre-

charging and evaluation in dual-rail dynamic logic is given by: 

2 2 21 1

2 2
Dynamic DD DD DDE CV CV CV                                           (5.1) 

where C is capacitance of the load and VDD is the supply voltage. Half of the total energy is 

dissipated during pre-charging and the remaining half is consumed during evaluation. The 

power consumption is almost constant despite the charge sharing between internal stack 

nodes. 
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On the other hand, ACSL uses sharing to replace pre-charging which effectively reduces the 

voltage charge by half. It is worth mentioning that ASCL is suitable to an array-based 

structure or other structures where capacitive load at each sharing node is close. The equation 

of a sharing event is given as:  

   1 1 1 2 2 2Q CV CV C V    

Given that 1 2C C  ,  1 1 1 2 2 2 1 22CV CV C V CV    

    
2 1

1

2
V V                                                                (5.2) 

As shown in Fig.5.1, C1 is the capacitive load at VPC1 and C2 is the capacitive load at VPC2. 

V1, which is the voltage of VPC1, is originally at VDD. At the end of sharing process, V2 

(VPC2 in Fig.5.1) approximately equals half of V1, VDD/2, assuming that C1 is the same as C2. 

For this condition, about 50% energy could be saved. The energy dissipation of ACSL, 

including one evaluation event by charging V2 from VDD/2 to full VDD and one stand-by event 

by discharging V2 from VDD/2 to ground, is given by:  

2 2 21 1 1
( ) ( )
2 2 2

ACSL DD DD DDE C V C V C V                                 (5.3) 

where C is the capacitive load. It is obvious that compared to the energy dissipation of dual-

rail dynamic logic, given enough time for charge sharing, theoretically half of the total energy 

is saved by the charge sharing technology.  

But there is a small amount of energy which is dissipated during sharing by the transistors as 

heat. Nevertheless, it can be concluded that the dynamic power consumption of ACSL is 

nearly uniformly distributed, which indicates that the power consumption is (almost) 

independent of the change of inputs and thus nearly constant. This feature can be very 

promising for the power analysis of modular applications as well as predictable design [124]. 

In terms of leakage power, as VPCs are discharged to zero in stand-by mode and power 

gating is naturally incorporated, ultra-low leakage power can be achieved. Some simulation 

results will be discussed in Section 5.3. 



ASYNCHRONOUS CHARGE SHARING LOGIC                    5.2 Asynchronous Charge Sharing Logic 

66 

 

 

 

Figure 5.1 General Operation of ACSL 

 

 

Figure 5.2 Simulation Waveforms for ACSL 

5.2.2 Basic Block 

The charging, discharging and sharing are performed by a power control block called 

VPC_Ctrl and a power sharing block called VPC_Shr. The VPC_Ctrl enables the evaluation 
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and discharging of the ACSL circuits while the VPC_Shr is used to share the energy between 

two neighboring stages. The length of sharing time is decided by Sharing Detector (SD). 

Besides these three new added blocks, other circuitry will be described at the end of this 

section. 

5.2.3 General Operation of ACSL 

The general operation of ACSL is illustrated by a three stage circuit in Fig.5.1. Firstly, 

VPC_Ctrl1 evaluates the logic block of Stage 1 to generate the outputs to Stage 2. After the 

outputs are ready, VPC_Shr1 placed between Stage 1 and Stage 2 is switched on. Then, 

energy is transferred from Stage 1 to Stage 2. Once VPC1 and VPC2 reach almost the same 

level, nearly VDD/2, SD would then turn off VPC_Shr1. VPC_Ctrl2 is then activated to 

charge VPC2 from VDD/2 to full VDD. VPC1 is discharged to zero through VPC_Ctrl1 when 

the evaluation of Stage 2 is completed. Meanwhile, VPC_Shr2 is turned on to pass energy 

from Stage2 to Stage 3. Then VPC3 is charged up to VDD by VPC_Ctrl3. VPC2 becomes zero 

subsequently. To take most advantage from ACSL, the last VPC can be connected to the first 

VPC through VPC_Shr. All the operations are summarized by three steps as follows. The 

simulation waveforms are depicted in Fig.5.2. 

(1) VPC(i) is charged up to VDD. VPC(i-1) is discharged to ground. 

(2) VPC(i) shares the energy with VPC(i+1) until both are at VDD/2. 

(3) VPC(i+1) is charged up to VDD. VPC(i) is the discharged to ground. 

Following the change of VPC, an important step in asynchronous logic, completion detection, 

could be accomplished by sensing VPC only rather than detecting every channel of the 

circuits using several AND and OR gates in dual-rail protocol. Nevertheless, it does not affect 

the robustness. So, VPC in ACSL serves not only as a power supply but also the symbol of 

completion status. By mixing these two functions, more power could be saved because 

completion detection of dual-rail protocol is usually expensive.  

5.2.4 Circuit Design and ACSL Architecture 

Fig.5.3 illustrates the detailed architecture of a two-stage ACSL circuit. Unlike the  
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Figure 5.3  Two Stage Architecture of ACSL Circuits 

conventional asynchronous circuits, which use the C-elements to manipulate registers and 

logic blocks, the Dynamic AND is accordingly used. The conventional two-input C-element 

produces zero output only if both in1 and in2 are low, shown in Fig.5.4 (a). In contrast, using 

Dynamic AND, shown in Fig.5.4 (b) leads to Ctrl(i) in Fig.5.3 switching to low voltage 

immediately once Ctrl(i+1)_n becomes low. In doing so, Sharing Detector (SD) exhibited in 

Fig.5.4 (c) is turned into evaluation mode, when both VPCs are higher than the threshold 

voltage of the NMOS transistor which leads the signal SD to become ’0’. It indicates that the 

sharing operation can be stopped by switching off VPC_Shr, see Fig.5.4 (d). When sharing is 

finished, VPC(i+1) is then charged up to VDD by VPC_Ctrl which is exhibited in Fig.5.4 (e). 

In PFCSL [125], which is the premier prototype of ACSL, delay elements are used in 

controlling the duration of charge sharing, which is set at about 0.5ns. However, by using SD 

instead, this duration can be reduced significantly which improves the speed of the ASCL 

circuits. Moreover, ACSL uses a dynamic buffer rather than multiple OR gates commonly 

used in conventional asynchronous circuits to accomplish the completion detection.  The 

dynamic buffer which is controlled by the Ctrl(i) signal in Fig.5.3 is to sense the VPC signals 

and thus to generate the Request signal. In doing so, the design effort, area and power 

consumption for detection can be saved dramatically.  

Furthermore, the signal transition diagrams of the four-phase handshaking model and the  
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(a)                                               (b)                                             (c) 

                             

                                                       (d)                                                                 (e)  

Figure 5.4 Schematics for (a) C-element (b) Dynamic AND gate (c) Sharing Detector (d) 

VPC_Shr (e) VPC_Ctrl 

 

                      

                                   (a)                                                                                     (b) 

Figure 5.5 Signal Transition Diagram for (a) Four Phase Handshaking Protocol (b) ACSL 

Handshaking Protocol 
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ACSL handshaking model are exhibited in Fig.5.5. It can be concluded that it is not allowed 

that two neighboring stages are in active mode at the same time in ACSL. Also, the on-time 

of each stage in ACSL is much shorter than that in the conventional four-phase protocol 

which results in lower leakage power consumption.  

 

(a) 

 

(b) 

Figure 5.6 (a) Generic PFAL Function Block (b) PFAL Full Adder 
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(a)                                                                    (b)   

Figure 5.7 Schematic for (a) Dual-control Lines Latch (b) IACSL Memory 

To build the ACSL circuits, the PFAL circuits, one-bit full adder as an example, is shown in 

Fig.5.6. The structure is well symmetric, and both N-MOS tree and cross-coupled inverter are 

powered by VPC, also the outputs are all followed by VPC. When the inputs are ready, VPC 

starts to evaluate the circuits by charging up to a certain value, usually VDD. Meanwhile, the 

differential outputs are set at ‘1’ or ‘0’ depending on the function of the n-tree. In adiabatic 

logic, after the outputs are read VPC then recycles the energy stored in the circuits by 

discharging itself to zero. However, in ACSL, VPC transfers the energy stage by stage. 

Meanwhile, it also serves as the source of completion detection.  

The other crucial part of ACSL components is the latch. It has to be assured that all data from 

the previous stage is loaded before the sharing happens. Two types of latch designs are 

illustrated in Fig.5.7. One is called dual-control lines latch and the other is named as IACS 

(Improved ACSL) memory.  

The dual-control lines latch, shown in Fig.5.7 (a), composed of 10 transistors, is manipulated 

by the controlling signals from two neighboring stages. The simulation waveforms of this 

latch are shown in Fig.5.8 (a). It can be seen that the latch is accessed only when the signal 

Req(i) is high and the signal Ctrl(i+1) is low. The latch enters into hold mode as soon as 

Ctrl(i+1) becomes high.  One potential disadvantage of this latch is that two cross-coupled 

inverters are directly connected to the outputs of the evaluation circuits, which may increase 

the capacitive load and thus the power dissipation. Moreover, the sizing of the latch needs to 

be taken care of in order to avoid errors during overwriting. 
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Fig.5.7 (b) exhibits the circuit of the IACSL memory. The pair of inputs is connected to two 

outputs of the previous function block in ACSL while the two output nodes are attached to 

the in and /in from function block of the next stage. Once the previous stage finishes 

evaluation which is controlled by the power supply VPC, one of the outputs is set high and 

the other is low. Then the outputs of the memory cell will then follow these values. In 

contrast with the dual-control lines latch, there is no timing control signal needed in IACSL 

memory which results in low area and power consumption (low capacitive load). The 

simulation waveforms of the IACSL memory are depicted in Fig.5.8 (b). It can be seen that  

the pair of outputs follows the change of inputs. It is worth mentioning that once the previous 

stage finishes evaluation and data has been absorbed by the IACSL memory, as mentioned in 

Section 5.2.3, VPC of the previous stage will be discharged to zero and so do the outputs 

(connected to the inputs of the IACSL memory), and under this circumstance, the IACSL 

memory will enter the sleep mode which leads to ultra-low leakage power dissipation. In the 

next section, the performance of the same asynchronous arithmetic unit with these two 

different memory designs will be compared and discussed. 

 

(a) 
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(b) 

Figure 5.8 Simulation Waveforms for (a) Dual-control Lines latch (b) IACSL memory 

5.2.5 Contributions of ACSL 

Through all these modifications, ACSL inherits the fundamentals of asynchronous logic 

with some modifications in order to efficiently implement the charge sharing technology and 

maximize the benefits. Although it makes use of PFAL, a logic family in adiabatic logic, to 

build functional units, it is not using the overhead of power clock generator and manages to 

preserve energy significantly. Apart from this, two memory cell designs were introduced as 

well. In particular, the IACSL memory with only 4 transistors is integrated into the ACSL 

circuits seamlessly. It is known that high power consumption caused by dual-rail logic and 

comprehensive completion detectors sometimes restrict its popularity. ACSL addresses this by 

using charge sharing technology along with power gating technique implemented as a no cost 

bonus. Additionally, the realization of completion detection is simplified considerably. 

Moreover, other design efforts, such as wiring and layout, can also be saved significantly. 

Apart of the power reduction, ACSL brings other promising features in average power 

estimation such as input data-independency and scalability, which will be shown in the next 

section. 
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5.3 Arithmetic Units Based on ACSL 

The proposed ACSL is employed to build arithmetic units, such as carry look-ahead 

adder[126], multiplier and Booth multiplier. A balanced structure is preferred so as to 

matching the duration of charge sharing between stages although unbalanced architecture 

could also be implemented in ACSL. In this Section, firstly, as a basic component in logic 

circuit design, several dual-rail one-bit full adders are compared. Secondly, the Kogge-Stone 

adder [127], one of the most popular parallel prefix formed carry look-ahead adders, is built 

based on ACSL with different memory designs, introduced in Section 5.2.4. Next, the 

performance of asynchronous array-based multipliers is investigated. Finally, a novel 

modified Booth multiplier design inspired by ACSL is proposed. All the circuits were 

simulated in commercially available 45nm CMOS process (GP model where VDD=1V, 

VTHN=0.26V and VTHP=-0.34V). Input vectors in all following simulations are generated by 

Linear Feedback Shift Register with corresponding bit width. Synopsys HSIPICE tool is used 

to run the simulations and get the power consumption.  

5.3.1 Ripple Carry Adder Comparison 

As discussed in the last section, ACSL consumes about 50% of the total energy per 

calculation, while the other half is transferred to the next stage. If compared to other dual-rail 

dynamic logic, the total dynamic power consumption is half of the total dissipation plus the 

dissipation for the sharing operation. 4-bit ripple carry adder models based on four types of 

logic were built.  

Fig.5.9 shows the effect of the supply voltage scaling from 1.2V to 0.8V on the power 

consumption for four 1-bit adders (from 4-bit ripple carry adders) all running at 100MHz. It 

can be seen that the proposed ACSL saves around 45% power compared to PFAL which runs 

in Non-Adiabatic mode. About 5% energy is lost during sharing. The power varies from 

181nW to 405nW for ACSL. The power consumption of DDCVSL [84] is very close to 

PFAL (Non-Adiabatic) when the power supply is not greater than 1V. When VDD is raised to 

1.2 V, about 8% more power is dissipated by DDCVSL. In all cases, dual-rail Domino logic 

has the highest power dissipation, varying from 410nW to 1000nW. 
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Figure 5.9 Dynamic Power Comparison of Adder Designs 

Table 5.1 lists the Power-Delay Product, leakage power of four adder designs which all run at 

their maximum speed while VDD is set to 1V. The power-delay product (PDP) of ACSL has 

43% and 44% improvement compared to PFAL and DDCVSL, which is a similar saving to 

that of supply voltage scaling. The delay time includes charge sharing and evaluation for 

ASCL. For DDCVSL and Domino logic, it consists of the pre-charging and evaluation times. 

For PFAL (Non-Adiabatic), it is decided by the charging and discharging times. Leakage 

power is becoming significant when deep sub-micron process is used. For many embedded 

system applications including wireless sensor networks, the leakage power dominates in the 

total power consumption. Leakage power comparison of these four types of full adders in 

stand-by mode is shown in Table 5.1, where the ACSL adder has the lowest leakage power, 

1.97nW while the PFAL adder consumes 10% more power. The leakage power of DDCVSL 

adder and Domino logic adder are 7.83nW and 8.24nW respectively, which are several times 

more than by using ACSL. This is due to all the internal nodes of ACSL circuits being 

discharged to zero in stand-by mode rather than being pre-charged to full VDD for DDCVSL 

and Domino logic. 
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Table 5.1 Power, Speed Comparison of Four Types of Adders 

VDD=1V ACSL PFAL DDCVSL Domino 

Power (µW) 23.3 51.4 62.3 73.4 

Delay (nS) 0.124 0.099 0.083 0.09 

PDP (fJ)  2.89 5.09 5.17 6.61 

Power Ratio / +43% +44% +56% 

Leakage (nW) 1.97 2.17 7.83 8.24 

 

5.3.2 Kogge-Stone Adder 

A parallel prefix formed carry look-ahead adder is widely used for its high speed by reducing 

the time needed to determine carry bits. There are several different structures for this type of 

adder. They are distinguished from each other by the fan-out and logic depth. The Kogge-

Stone shown in Fig.5.10 (a) and Sklansky adder [128] Fig.5.10 (b) are famous models of this 

type of adder, which are also known as parallel-prefix adders. The former has low logic depth, 

high node count, minimal fan-out (only one at each node). Therefore, it sacrifices power and 

area consumption to achieve low propagation delay. While the latter is another situation, with 

higher logic depth and less nodes (high fan-out), longer calculation time and low power and 

area consumption.  

Considering the whole structure of the circuits and their corresponding fan-out, the Kogge-

Stone adder is favoured in my design due to its minimal fan-out. Moreover, the Kogge-Stone 

adder is a parallel prefix form carry look-ahead adder, where the execution of an operation is 

in parallel by small pieces, which produce the propagate bit, Pi, and the generate bit, Gi. 

Generally speaking, there are three main blocks of the parallel prefix adder, namely pre-

calculation, carry calculation and post-calculation. All these blocks can be constructed by 

simple logic units, such as XOR gates, AND gates and OR gates. They have to be 

transformed into PFAL topology to match the ACSL operation.  
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(a)                                            (b) 

Figure 5.10  Parallel-prefix Adders (a)  Kogge–Stone Adder (b) Sklansky Adder [128] 

To demonstrate the efficiency of ACSL in power saving, two Kogge-Stone adders, 8-bit and 

16-bit were built. For the 8-bit model, two proposed memory designs are both used. LFSR 

(Linear Feedback Shift Register) was used to generate pseudo-random input vectors for the 

adders for verification and average power estimation. Several synchronous and asynchronous 

carry look-ahead adder implementations [129, 130] were chosen as benchmarks. The energy, 

area and static power consumption of these different designs are summarized in Table 5.2 

where the design combined with the proposed IACSL memory is called Improved 

Asynchronous Charge Sharing Logic (IACSL), while the topology using the dual-control line 

latch is still named as ACSL.  

It is clear that the proposed IACSL adders have great energy saving compared with other 

designs. The energy is reduced by more than a factor of 4 in contrast with the Dual-Vth adder 

[130]. While compared to ACSL counterpart, about 10% energy reduction is achieved. In 

terms of static power, IACSL has superior performance, with more than 60% saving  
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Table 5.2 Comparison of Energy, Area and Static Power 

Design Type/Bit 
Input Rate 

(MHz) 

Scaled 

Energy (fJ) 

Static 

Power (nW) 

Transistor 

Count 

ANT [129] Asyn./8 100 2794 / 2250 

Dual-Vt [130] Syn./8 500 870 / 882 

ACSL Asyn./8 500 218 450 2036 

IACSL Asyn./8 500 200 280 1652 

IACSL Asyn./16 500 408 370 3587 

Scaling factor = Voltage Scaling * Energy Operation Scaling 

Voltage Scaling = (VDD of the prior design/VDD of the proposed design)
2
 

Energy Operation Scaling = Gate length of the prior design/Gate length of the proposed design 

(Normally, the operand bit length is also considered in the scaling factor. As there is only one 

16-bit model in the table, the effect of bit width is omitted.) 

compared to the ACSL adder with same operand width, which has been demonstrated to 

possess ultra-low leakage property. It is interesting to see that even the 16-bit IACSL adder 

has lower static power dissipation than the 8-bit ACSL one. Moreover, the transistor count of 

the IACSL designs is also smaller than the other two asynchronous models.  

Moreover, the great scalability is also demonstrated where the energy consumption of the 

proposed 16-bit ACSL Kogge-Stone adder is almost twice as much as that of the proposed 8-

bit one. This feature could lead to easy-predictability in terms of power with the increase in 

input size. 

 

5.3.3 Array-based Multiplier 

The architecture of 8x8-bit array-based asynchronous integer multiplier is shown in Fig.5.11 

where Stage 8 is composed of Nielsen adders [131]. Other adders in the multiplier are all 

based on ACSL, PFAL, DDCVSL and dual-rail Domino logic. Both IACSL and ACSL 

models were implemented. Each design runs at its maximum speed. The reason to choose an  
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Table 5.3 Power, Speed, Area Comparison of Four Integer Multipliers 

VDD=1V IACSL ACSL PFAL DDCVSL Domino 

Power (µW) 366 322 462 573 608 

Delay (nS) 2.45 3 2.75 2.34 2.51 

PDP (pJ)  0.897 0.965 1.27 1.34 1.525 

Saving / 8% 30% 34% 42% 

Leakage (µW) 0.95 0.99 1.02 1.32 1.34 

Transistors 4985 5546 5468 5342 5538 

array-based multiplier rather than a  tree-based style is due to the more balanced capacitive 

load contribution. Between each stage, latches are inserted and controlled following the 

handshake protocol. Standard static AND gates are used throughout the whole design, except 

at the first stage where dual-rail dynamic AND gates are deployed for the purpose of 

completion detection. It should be noted that the dual-control lines latches are used to connect 

AND gates with adders in IACSL while ACSL memories only link ACSL adders.  

Table 5.3 lists the Power-Delay Product (PDP), the leakage power and the transistor count of 

all five designs including IACSL and ACSL. The delay time in Table 5.3 is defined as the 

time gap between the Request signal at the first stage and the Completion signal at the last 

stage. Itshould be noted that time consumed by pre-charging in DDCVSL and dual-rail 

Domino logic and by charge sharing in ACSL is included into the total delay time.  

Regarding the dynamic power dissipation, the proposed ACSL saves 30% and 44% when 

compared to PFAL (Non-Adiabatic) and DDCVSL, respectively. While the IACSL consumes 

slightly more power due to its quicker speed, it is clear that IACSL is the second quickest 

among all, only slower than DDCVSL while ACSL design is a bit slower than the other four 

types of logic. It can be concluded that using the novel IACSL memory improves the 

performance substantially. The PDP of IACSL is the smallest, around 34% improvement 

against DDCVSL which is widely used in asynchronous designs and 30% to PFAL (Non-

Adiabatic), compared to ACSL one, it is 8% better. It is interesting to see PFAL has smaller 

PDP than DDCVSL. To estimate the leakage power, all designs are turned into idle mode 

where no signal is switching. As mentioned above, due to the characteristic of ACSL, it has 
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the lowest leakage power. It can be seen from Table 5.3 that the IACSL and ACSL 

multipliers consume only 0.95uW and 0.99µW leakage power, which is more than 30% 

saving compared to DDCVSL and dual-rail Domino logic. It should be noted that IACSL 

memories are only chosen to connect with ACSL adders rather than AND gates. Thus, the 

leakage power reduction is not as significant as that in carry look-ahead adders, which only 

uses IACSL memories. Finally, the IACSL multiplier consumes the lowest area in terms of 

transistor numbers, more than 7% decrease in contrast with DDCVSL multiplier.  

To sum up, IACSL is outstanding in almost every area; the second quickest, the most energy  

 

Figure 5.11 Block Diagram – 8x8-bit Multiplier 
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efficient and the lowest transistor consumption indicates it could serve as a quite promising 

alternative in asynchronous logic designs.  

5.3.4 Booth Multiplier 

The main architecture of a 16x16-bit Booth radix-4 array multiplier is shown in Fig.5.12. It is 

composed of the Partial Product Generator (PPG) and the adder block. The PPG generates 

Partial Products (PPs) based on the Multiplicand X and Multiplier Y as inputs.  The PPs are 

then fed into the adder blocks. The modified Booth multiplication algorithm, which is used in 

this work, is explained in [126]. The main benefit of the Booth multiplier is that it uses a 

small number of PPs and reduces the number of rows in the adder blocks. Because the PPs 

are ready before the calculations in the adder block begin, there would be needless switching 

activity occurring during the summation by the full adders. Asynchronous logic is thus very 

useful in suppressing the spurious switching. At each stage the inputs are synchronized so 

that there will be no glitches. Therefore, the average number of switches is reduced 

significantly, hence consuming less power. In Fig.5.12, the first seven rows of the adder 

block are the Carry Save Adders (CSAs) [132] and the final row is the Ripple Carry Adder 

(RCA). The result of the multiplier P is represented on 32-bits. 

5.3.4.1 Novel ACSL PPG Architecture 

The PPG, which is the essential part to implement the Booth encoding algorithm, consists of 

N duplicate circuits, where N is the number of bits of the multiplier. The architecture of the 

proposed Booth PPG is shown in Fig.5.13(b) while the conventional PPG is exhibited in 

Fig.5.13 (a). I used the standard encoding part but did a small modification to the decoding 

circuits. A circuit called Carry Decide (CD) is introduced to decrease the number of 

unnecessary 0 to 1 switchings.  

The other change to the PPG is that our new PPG only requires one set of encoding and 

decoding circuits instead of 8 duplicates in the conventional PPG architecture. This is due to 

the introduction of ACSL and a block called Selector. This block records a radix-4 group 

from the 16-bit Multiplier Y based on the current round [126]. Fig.5.14 depicts a schematic of 

the whole proposed PPG, including Registers, Booth PPG and the Selector which is 

composed of AND and OR gates and controlled by the signals namely Ctrl(i) from the ACSL 
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Figure 5.12 Block Diagram of a 16x16 Radix-4 Booth Multiplier 

 

 

(a) Conventional Booth Partial Product Generator 
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(b) Proposed Booth Partial Product Generator 

Figure 5.13 Two Booth Partial Product Generators 

 

Figure 5.14 Block Diagram of Proposed PPG 

Table 5.4 ACSL PPG versus Standard PPG 

VDD=1V ACSL PPG Standard PPG 

Type Radix-4 Radix-4 

Technology (nm) 45 45 

Dynamic Power @ 

100MHz (µW) 
78 83 

Static Power (µW) 0.7 2.6 

Transistor Count 1830 6544 
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Figure 5.15 Block Diagram of ACSL Booth Multiplier 

circuits (Fig.5.3). Slightly different to the protocol introduced in Section 5.2.4, there is only 

one control signal, Ctrl(i), turned on at each time, which means there is no conflict among 

stages. In this way, there is only one set of Y(2i-1), Y(2i) and Y(2i+1) selected by the Selector 

each time and thus only one group of Partial Products generated are fed to the corresponding 

ACSL full adders unlike the standard PPG which produces all PPs at once. For example, 

when Ctrl(2) is high and other Control signals are low correspondingly, a set of Multiplier Y, 

Y(3), Y(4) and Y(5) is chosen by the Selector and sent to the Booth Encoder.  

Therefore, only one set of Booth encoders and Booth decoders is required in ACSL PPG, 

which could significantly reduce the area and thus static power consumption unlike the 

conventional PPG computes the all partial products simultaneously. However, this novel 

method introduces one more pipeline stage in ACSL which increase the latency a bit. 

Regarding the dynamic power consumption, the ACSL PPG may not have much 

improvement because it highly depends on the input vectors.  In order to demonstrate the 

advantages of the proposed ACSL PPG, the standard 16-bit Radix-4 PPG is also built using 

45nm CMOS process. Table5.4 summarizes the comparison between the ACSL PPG and the 

standard PPG in terms of dynamic power, static power and transistor count. There is little 

difference in dynamic power consumption. However, as expected, the ACSL PPG consumes 

only 0.7µW static power while the standard PPG dissipates about 3.7 times more. Moreover, 
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the proposed architecture only takes 1830 transistors while the conventional PPG uses 6544 

transistors. More than 70% area is saved in this part particularly. 

5.3.4.2 Proposed ACSL Booth Multiplier 

The block diagram of the proposed 16x16-bit Booth multiplier is shown in Fig.5.15. The first 

VPC of ACSL circuits is connected with the last VPC of ACSL circuits through VPC_Shr to 

save as much power as possible. The ripple carry adders are used in the final stage of this 

multiplier. The operation of the multiplier is as follows. Firstly, the Multiplicand X and 

Multiplier Y are loaded into the proposed PPG, named ACSL PPG, by D-type Flip-flops. The 

first set of PP is then ready and fetched by Stage 1. Meanwhile, the ACSL PPG generates the 

second set of PP for stage 2. At stage 2, PP1 and PP2 are added by ACSL adders. The 

following operations can be referred to section 5.2. VPC(i) shares the energy with VPC(i+1). 

As mentioned above, PPs are generated one set by one set according to the value of Ctrl(i). It 

should be noted that the PP to be added in the current stage is generated when the previous 

stage is activated. For example, PP4, which is the input for stage 4, is calculated while stage 3 

is computing. 

A 16x16 Booth multiplier was designed using IACSL and cooperated with ACSL PPG. The 

multiplier was analyzed under the condition of a 1 volt supply and 27ºC temperature on 45nm 

CMOS technology. The input vectors were generated by 4 8-bit LFSRs. Compared to other 

multiplier designs in [133-135], where Hsu [134] and SPST [133] are synchronous designs, 

both using Booth encoding while ANS [135] works under asynchronous communication 

protocol and without Booth's algorithm. Also, in [135], it is claimed that the asynchronous 

multiplier consumes less than half of the synchronous counterpart and the Non-Booth 

multiplier saves 23 % of the power of the modified Booth’s algorithm.  

Table 5.5 lists comprehensive comparisons among the four designs. Only ANS is with 32- bit 

operand width. It is worth mentioning that SPST could run up to 200 MHz while the power 

consumption in the table was given for 100MHz. The delay of the proposed IACSL 

multiplier is 6nS. The power-delay product is only 2.04pJ. Compared with the scaled PDP of 

other three designs, our IACSL multiplier achieves about 7 % and 24 % improvement against 

SPST and Hsu multipliers while 18% reduction is obtained in contrast with ANS.  In terms of 

the area, the proposed IACSL design consumes almost the same number of transistors as that  
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Table 5.5 Performance Comparison with the Existing Multipliers 

 IACSL Hsu[134]  SPST[133]  ANS[135]  

Type/Bit 
Asyn. 

Booth/16 

Syn. 

Booth/16 

Syn. 

Booth/16 

Asyn. Non-

Booth/32 

Technology (nm) 45 90 180 180 

Power Supply (V) 1 1.3 1.8 1.8 

Power (mW) 0.34 9 2.82 6.47 

Delay (nS) 6 1 10 10 

PDP (pJ) 2.04 9 28.2 64.7 

Scaled PDP 2.04 2.66 2.18 2.49 

Area 11820 (tr.) 
0.03 

(mm2) 
11028 (tr.) / 

Scaling factor = Voltage Scaling * Energy Operation Scaling * Operand Length Ratio 

Operand Length Ratio = Bit length of the prior design/ Bit length of the proposed design 

Voltage Scaling = (VDD of the prior design/VDD of the proposed design)
2
 

Energy Operation Scaling = Gate length of the prior design/Gate length of the proposed design 

of SPST. Normally, asynchronous designs take more transistors than their synchronous 

counterparts. However, due to the ACSL PPG, a large number of transistors (and thus area) is 

saved. 

5.4 ACSL Power Estimation 

The input pattern dependence problem discussed in Chapter 3 poses significant difficulties in 

achieving efficient and accurate power estimation. Moreover, in synchronous circuits where 

the clock signal triggers the lathes, the corresponding latch power is drawn in synchrony with 

the clock edge. The situation is somewhat different for gates inside the combinational blocks. 

Even though the inputs to a combinational logic block are fed by latches/registers, the 

internal gates may still make several transitions before settling to the steady state. These so-

called glitches lead to additional power consumption. These unwanted switches contribute 

typically around 20% of the total power and in some specific applications, like combinational 
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adders, the value could be as high as 70% [11]. Consequently, it brings a new challenge for 

accurate power estimation in synchronous designs. Because asynchronous circuits are speed 

(or delay) insensitive, especially for dual-rail handshaking protocol, hazards and glitches are 

thoroughly eliminated and thus high accuracy in power estimation could be expected. 

Previous work [136, 137] focus on a high-level behavioral description of asynchronous 

circuits such as Petri-Net model [138]. The problem is that the circuit behavior still depends 

on inputs. Otherwise, a pattern-independent approach could be an alternative, which captures 

the set of all possible input signal combinations by sacrificing the efficiency.  

In Chapter 3, two concepts named random bag preservation and linear compositionality were 

introduced and demonstrated. However, ACSL is provided with easy-predictability regarding 

the power consumption. Recall the equation of energy consumption of ACSL:  

1 1 1 2 2 2Q CV CV C V    

Given that 1 2C C  ,  1 1 1 2 2 2 1 22CV CV C V CV    

2 1

1

2
V V

 

2 2 21 1 1
( ) ( )
2 2 2

ACSL DD DD DDE C V C V C V  
                             (5.3) 

 

The total energy dissipation includes one evaluation event by charging V2 from VDD/2 to full 

VDD and one stand-by event by discharging V2 from VDD/2 to ground. The dynamic energy 

consumption is constant, where half of the energy is transferred to the next stage. 

Independent of the input vectors, only one side of the function blocks get charged through 

VPC_Ctrl, then after evaluation finishes, the energy is shared through VPC_Shr. This is due 

to the dynamic dual-rail structure implemented with charge sharing technology.  It should be 

noted that both dual-control lines latch and IACSL memory do not have the data-independent 

feature. For these sequential circuits, the assumption that all states are equally probable does 

not hold in practice.  
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Table 5.6 Power Summary of 8-bit ACSL Carry Look-ahead Adder 

VDD=1V 
Test Vector 

1 

Test Vector 

2 

Test Vector 

3 
Average 

VPC_Ctrl (µW) 3.218 3.213 3.200 3.211 

Deviation from 

average 
 0.2% 0.06% 0.3% / 

VPC_Shr (µW) 1.637 1.640 1.649 1.642 

Deviation from 

average 
0.3% 0.1% 0.4% / 

Charge Sharing 

Efficiency 
50.8% 51.0% 51.5% 51.1% 

Carry_cell (nW) 19.5 20.1 19.3 19.6 

Deviation from 

average 
0.5% 2.5% 1.5% / 

8-bit Adder  + 

LFSR (µW) 
124.7 134.9 128.7 129.4 

Deviation from 

average 
3.6% 4.2% 0.5% / 

To demonstrate the predictability of ACSL, 8-bit Kogge-Stone adder introduced in last sub-

section is used, which is provoked by an 8-bit LFSR. Three different sets of input vectors are 

thus generated, each contains 25 vectors.  

Table 5.6 summarizes the dynamic power consumption of the three sections and their average 

values. The power of a VPC_Ctrl, a VPC_Shr, a Carry_cell the 8-bit adder (with LFSR), are 

listed specifically. It should be noted that one set of VPC_Ctrl and VPC_Shr takes charge of 

evaluation and charge sharing for one stage while it may supply power for several PFAL 

function blocks depending on the size of the circuit. 

It can be seen that power consumption of VPC_Ctrl and VPC_Shr is almost unchanged where 

VPC_Ctrl consumes 3.211µW and VPC_Shr passes about 1.642 µW to the next stage  while 

the maximum error of both blocks is less than 0.4%, which proves these two blocks are input-
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vector independent. Meanwhile, the charge sharing efficiency is slightly over 50%, which 

proves the theory of ACSL. Regarding the power consumption of Carry_cell, it is also nearly 

constant despite it only consuming around 20nW per calculation. This is because most power 

is consumed through VPC_Ctrl or transferred by VPC_Shr. For the total power consumption 

of the 8-bit adder along with the LFSR, the maximum error is 4.2%, which is because of to 

the LFSR and the static property of memories in the circuit. Along with the scalability, ACSL 

is ideal for modular design and easily to allocate the corresponding power budget. 

5.5 Conclusion 

Due to the promising features of asynchronous logic, such as high stability, average-case 

performance, potential low power consumption, a novel logic style named Asynchronous 

Charge Sharing Logic is proposed. It has not only the advantage of asynchronous logic but 

also the principle of adiabatic logic. Dissimilar to adiabatic circuits, which require resonant 

circuits or capacitor tanks to generate a ramp-like voltage supply, introduced in Chapter 2, 

ACSL circuits directly use a DC voltage supply along with charge sharing technique. It 

successfully eliminates the overhead of those specially-designed power supplies. However, it 

inherits the main structure of PFAL function blocks, which is arguably the most energy-

efficient logic family in adiabatic logic. In order to implement the charge sharing technology, 

in ACSL, there is only one stage that could be activated between two neighboring stages at 

each time. Hence, a modified dual-rail handshaking protocol is also introduced.  

I present three prototypes in developing ACSL. The premier design is called asynchronous 

Positive Feedback Charge Sharing Logic (PFCSL), which employs delay elements between 

stages to ensure sufficient time margin for the charge sharing operation and thus is the 

slowest prototype. The second model is called ACSL, which has two improvements 

compared to the previous one. Firstly, the completion detection is determined by the value of 

power supply rather than dual-rail outputs. Secondly, circuits called Sharing Detectors are 

introduced to replace the delay elements in PFCSL to manipulate the charge sharing 

operation, which significantly reduces the sharing time and thus increases the performance 

greatly but sacrifice some efficiency in energy transferring. The final model is named 

Improved Asynchronous Charge Sharing Logic (IACSL). The biggest advance is to use the 

newly-designed IACSL memory to replace the dual-control lines latch, which could save up 
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to 6 transistors per latch. Compared to the dual-control lines latch, none of the handshaking 

signals are involved in the IACSL memory, the memory is directly controlled by outputs 

from PFAL function blocks. Area and power consumption, especially the static power 

consumption, gets improved substantially.  

Several arithmetic units, such as the carry look-ahead adder, the array-based multiplier and 

the Booth multiplier, were designed and simulated. First, the 4-bit ACSL ripple carry adder 

was used to demonstrate the principle of charge sharing technology. Adders based on 

DDCVSL, PFAL and Domino logic were also built to compare with the ACSL adder. More 

than 40% improvement in PDP is gained. After that, both ACSL and IACSL were 

implemented in the Kogge-Stone adder and an array-based 8-bit multiplier. Considerable 

savings in area and power consumption are achieved. Then, the IACSL Booth multiplier was 

introduced with the novel ACSL PPG. Thanks to the protocol of ACSL, a large number of 

transistors is saved in PPG with significant leakage power consumption. Compared to other 

Booth multipliers, the proposed IACSL design has the lowest PDP with little increase in 

terms of transistor numbers. Finally, the easy-predictability of Asynchronous Charge Sharing 

Logic has been explored. According to the results, evaluation and charge sharing of function 

blocks are not affected by the input vectors. 50% charge sharing efficiency is also proved. 

This is a very useful feature for an efficient average-case estimation.  
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6 ASYNCHRONOUS SUB-THRESHOLD BIDIRECTIONAL ALU DESIGN 

   

6.1 Introduction 

An Arithmetic Logic Unit (ALU) forms one of the core parts of a processor design. From 

program counter update to the address calculation of a jump instruction ALU plays the major 

role. Deep sub-micron technology nodes raise several challenges in the digital circuit design.  

Several architectures of arithmetic circuits and ALU, have been proposed in the past decade. 

The main constraint of embedded systems is power consumption. With the goal of power 

optimization, various adder designs (a common component of an ALU) were proposed [139-

141]. Different architectures and different logic styles were used to design these arithmetic 

circuits.  

As introduced in the previous Chapter, asynchronous logic and corresponding circuit design 

is a promising design style and a number of asynchronous adder and ALU designs are 

reported in the literature [142, 143]. Other than adiabatic logic and asynchronous logic, Sub-

threshold logic, mentioned in Chapter 1, is a methodology to lower the power consumption 

by trading off its performance. Moreover, an emerging logic family named reversible logic 

also draws attention due to its feasibility in quantum computing implementation which 

promises asymptotically zero-power dissipation. 

A new asynchronous ALU with a ripple carry adder implemented using the logically 

reversible/bidirectional characteristic exhibiting ultra-low power dissipation with sub-

threshold region operating point is presented in this Chapter. A brief background on sub-

threshold logic and reversible logic is given in the next Section. The proposed ALU design 

shown in Section 6.3 presents the details of the basic components of the design from the 

constituent latch to the sense amplifier. Complete operation of the ALU based on a 

handshaking protocol is discussed in detail. Power and performance are the two main metrics 

used in this work. Simulation results of the ALU with size ranging from 4-bit to 32-bit are 

presented in Section 6.4 and the above mentioned metrics are analyzed against the 

conventional domino logic based adder and the reversible adder reported in [144].  
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6.2 Background  

6.2.1 Sub-threshold Logic 

Over the last decade, sub-threshold logic established itself among one of the efficient 

techniques for reducing the energy consumption per operation for digital circuits. The 

principle behind it is to save the power consumption by lowering the supply voltage, VDD, to 

an extremely low level, below the threshold voltage, Vt, of a transistor. According to the 

equation of dynamic power consumption, given in Chapter 1, it directly leads to a quadratic 

reduction of power at the expense of increasing the gate delay significantly.  

While the technology shrinks, it does not only result in smaller area but also decreases the 

parasitic capacitors and increases the sub-threshold current of the MOS transistors. These 

changes allow certain circuits to run at even lower VDD; thereby, more power consumption 

can be saved without losing performance compared to the older process node. 

However, as mentioned before, the static power dominates the total power consumption in 

some deep sub-micron regions, especially for low throughput applications. Therefore, it is 

necessary to investigate the optimal power supply which is traded off by both dynamic and 

leakage power. The concept of minimum-energy point is an important characteristic of sub-

threshold logic [145]. In [146], some preliminary work has been done in this area, and some 

methods have been proposed.  

6.2.2 Reversible Logic 

In the modern deep-submicron IC design, physical limits of scaling and power dissipation 

have become prime factors to be dealt with for efficient system design.   

Landauer [147] has shown that for every bit of information lost in logic computations that are 

not reversible , kT *ln2 joules of heat energy is generated, where k is the Boltzmann’s 

constant and T is the absolute temperature at which the computation is performed. Bennett 

[148] has shown that zero power dissipation in logic circuits is possible only if a circuit is 

composed of reversible logic gates. Several Reversible logic design approaches are explored 

lately to realize reversible designs [149, 150]. 

A gate is reversible, when the input and output of the circuits are bijective, i.e. if there is a 
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                                   (a)                                                                      (b)                                      

Figure 6.1  Reversible Gates (a) Feynman Gate (b) Toffoli Gate 

distinct output assignment for each distinct input. Thus, a reversible gate’s inputs can be 

uniquely determined from its outputs. A reversible logic gate must have the same number of 

inputs and outputs [151]. Reversible gates are balanced, i.e. the outputs are 1 for exactly half 

of the number of inputs. Some of the major problems with reversible logic synthesis are [147]: 

1) Fan-outs are not allowed; 

2) Feedback from gate outputs to inputs are not permitted. 

A logic synthesis technique using reversible gate should have the following features [147] 

1) Use minimum number of garbage (unused) outputs; 

2) Use minimum input constants; 

3) Keep the length of cascading gates to a minimum; 

4) Use minimum number of gates; 

Several reversible combinational gates are widely used called the Toffolli gate, the Fredkin 

gate and the Feynman gate [147]. The circuit diagram of the Feynman and Toffolli gates are 

as shown in Fig.6.1. 

6.3 Proposed ALU Design  

Besides addition (or subtraction), there are other logic operations that should be performed 

within the ALU, such as AND, OR, etc. The proposed asynchronous ALU is able to run in 

three different modes namely Addition, AND and OR without using a separate AND array, 

OR array and the additional multiplexer. This leads to benefits in power and area reduction. 

To make the whole system more power efficient, the proposed ALU runs in the sub-threshold 

region. The core logic of the proposed adder is to take advantage of the bidirectional 
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characteristic of logic reversibility, and the asynchronous handshaking protocol. Thus we 

propose an asynchronous ALU with ADD, OR and AND operations built using the ripple 

carry adder. The propagation of the carry signal is the critical path of the ripple carry adder. 

The main principle of the proposed design is to make the carry signal available prior to the 

sum output and thereby increase the performance of the adder.  

6.3.1 Proposed Full Adder Design 

The proposed full adder uses some benefits of the pass gate based design introduced in  [150] 

and the CMDK adder reported in [144]. The CMDK adder was built using the Majority (MAJ) 

gate and Un-majority and Sum (UMS) gate as shown in Fig.6.2, which contains six reversible 

gates in total (2 Feynman gates, 4 Toffoli gates). The symbol “⊕” in the figure represents the 

EXOR logic equivalent and the dots represent the logical AND. Also each level of the design 

represents one gate. For example, the first level of the MAJ gate is called Feynman gate 

(Controlled-gate), shown in Fig.6.1 (a), so is the second level gate and the third level is called 

Toffoli gate (Controlled-Controlled NOT gate) depicted in Fig.6.1 (b).  

In [48], these two gates were realized using pass-transistor logic (PTL) based design as 

shown in Fig.6.3 (a) and (b). Each switch is composed of one NMOS transistor and one 

PMOS transistor using two complementary signals as control. It should be noted that the 

circuit is a dual-rail implementation with each signal represented by two lines (ex. A= (A,A’), 

B=(B,B’)). The main reason for selecting these gates is that they provide the 

bidirectional/reversible operation of the adder: the inputs of the adder can act as outputs and 

vice versa as required.  

 

Figure 6.2 The CMDK Adder [144] 
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                                   (a)                                                              (b)                                      

Figure 6.3 PTL Implementation of (a) Feynman Gate (b) Toffoli Gate [48] 

The architecture of the proposed adder is exhibited in Fig.6.4. It consists of 4 reversible gates 

(3 Toffoli gates and 1 Feynman gate). A signal called Dir is introduced in this design which 

controls the data flow direction of the adder. This full adder is designed in Asynchronous 

logic. The full adder works in forward and backward directions which is due to the usage of 

the transmission gates. The detail of the operation of the whole asynchronous ALU design 

will be given later. In this sub-section, I only focus on the description of the adder design. 

When the full adder runs in normal mode, i.e. the forward direction (from left to right), the 

circuit works as the majority gate by setting the Dir signal at ‘0’. In this mode, the carry 

signal is generated by the circuit. In the backward mode (from right to left), Dir is switched 

to ‘1’ and to change the functionality of the circuit. The original input A would be 

overwritten by the sum output. It should be noted that the reversibility of the circuit has not 

been affected even by the added control line which means the original inputs could still be re-

generated by running the reverse operation.  

An example is shown in Fig.6.5. First, in Fig.6.5 (a) inputs A=1 B=0 Cin=1 are being fed into 

the circuit while the Dir signal is set to 0. In this mode, the carry signal, Cout, is generated 

which is 1 in this case. Next, in Fig.6.5 (b), the control signal Dir is set to 1, which 

subsequently changes the value of A from 1 to 0, at this time, signal A could be regarded as 

Sum.  
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6.3.2 Proposed ALU Design 

Figure 6.6 shows the architecture of  a one stage ALU which consists of the proposed full 

adder, latch, sense amplifier, nor gate, inverter and C-element. There is no separate AND 

array and OR array in our ALU.   

6.3.2.1 General Operation 

In Fig.6.6, after the Req signal and Ack signal is low, and given that Set is kept low, C-

element triggers Dir signal to high and thus enables the latches to load the data A, B, Cin, 

Cin’ into the adder for the evaluation. Meanwhile, Dir’ signal pre-charges the sense amplifier 

of Sum output to make Complete_Sum signal to high. Accordingly, it turns on the sense  

 

 

Figure 6.4 Proposed Bidirectional Full Adder 

 

 

(a) 
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(b) 

Figure 6.5 (a) Forward Computation (b) Reverse Computation 

 

 

Figure 6.6 Proposed ALU Block Diagram 

amplifier of Cout to generate the carry signals for next stage. The feedback-control signal 

Complete_Cout’ becomes low to turn off the latch for Cin and Cin’. The Complete_Cout 

signal becomes high to inform the next stage that the carry signals are ready. The Sum 

operation takes place when Req is low and Ack is high. In this instance, Dir’ signal turns high 

and thus  enables the sense amplifier to sense the Sum and Sum’ outputs.  
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6.3.2.2 Key Elements 

Since the whole circuit operates in the sub-threshold region, the sense amplifier illustrated in 

Fig 6.7 is significant to improve the speed, and to enhance the robustness of the circuit. It 

should be noted that the sizing of the transistors in this amplifier should be considered [152]. 

Moreover, to make the full adder operate properly as OR and AND gates, the C-element and 

the latch for loading the pair of Cin signals needs to be re-designed. It is worth mentioning 

that the latches for loading inputs A and B are conventional. Fig.6.8 and Fig.6.9 show the 

schematic of the C-element and the new latch respectively. The signal Set is inserted into C-

element to manipulate three different modes of ALU within the proposed bidirectional full 

adder. When Set is low, C-element works just like the normal one. When Set is switched to 

high value, the output of C-element, Dir, is forced to high value as well. With the specific 

combination of AND and OR signals which inserted into the Latch, the output of the latch is 

controllable. 

Table 6.1 lists the conditions of three different modes. When Set, AND, OR signals are all 0, 

it behaves as an asynchronous ripple carry adder. Once Set becomes high, the ALU could be 

transferred into AND or OR mode depending on the value of AND and OR mode-controlled 

signals. The execution flow of three cascaded stages is illustrated in Fig. 6.10. The ALU 

works as the ripple carry adder in ADD mode. In contrast, the conventional architecture of 

ALU is shown in Fig. 6.11 where the 2-bit Opcode signal is used to select the data from the 

multiplexer. It should be noticed that, in the proposed design, the subtraction could be 

realized by controlling the input of B just as that depicted in Fig. 6.11.  

6.4 Performance Evaluation 

The proposed ALU and other benchmark designs were all implemented at transistor level 

using the commercially available 45nm technology. Simulation and design implementation 

were carried out using the Synopsys HSPICE. ALU designs of operand size ranging from 4, 

8, 16 and 32 bits are designed. The input patterns were generated by LFSRs. 

Table 6.2 gives the comparison of transistor count among three adder designs. The Domino 

full adder in the table is based on dual-rail logic, which consumes 36 transistors in total. The 

reversible CMDK full adder is composed of 64 transistors. The proposed adder takes 48 
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transistors, which saves 25% of transistors compared to the CMDK design. However, it still 

uses 12 more transistors than the domino adder due to the property of PTL.  

 

Figure 6.7 Schematic of Sense Amplifier 

 

 

Figure 6.8 Schematic of C-element 
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Table 6.1 ALU Modes of Operation 

SET AND OR MODE 

0 0 0 ADD 

1 1 0 AND 

1  0 1 OR 

 

 

Figure 6.9 Schematic of Proposed Latch 

 

Figure 6.10 Two-stage Execution Flow 
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Figure 6.11 Architecture of a Conventional ALU 

 

Table 6.2 Transistor Count Comparison 

 
Domino Full 

Adder Cell 

CMDK Full 

Adder Cell 

Proposed Full 

Adder Cell 

Transistor 

Count 
36 64 48 

 

Table 6.3 gives the average power and leakage power dissipation results for the above 

mentioned three adders. The average and leakage power for the designs with the supply 

voltage sweeps from 0.2V to 0.3V, which is in the sub-threshold regime. Five scaling values 

of VDD are selected which are 0.3V, 0.275V, 0.25V, 0.225V and 0.2 V. The average power of 

the domino full adder varies from 1.59nW to 3.49nW according to the change of VDD. The 

reversible CMDK full adder dissipates average power from 2.03nW to 4.42nW for the same 

operating voltages. The proposed bidirectional full adder consumes the lowest power 

compared to other two designs, which is as low as 1.28nW, 20% and 37% less than the 

domino adder and the CMDK adder at 0.2V. It still 10% and 30% better than these two 
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Table 6.3 Dynamic and Leakage Power of Full Adders 

Voltage 

(V) 
Power 

Domino 

Full Adder 

Cell (nW) 

CMDK         

Full Adder 

Cell (nW) 

Proposed 

Full Adder 

Cell (nW) 

0.3 
Average 3.49 4.42 3.12 

Leakage 1.82 2.67 1.63 

0.275 

Average 3.08 3.79 2.64 

Leakage 1.58 2.32 1.41 

0.25  

Average 2.60 3.21 2.19 

Leakage 1.35 1.98 1.20 

0.225 

Average 2.10 2.61 1.74 

Leakage 1.16 1.65 1.00 

0.2 

Average 1.59 2.03 1.28 

Leakage 1.01 1.35 0.81 

 

adders when the VDD is 0.3V. Moreover, the proposed adder also consumes the lowest 

leakage power throughout. The power consumption plot is shown in Fig.6.12.  It is evident 

that the proposed full adder has constantly the lowest average and leakage power among the 

three designs. The front row of bars is associated with the proposed design while the middle 

row of bars represents the conventional domino adder and the back row represents the 

CDMK adder. It is interesting to see that the lower the voltage supply is, the closer the gap 

between leakage power and average power consumption is.  

Table 6.4 summarizes the power results for the proposed ALU compared with the dynamic 

ALU implemented using Domino dynamic logic for the ripple carry adder and standard static 

CMOS gates are used for the AND operation, OR operation and multiplexer. Both designs 

are compared with asynchronous logic with size from 4 bits to 32 bits. The CMDK is not 

chosen in this comparison due to its low power efficiency. The same VDD scaling values as  
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Figure 6.12 Full Adders Power Comparison 

those for the adder simulation are used. The corresponding operating frequency is also 

reported. The power consumption for the addition operation and logic operation are given 

separately.  

The power consumption for the addition operation in the dynamic ALU ranges from 17.6nW 

to 136nW for a 4-bit ALU while the proposed 4-bit ALU design consumes relatively lower 

power from 15.9nW to 104nW. For the ALU sizes of 8, 16 and 32 bits, the power dissipated 

by the dynamic ALU are in the ranges 35.1nW – 270nW, 61.3nW – 520nW and 122nW – 

1029nW respectively. For the proposed corresponding ALU designs, they are 31.3nW – 

201nW, 55.8nW – 379nW and 110.6nW – 761nW.  

The power consumption for logic operations is just slightly higher than the addition operation 

for the dynamic ALU. It is because, in the dynamic ALU, three types of operation (ADD, 

AND, OR) are carried out in parallel, the output is determined by the multiplexer. However, 

the situation is different for the proposed ALU. As described in last Section, the proposed 
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adder could also work as an AND gate and an OR gate depending on specific control signals. 

Therefore, there are significant savings for the logic operations in most situations because the 

asynchronous communication between each adder-based stage is cut off and only forward 

execution is activated during logic operations rather than bidirectional execution. 

Nevertheless, it is noticeable that the power consumption for the logic operations is higher 

than the addition operations at the lowest power supply 0.2V. For 4, 8, 16 and 32 bits models, 

the logic operation in the dynamic ALUs consumes power in ranges of 22nW – 144nW, 

44.4nW – 290nW, 88.8nW – 586nW and 165.7nW – 1151nW respectively for the VDD 

scaling from 0.2V to 0.3V while the operating frequency varies from 7MHz to 50MHz. The 

proposed ALUs of the same sizes dissipate 17.5nW – 36nW, 35.1nW – 72nW, 70nW – 

147nW and 133.3nW - 321nW. 

The average power plot for the addition operation is depicted in Fig.6.13 and that of the 

logical operations is presented in Fig.6.14.  The order of the rows in both figures is as follow: 

4-bit, 8-bit, 16-bit and 32-bit from front to back. The label marked with P- “Voltage value” 

and D- “Voltage value” denotes the proposed ALU and the dynamic ALU with the particular 

voltage. For example, the first value P-0.2 represents the column of the power for the 

proposed ALU operated at 0.2V. Again, the proposed ALU shows lower power compared to 

the dynamic ALU.  

For the addition operations, the proposed 4-bit ALU saves 8.6% - 24% average power 

compared to the corresponding dynamic ALU with VDD scaling from 0.2V to 0.3V. From 

10.8% to 26% power reduction is achieved by the proposed 8-bit ALU. For 16-bit and 32-bit 

model, they are 9% - 27% and 9% - 26% respectively. Regarding the logic operations, the 

proposed ALU consumes considerably less power than the dynamic ALU with conventional 

architecture. For 4-bit and 8-bit applications, the power savings are both in the range 20% - 

75 %. The 16-bit ALU saves 21% to 75% power while the proposed 32-bit ALU is able to 

reduce the power consumption by 19% to 72%. It is obvious that the proposed ALU can save 

much more power when the system is switched to logical operation mode. Nevertheless, in 

both modes, the proposed design is power and area efficient.  
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Table 6.4 Power Comparison of ALUs 

0.3V @ 50 MHz 4 bit (nW) 8 bit (nW) 16 bit (nW) 32 bit(nW) 

Addition 

Operation 

Dynamic 136 270 520 1029 

Proposed 104 201 379 761 

Logic    

Operation 

Dynamic 144 290 586 1151 

Proposed 36 72 147 321 

0.275V @ 33 MHz 4 bit (nW) 8 bit (nW) 16 bit (nW) 32 bit(nW) 

Addition 

Operation 

Dynamic 79 155 294 576 

Proposed 64 129 246 475 

Logic    

Operation 

Dynamic 86 172 340 681 

Proposed 33 65 132 262 

0.25V @ 20 MHz 4 bit (nW) 8 bit (nW) 16 bit (nW) 32 bit(nW) 

Addition 

Operation 

Dynamic 46 91 167 318 

Proposed 40 76 140 270 

Logic    

Operation 

Dynamic 52 105 208 420 

Proposed 25 50 110 226 

0.225V @ 12.5 MHz 4 bit (nW) 8 bit (nW) 16 bit (nW) 32 bit(nW) 

Addition 

Operation 

Dynamic 28 55 98 178 

Proposed 26.5 51 88 163 

Logic    

Operation 

Dynamic 33 65 130 261 

Proposed 22 44 88 174 

0.2V @ 7 MHz 4 bit (nW) 8 bit (nW) 16 bit (nW) 32 bit(nW) 

Addition 

Operation 

Dynamic 17.4 35.1 61.3 122 

Proposed 15.9 31.3 55.8 110.6 

Logic    

Operation 

Dynamic 22 44.4 88.8 165.7 

Proposed 17.5 35.1 70 133.3 
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Figure 6.13 Power Comparison of Addition Operation 

 

Figure 6.14 Power Comparison of Logic Operation 
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6.5 Testing For Reversible Circuits 

Test generation for reversible designs is investigated in recent literature [153-155]. Several 

fault models, namely stuck-at fault and missing gate fault are proposed based on the 

technology implemented. Built-In-Self-Test (BIST) is a popular method not only for 

economical testing, but also for hierarchical testing and the reuse of the test logic [156]. 

Logic BIST uses a dedicated logic block called Built-In-Logic-Block-Observer (BILBO) for 

operating the BIST in different modes. BIST and reversible logic are very good candidates 

for an efficient, fully predictable power consumption during test as presented in Chapter 3. 

Each of the components of such a system satisfies the properties of randomness preservation 

and compositionality. A reversible BILBO architecture is proposed in [157] along with a 

bidirectional D latch and D flip flop, which take advantage of the bidirectional characteristic 

of reversible circuits. One-Hot encoded [158] test vectors are employed.   

A simple stuck-at-0 fault simulation process is illustrated in Fig.6.15. The forward execution 

for the input pattern ‘111’ produces an output pattern of ‘110’ if there is no fault in the 

circuit, see Fig.6.15 (a) and (b). When the bidirectional D flip flop forces the circuit to run 

backwards, the vector ‘111’ would be re-generated. For the faulty circuit, the forward 

execution with same input ‘111’ will generate ‘010’ and therefore the re-produced input is 

then ‘010’, shown in  Fig.6.15 (c) and (d). The general test procedure of reversible BILBO is 

exhibited in Fig.6.16. The proposed Reversible BILBO is used to build a BIST structure for 

the benchmarks used in [159]. The fault coverage for all the circuits is 100%, reported in 

[157]. The number of tests is only n+1 where n is the width of input bits.   

 

                        (a) Forward Operation                         (b) Backward Operation 
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                       (c) Forward Operation                          (d) Backward Operation 

Figure 6.15 Stuck-at-0 Fault Detection 

 

Figure 6.16 Reversible BILBO Test Procedure 

6.6 Conclusion 

As predicted to be the only method to avoid information loss and thus energy cost, reversible 

logic is getting more attention in last decade, particularly in the context of the emerging 

quantum computing. However, the overhead of garbage output seems inevitable in order to 

keep the balance of the reversible circuits. A modified reversible gate which takes the fully 

advantage of reversibility and bidirectional characteristic of reversible logic is proposed in 

this Chapter. It cooperates with the asynchronous communication protocol and works in the 

sub-threshold region so that the logic depth, or in other words, the latency of the circuits is 
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improved. Moreover, power consumption is also decreased. Besides the addition function, 

through manipulating the value of carryin signal for the gate, it can be switched to logic 

operation mode, such as AND and OR functions.   

The proposed bidirectional full adder is demonstrated to be the most power efficient while 

compared to the CDMK reversible adder and domino adder with the voltage supply sweeping 

from 0.2V to 0.3V, below the threshold voltage of the transistors. 10% to 20% and 30% to 

37% power savings are achieved in contrast to the domino adder and the CDMK adder, 

respectively. Furthermore, 4 different sizes of ALU were built using the proposed adders and 

the domino adders with other static logic units. Due to the multi-function capability of the 

novel adder, it manages to save about 10% to 26% average power for addition operations and 

20% to 75% power for logical operations. Finally, an online testing methodology, reversible 

BILBO is introduced. For reversible circuits, 100% fault coverage is reported with high 

efficiency. It can also be concluded that reversible logic is promising in terms of testing 

because it simplifies the method of testing by duplicating in time rather than in space or 

something else. The testing circuits could be universal for all reversible circuits which means 

specialization is needed. 
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7 CONTRIBUTION AND FUTURE WORK 

High demand of low power consumption in embedded systems, mobile devices and wireless 

sensor networks in particular, requires developed power management technologies in order to 

increase the battery life span. Meanwhile, CMOS process scaling brings new issues to be 

addressed, such as increased static power, reliability issues, mismatch, performance variation, 

etc. The vast majority of embedded systems operate at relatively low frequency (about 

100MHz and below). In this region, adiabatic logic is quite efficient in terms of energy 

saving. In this thesis we aim to optimize the systems for the average case and we consider the 

asynchronous logic. Thereby, for power optimization, in this work we implemented adiabatic 

logic and asynchronous logic into our memory and processing unit designs. Moreover, we 

introduced a static approach for average power estimation for some classes of circuits. More 

specifically, the contributions of this thesis are as follows: 

1. Static, average-case power estimation 

Power estimation is significant for power budget allocation and power optimization during 

design process. With the increasing complexity of systems comes the challenging and time 

consuming process of estimating the complete power through extensive simulation. A novel 

power estimation technique was presented for a class of architectures, including block ciphers, 

reversible circuits and Modular Quantitative Analysis (MOQA) gates. It is a static approach, 

which requires significantly less timing and effort to predict the average dynamic power of 

the designs thanks to characteristics of random bag preserving and linearly (fully serial) 

compositionality. The simulation results showed great accuracy of the introduced theory and 

methodology. Additionally, an efficient algorithm called Loop Input Set was used to generate 

test vectors for the circuits. In contrast to the conventional complete IO-set, as many (2
n
 

2
n
!)(2

n
 2

n
 2) patterns can be saved without losing accuracy. 

2. Ultra low power memory cell design 

Portable devices with limited battery-life require low standby power processors and memory. 

Often, embedded static random access memory (SRAM) arrays can be the dominant part of 

the whole static power consumption and also occupied chip area; thus, minimization of 

memory power is a crucial area of concern for today’s IC designers. Two new SRAM cells 



CONTRIBUTION AND FUTURE WORK                                  

111 

 

were proposed which are composed of 8 transistors and 9 transistors respectively. Both of the 

proposed designs improved the write ability and read ability compared to the conventional 6T 

SRAM cell. Adiabatic logic was used in the proposed designs in order to achieve ultra-low 

dynamic power with 90% savings when compared to other popular models. Even in non-

adiabatic mode, our SRAM cells could also save up to 50% energy for both write and read 

operations. With aggressive technology scaling, process variation was also taken into account 

during the simulation along with temperature variation. About 90% leakage power was saved.  

3. Asynchronous Charge Sharing Logic 

Global clock distribution schemes face big challenges in terms of power and timing issues, 

while asynchronous logic emerges as a potential alternative due to its localized 

communication. Also, due to the uncontrollable parameter variations across a chip, the 

asynchronous schemes are more robust than the fully synchronous solutions which are 

optimized for the worst case. A novel logic family named Asynchronous Charge Sharing 

Logic (ACSL) was proposed along with the design of all crucial components design. The 

robust 4-phase dual-rail protocol was preferred in ACSL with slight modification. To conquer 

the high power consumption brought by high switch activity and high overhead in terms of 

completion detection in conventional asynchronous dual-rail circuits, ACSL addressed it by 

implementing a charge sharing technology and also a simplified completion detection scheme. 

Apart from the power reduction, ACSL brought another promising feature in average power 

estimation called input data-independency where this characteristic could make power 

estimation effortless. Multiple architectures were built based on ACSL, including Kogge-

Stone adder, array-based multiplier and Booth multiplier. Considerable savings in dynamic 

and static power consumption and area were achieved. Finally, the easy-predictability of 

Asynchronous Charge Sharing Logic had been explored. According to the results, evaluation 

and charge sharing of function blocks were not affected by the input vectors. 50% charge 

sharing efficiency was also proved. 

4. Asynchronous sub-threshold bidirectional ALU design 

Sub-threshold logic is a methodology to lower the power consumption by trading off its 

performance. Moreover, an emerging logic family named reversible logic draws attention due 

to its feasibility in quantum computing implementations which promises asymptotically zero-
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power dissipation. However, the overhead of garbage output seems inevitable in order to 

keep the balance of the reversible circuits. A modified reversible full adder which could also 

work as logical operation units (i.e. AND and OR gate) was presented. A new asynchronous 

ALU built on this adder without individual logic array exhibiting ultra-low power dissipation 

with sub-threshold region operating point was proposed. 10% to 20% and 30% to 37% power 

savings were achieved in contrast to the domino adder and the CDMK adder, respectively, 

with the voltage supply sweeping from 0.2V to 0.3V. Furthermore, 4 different sizes of ALU 

were built using the proposed adders and the domino adders with other static logic units. Due 

to the multi-function capability of the novel adder, it managed to save about 10% to 26% 

average power for addition operations and 20% to 75% power for logical operations. Finally, 

an online testing methodology, reversible BILBO is introduced. For reversible circuits, 100% 

fault coverage is reported with high efficiency.  

7.1 Future Work 

With minor modifications to the existing work, and with extension and elaboration of the 

ideas presented, some possible future work can be summarized as follows: 

 Design of peripheral circuits of the memory cells. 

To complete the memory design, peripheral circuits for write and read operation are 

required. As for the proposed memory cells, one additional operation called sharing is 

inserted. The timing of the control signals need to be taken great care of. A specific 

circuit which could generate these signals in a certain order is then demanded.  

 Further development of ACSL to expand the number of applications. 

ACSL is currently only implemented in the design of arithmetic logic units while it 

could be potentially employed in other circuits. Furthermore, the idea can be realized 

globally throughout the entire processor design.  

 Integration of ACSL and memory into low power processor designs.  

As the memory cells and ACSL have been developed, the integration of these two 

concepts into an ultra low power processor design, specifically with very low leakage, 
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is foreseeable. The memory cell designs could be used to replace the register file in 

the processor although the decoder and peripheral circuits require re-design. For 

ACSL, it is currently implemented in the data path. In the future, the idea may be 

expanded throughout the entire processor design so that each individual block can 

share the energy, such as data paths, decoders and other elements of the processor.  

 Full design of adiabatic WSN. 

Adiabatic logic plays a significant role in this research. It will be worthwhile applying 

the logic into the designs of WSN whose primary constraint is power consumption.  

One issue regarding the power clock generator is that it operates periodically, while in 

practice, most WSNs are event-triggered, thereby some modification is needed. The 

possible combination of ACSL and adiabatic logic seems promising.  
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