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Abstract

With the advancement of artificial intelligence technologies, mobile
agents are becoming more commonly used in a variety of industries
that require high reliability from their control systems. In an uncertain
environment, if the mobile agent control system’s state transition
includes only one plan, the system will enter the fault state immediately
after the plan fails. Therefore, multiple alternative plans can be
provided during the system design process to improve system reliability.
First, this paper studies and describes the factors associated with the
proposed multiple alternative plans, namely the success rate and plan
implementation cost. Second, a Policy Generation Algorithm (PGA) for
identifying an appropriate execution sequence of those alternative plans
is proposed. Furthermore, we propose a formal method-based pipeline
framework for verifying the reliability of a mobile agent control system
equipped with multiple alternative plans: we invoke the probabilistic
model checking technique to create a Discrete-Time Markov Chain
(DTMC) formal model of the mobile agent control system, convert the
required properties into Probabilistic Computation Tree Logic (PCTL)
formulae, and verify the model using the advanced probabilistic model
checker PRISM. A case study is provided to demonstrate the applicability
of the suggested methodological framework. The experimental results
demonstrate that the proposed mobile agent control system with multiple
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alternative plans can improve system reliability while also meeting
the least expected operational cost under the alternative plan set.

Keywords: probability model checking, uncertain environment, control
system, multiple alternative plans, decision tree

1 Introduction

An agent is an entity that can function continuously and autonomously in
a given environment with characteristic such as residency, responsiveness,
sociality, and initiative. The present mobile agent control system has been
gradually turned into an automatic operation mode as artificial intelligence and
computer technology have progressed. Several related studies have produced
important findings. According to accident reports, there are still crucial
subjects in current intelligent technology applications that cause failures or
accidents [1]. It has been noted that the most essential element of using
intelligent control systems in mobile agent is to secure the control system’s
safety and reliability while achieving intelligence. Although a large number
of groups have started research to improve the safety of intelligent control
systems, the current research has not proven to be sufficient to cover the actual
requirements.

In a defined environment, the control system can be planned in such a way
that the mobile agent can complete the goal task or state transfer by a set
of actions [2, 3]. For example, through reinforcement learning, an agent can
realize the automatic exploration of the environment, gain experience, and then
use that experience to select the efficient route. In an uncertain environment,
however, the performance ability will be substantially decreased [4–6].

In industry, especially in safety-critical fields, environmental uncertainty
cannot be completely eliminated and ignored. There are many related studies
on the feature selection of the uncertainty [7, 8]. Therefore, it is very important
to improve the self-adaptability of mobile agents in uncertain environments
and the fault tolerance of control systems.

A general system has a plan that can be used to implement transitions
between two adjacent states. It is worth noting that a plan can be a planned
path between two locations, a program that implements two state transitions,
or a hardware device that implements a function. When the plan fails, the
system falls into failure. Improving the plan’s quality can effectively improve
the reliability of the control system. However, in an uncertain environment,
no one can guarantee that the plan will always be executed successfully
and complete the task. As a result, it is crucial to consider alternatives to
anomalous situations when designing a system. In this paper, we propose a
control system design method with multiple alternative plans while considering
the expected cost of execution. In addition, a Policy Generation Algorithm
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(PGA) is designed based on decision tree analysis, which determines the
execution sequence of alternative plans between states.

Designers can design control systems equipped with multiple alternative
plans for implementing state transitions and the sequence in which the
alternative plans are executed. In addition, it is very important to verify the
reliability of the control system and required properties. Formal methods are
the system development method based on precise mathematical semantics. Its
primary function is to eliminate ambiguity in system design. The application
of formal methods in the development of safety-critical systems is highly
recommended in the safety standard specification EN50128/EN50129 [10].
Model checking is a technology that can be used to ensure that the system
model satisfies all of the required properties, including the safety. In recent
years, many industrial organizations have begun to adopt model checking
[9]. Probabilistic model checking is widely used to verify the qualitative and
quantitative properties of systems [11]. In order to analyse the reliability of
the proposed control system with multiple alternative plans, the present work
formalises the state transfer process of the control system based on the DTMC
probabilistic model, represents the relevant and required properties using the
PCTL logic formula, and verifies the system model using the probabilistic
model checking technique.

In summary, the main contributions of this paper are as follows:

• Proposes to add multiple alternative plans for transferring between states
in the mobile agent control system to the existing single plan design, which
is meant to keep the system from rapidly entering a fault state owing to a
single plan failure.

• Proposes a Policy Generation Algorithm (PGA) based on a decision tree
analysis approach for selecting an appropriate plan execution sequence based
on the relevant parameters of each plan. With multiple alternative plans,
only one plan needs to be adopted at a time between states. Another
alternative plan can be adopted in time after the failure of one plan. The
different plan execution sequence has a significant impact on the expected
cost of the control system. For a control system with multiple alternative
plans, this method seeks to select the execution sequence with the lowest
expected cost.

• Models the control system with multiple executable plans by the Discrete
Time Markov Chain (DTMC), formalizes the specified properties using
PCTL formulae, and verifies the DTMC model using the probabilistic model
checker PRISM. The goal of this solution is to ensure ambiguity-free state
transfer of control systems with multiple alternative plans based on the
strict semantic characteristics of formal methods, and the reliability of the
state transfer of the designed system can be analysed based on the results
of probabilistic model checking.

• Compares and examines finally the control system with multiple alternative
plans vs. a single plan, and the results demonstrate that the control system
with multiple alternative plans is more reliable.
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The rest of this paper is organized as follows. Section 2 shows a collection
of related works. The background and preliminary knowledge are reviewed
in Section 3. Section 4 introduces the methodological framework. Section
5 further illustrates the proposed framework with a case and discusses the
verification results. Section 6 concludes the work and outlines the future work.

2 Related Works

This literature review focuses on the reliability of the mobile agent control
system and formal verification of the control system model. The goal of mobile
agent research is to successfully organize the agent’s mobility so that it can
go from one state to another along a predetermined plan. It can also be
understood as the transition of the states, that is, the transition from the
current state to the target state. In recent years, research on agent control
has made great progress [12]. Lamini et al. suggested a new fitness function
that considers the distance, the safety and the energy of robot path planning
[13]. These methods include using the Genetic Algorithm (GA) with the
improved crossover operator. To adapt the robot to a dynamic environment,
Wang et al. proposed the learning-based methods that can be used to explore
spatio-temporal information of the environment [14]. A real-time obstacle
avoidance decision model based on Machine Learning (ML) techniques was
proposed by Song et al. [15], as well as an improved Smooth Rapidly exploring
Random Tree (S-RRT) algorithm.

In a static environment, the agent completes the state transition according
to the established plan, which is of course the best choice [16, 17]. However,
in an uncertain environment, exceptions may occur at any time, and the
established plan may fail, resulting in failure of the control system [18]. The
research on agents in uncertain environments is also very important and
has attracted the attention of many researches [19–24]. For instance, Kim
et al. developed an optimization approach to increase profit from reliability
enhancement for a given target [25]. The ideal option reveals that not all
subsystems are upgraded, and the gap between the severity of the failure
and the rate of growth in the improvement cost determines the priority of
subsystem improvement. Rungskunroch et al. developed a benchmark risk
model which is a linear transform model based on posterior probability, and
conducted the analysis through the decision tree and probability tree [26].
Musharraf et al. investigated how different properties of emergency scenarios
influence people’s choice of egress route subsequent to training [27]. Wu et
al. proposed a novel approach to study the impacts of communication delays
on the safety and availability of safety-critical DNCSs based on the formal
language of timed colored Petri nets (CPNs) [28]. Farhadi et al. used the
probability tree and Markov chains approach to determine the optimal number
of spare parts. In this method, they can minimize the system’s total cost and
or system’s total availability [29]. The majority of these studies aim to raise
the quality of the plan in order to increase system reliability. It goes without
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saying that raising the quality of the plan is crucial for raising system reliability.
There are still drawbacks to this strategy, though, as there is never a guarantee
that a plan won’t be impacted by a changing environment.

Unlike a control system equipped with a single plan, a control system
with multiple alternative plans can adopt alternatives immediately after one
plan fails to continue the state transfer process until it moves to the next
state or all plans have failed. We have yet to find a design solution that
directly proposes using multiple alternative plans, but there is some similar
work. Research similar to the equipping multiple alternative plans referred
to in this paper includes redundant reserves of equipment components. To
deal with the problem of redundant device assignment in operating conditions
with uncertainty, Baladeh et al. developed a novel dynamic k-out-of-n system
in which possible operating conditions are modelled using discrete scenarios
[30, 31]. In addition, the execution sequence of alternative plans affects the
expected cost of the overall control system. Thus, this paper adds the analysis
of the expected cost to the proposed control system design equipped with
multiple alternative plans and designs a policy generation algorithm to select
an appropriate plan execution sequence.

Obviously, with the addition of executable plans, the complexity of the
system increases. A significant part of safety research is focused on control
system. Probabilistic model checking techniques can be used to model complex
systems and verify that the designed system satisfies specified qualitative
and quantitative properties. Numerous researchers have successfully used
probabilistic model checking in a variety of domains. Zheng and Bolton
et al. tried to address some deficiency by extending formal, task-based,
verification methods with concepts from human reliability analysis and
probabilistic/statistic model checking [32, 33]. Gao et al. evaluated the
financial production risk by establishing the optimal cash reserve ratio
based on probabilistic model checking [34]. Wan et al. proposed the method
that reduces knowledge verification into probabilistic computation tree logic
verification [35]. Zhang et al. developed a framework for probabilistic model
checking on a layered Markov model to verify the safety and reliability
requirement of robotics [5]. Feng et al. applied abstractions to stochastic
two-player games based on Markov decision processes, depending on the sort of
knowledge regarding uncertainties and imperfections in the operator autonomy
interactions [36]. To improve the work efficiency and reduce delivery costs,
Zhu et al. applied the probabilistic model checking method [37]. Wang et al.
proposed a behavioural hierarchical analysis framework in smart home based
on probabilistic model checking [38]. These fascinating studies demonstrate
that probabilistic model checking has developed into one of the most efficient
methods for system verification.

This paper suggests adding alternative plans for control systems based
on previous research to enhance the reliability of mobile agents in uncertain
environments. In addition, considering the cost incurred by increasing the
executable plans, the cost expectations under various execution sequences are
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analysed by a decision tree. We design an algorithm for generating execution
policies to determine an appropriate sequence to carry out plans. The DTMC
model is developed according to the execution sequence of the plans and is
verified using probabilistic model checking technology. The system’s reliability
is assessed based on the verification results.

3 Preliminaries

3.1 Probability formula

In a mobile agent control system, a plan to implement state transfer of an
agent represents a collections of actions. In an uncertain environment, when an
agent executes a plan, there is a certain probability that the current plan will
fail to perform the task due to many possible unexpected factors. If there is
only one executable plan, the system will go into a failure state as soon as the
current plan fails. Therefore, adding alternative plans can effectively reduce
the probability of system failure. When an agent is about to move from one
state to another, the control system executes one of the alternative plans. If
the agent executes the current plan successfully and moves to the next state,
the rest of the plans are not executed. If the environment is abnormal and the
execution of the current plan fails, the system can activate a reserved plan
and continue to complete the state transfer task. The system fails if all of the
plans failed.

Under multiple alternative plans, the success probability of transition from
one state to the next can be calculated with (1).

Psuc(Si → Sj) = P1 + (1− P1) · P2 + ...+

(1− P1) · (1− P2)... · (1− Pn−1) · Pn

(1)

Psuc(Si → Sj) denotes the probability of the agent move from state i
to state j. Pn indicates the probability that execution Plan n successfully
completes the task. According to (1), the following two theorems can be
deduced.

Theorem 1 The success probability of the state transition is only related to the
number of executable plans and the probability of executing the plan to complete the
task, not the sequence of execution.

Proof From the standpoint of system failure, it can reach the next state as long as no
system failure happens. The probability of implementing state transfer is the total
probability value minus the probability of system failure. As a result, the probability
of success can be represented by (2). �
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Psuc(Si → Sj) = 1− (1− P1) · (1− P2) · ... · (1− Pn−1) · (1− Pn) (2)

From Theorem 1, it can be stated that the execution sequence of the
alternative plans has no effect on the probability of the control system
successfully completing the state transition. Therefore, if the number of plans
is consistent, the total probability of state transition can be ignored when we
perform cost analysis on the control system.

Theorem 2 A control system with multiple alternative plans has a greater probability
of successfully completing a state transition than a control system with a single plan.

Proof When there is only one plan, the system will enter the fault state as soon
as the plan fails. When a system contains many plans, if one fails, another can
be implemented, and the system will only fail and shut down if all plans fail.

Psuc(Si
n−1−→ Sj) represents the probability of transferring from Si to Sj with (n-1)

plans. Psuc(Si
n−1−→ Sj) = 1 − (1 − P1) · (1 − P2)... · (1 − Pn−1), Psuc(Si

n−→
Sj) represents the probability of transferring from Si to Sj with n plans plans.

Psuc(Si
n−→ Sj) = 1− (1− P1) · (1− P2)... · (1− Pn−1) · (1− Pn). Pn represents the

probability of success of plan n, and its domain is, 0 < Pn < 1, therefore, 0 < 1−Pn <
1 is satisfied. (1−P1)·(1−P2)...·(1−Pn−1) > (1−P1)·(1−P2)...·(1−Pn−1)·(1−Pn),
and 1−(1−P1) ·(1−P2)... ·(1−Pn−1) < 1−(1−P1) ·(1−P2)... ·(1−Pn−1) ·(1−Pn).

Therefore, Psuc(Si
n−1−→ Sj) < Psuc(Si

n−→ Sj). Consequently, adding alternative
plans may improve the system’s reliability. �

3.2 Discrete Time Markov Chain (DTMC)

When a stochastic process possesses the Markov property, the conditional
probability distribution of its future state depends solely on the current state,
given the current state and all previous states.

Definition 1 (Markov process)[39]. Suppose the {X(t), t ∈ T} is a stochastic
process, E is the state space, if {t1 < t2... < tn < t}, any x1, x2, ..., xn, x ∈ E,
the conditional distribution function of the random variable X(t) under the know
variable X(t1) = x1, ..., X(tn) = xn is only related to X(tn) = xn, but not related
to X(t1) = x1, ..., X(tn−1) = xn−1.

DTMC is a special form of Markov process, which have discrete values
in the general definition by implementing the time parameters and the state
space.

Definition 2 (DTMC)[40]. A DTMC is a tuple D = (S, s0, P, L,AP ).
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where,

• S is a finite set of states.
• s0 denotes the initial state.
• P is a probabilistic transition function, such that for every state s ∈ S, and

Σs′∈SP (s, s′) = 1.
• L : S → 2AP is a labelling function that assigns a set of atomic propositions

to each state s ∈ S.
• AP is a finite set of atomic propositions.

3.3 Probability Computation Tree Logic (PCTL)

As for model checking for the DTMC model, Probability Computation Tree
Logic (PCTL) is widely used to specify properties.

Definition 3 (PCTL syntax). Given a set of atomic propositions AP, the PCTL
formulae are defined by the following grammar [41]:

ϕ ::= p | ¬ϕ | ϕ ∨ φ | P./m(ψ)
ψ ::= Xϕ | ϕ ∪ φ | ϕ ∪≤k φ

where:

• p ∈ AP is a finite set of atomic propositions.
• ϕ and φ are the state formulae and ψ is path formulae interpreted over the

states and paths of M , respectively.
• ¬ and ∨ are the boolean connectives that defined in the usual way. ¬ is for

negative. ∨ denotes disjunction.
• P./m(ψ) is a probabilistic operator where ./∈ {<, ≤, ≥, >} and m ∈ [0, 1]

is a probability bound or threshold.
• k ∈ N+ is a positive integer number reflecting the maximum number of

transitions needed to reach a certain system.
• X,∪ are defined as ’next’ and ’until’, respectively.

A state s in a DTMC model satisfies an atomic proposition p if p ∈ AP .
s satisfies a state formula P./m(ψ), denotes s |= P./m(ψ), if the probability of
taking a path starting from s and formula ψ satisfies the bound ./ m. The path
formula ϕ∪≤kφ is true on a path if φ holds in the state at several time step i ≤ k
and at all preceding states ϕ holds. In addition, the equivalences Fϕ ≡ true ∪ ϕ
are often used. F denotes reachability, which means ϕ eventually becomes true.

4 Methodological Framework

We recommend integrating several alternative plans while designing a mobile
agent control system in uncertain environments. Adding alternative plans is
one of the ways to avoid the mobile agent from entering the downtime state
immediately after a plan fails. Its purpose is to increase the replacement
plan, which can be used immediately after a plan fails. However, when there
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are multiple alternatives and the characteristics and costs of each plan are
different, choosing an appropriate execution sequence is very important to save
execution costs.

In industrial applications, constructing a dependable system necessitate
not just the system’s reliability but also its cost. A plan’s success rate and
cost are expected to be proportional in this paper. To put it another way, the
higher the success rate, the raise the cost. The system can only use one plan
at a time, and another plan can be activated only if the current one fails. Note
that once the plan is executed, whether it succeeds or fails, it will consume the
corresponding cost. For example, if the system execute Plan 1 first, it takes
5 costs. If the Plan 1 is accomplished and the system enters the goal state,
then the total cost of the task is 5. If the Plan 1 fails, Plan 2 with a cost of 7
needs to be executed, and if the Plan 2 succeeds, the total cost of consumption
is 12. If the Plan 2 is adopted first, the cost of Plan 2 success is 7, and if
the Plan 1 is adopted after the Plan 2 fails, the total cost is 12. As a result,
different execution sequences of the plans will create diverse effects when there
are several plans. For a more detailed explanation, we’ll utilise Example 1.

Example 1: Fig. 1 illustrates an example that lists multiple plans to realize
states’ transition. In a simple system, there are two states, S0 and S1. Plan
A, Plan B, and Plan C are the executable plans provided for accomplishing
the transitions from S0 to S1. The cost of implementing Plan A is Ca, and
the probability of successfully transiting from S0 to S1 by using Plan A is Pa.
The cost of using Plan B to attain the S1 state is Cb, and the likelihood of
success is Pb. Plan C has a Pc probability of reaching state S1 and a Cc cost
for execution.

S0

Plan A 
Probability: Pa，Cost: Ca 

 
Plan B 

Probability:Pb，Cost: Cb 
 

Plan C 
Probability: Pc，Cost: Cc 

S1

Fig. 1 The example of states transaction.

It can be observed that there are two states, and the system needs to
transfer from state S0 to S1. The designer provided three plans, and the
probability of successfully reach S1 and expense of executing each plan are
differ. There is no need to execute the subsequent plan if the state S1 is
successfully attained after implementing a specific plan. The sequence of
executing plans need to be confirmed before develop the mobile agent control
system.

Combined with the description of Example 1, it can be learned that
in designing a control system equipped with multiple alternative plans, the
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parameters of each plan, such as the successful implementation rate and cost,
should be counted first. Second, the designer needs to choose a proper plan
execution sequence. Finally, the reliability of the control system based on
multiple alternative plans needs to be analysed. We will analyse each part and
propose an overall methodological framework.

4.1 Plan evaluation

Plan evaluation is to evaluate multiple alternative plans in the current state,
and consider the probability and cost that a plan can successfully enter the
next state.

Equipment failure, human reasons, dynamic obstacles, and other factors
can all contribute to planning failure. There is a variety of studies that may
be used to estimate the probability of a plan’s success [42, 43, 51].

The cost of the plan needs to be evaluated in terms of budget based
on the equipment, energy consumption, and time required for the plan
implementation. The components vary from plan to plan, so the cost also
varies. In general, the higher the cost, the higher the quality. A high-quality
implementation plan has a higher probability of success and demands
higher-quality components when building a plan. A low-quality plan with
low-cost components, on the other hand, has a reduced likelihood of success.
These work is not the main content of our work, we just need to know the
probabilities and cost of each plan before designing the model of the control
system.

4.2 Policy selection based on decision tree and PGA

A decision tree provides a graphical representation for comparing alternatives
and allows decision analysis by combining uncertain and cost values for
executable plans. The decision tree analysis approach can be used to determine
the sequence of the executable plans while considering the reliability of system
state transition. In this paper, we propose to use the analysis method of
decision tree in policy selection. The states are represented by circles, while
the state transition is represented by rectangles, which contain the probability
of plan accomplishment and demand cost. Transitions are shown with arrows.
See Example 1, for the state transition relationship in Fig. 1, the analysis
based on decision tree is shown in Fig. 2. We define each of the execution
sequences as a policy. The intention is to find an appropriate policy with the
lowest Expected Cost Value (ECV).

The decision tree shows that the designer provides three executable plans
for the state transition from S0 to S1. Taking the path marked in red in Fig.
2 as an example. At this time, Plan A is selected as the preferred plan, the
probability of execution Plan A reaching S1 is Pa, the cost is Ca, and the ECV
is Ca. If Plan A fails, Plan B is adopted, the probability of success is Pb, the
cost is Cb, and the ECV is (Ca + (1 − Pa) · Cb). It is worth noting that the
expected value of a policy is equal to the sum of all possible expected values to
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S0

Plan A 
Probability:Pa，Cost: Ca

Plan B 
Probability:Pb，Cost: Cb

Plan C 
Probability:Pc，Cost: Cc

Plan A+Plan B 
Probability:(1-Pa)Pb，Cost: Ca+Cb1-Pa

Plan A+Plan C 
Probability:(1-Pa)Pc，Cost: Ca+Cc

Plan B+Plan A 
Probability:(1-Pb)Pa，Cost: Cb+Ca1-Pb

Plan B+Plan C 
Probability:(1-Pb)Pc，Cost: Cb+Cc

1-Pa

1-Pb

Plan C+Plan A 
Probability:(1-Pc)Pa，Cost: Cc+Ca1-Pc

Plan C+Plan B 
Probability:(1-Pc)Pb，Cost: Cc+Cb

1-Pc

Plan A+Plan B+Plan C 
Probability:(1-Pa)(1-Pb)Pc，Cost: Ca+Cb+Cc

1-Pb

Plan A+Plan C+Plan B 
Probability:(1-Pa)(1-Pc)Pb，Cost: Ca+Cc+Cb

1-Pc

Plan B+Plan A+Plan C 
Probability:(1-Pb)(1-Pa)Pc，Cost: Cb+Ca+Cc

1-Pa

Plan B+Plan C+Plan A 
Probability:(1-Pb)(1-Pc)Pa，Cost: Cb+Cc+Ca

1-Pb

Plan C+Plan A+Plan B 
Probability:(1-Pc)(1-Pa)Pb，Cost: Cc+Ca+Cb

1-Pa

Plan C+Plan B+Plan A 
Probability:(1-Pc)(1-Pb)Pa，Cost: Cc+Cb+Ca

1-Pb

S1

F

Pa

Pb

S1

S1

Pc

S1

S1

S1

S1

S1

S1

Pb

Pc

Pa

Pc

Pa

Pb

S1
Pc

1-Pc

F

S1
Pb

1-Pb

F

S1
Pc

1-Pc

F

S1
Pa

1-Pa

F

S1
Pb

1-Pb

F

S1
Pa

1-Pa

Fig. 2 The example of states transition.

reach the final state. Use (3) to record the ECV of each policy, compare and
select the execution sequence with the lowest ECV as an appropriate policy
for system modelling.

ECVi→j = C1 + (1− P1) · C2 + ...+

(1− P1) · (1− P2)... · (1− Pn−1) · Cn

(3)

In addition, we propose a PGA algorithm to solve the ECV under each
policy in the decision tree. First, the set of plans that can realize state
transition included in the system, as well as the success rate and cost executions
of each plan, are defined. Listing all possible plan execution sequences.
A conceivable ordering is considered a policy. Calculating the cumulative
expected cost value corresponding to all policies using (3). Finally, the resulting
policies and ECV are sorted, and the results are outputted. The policy with the
lowest cost expectation is the foundation for modeling the system. Algorithm
1 is the pseudocode for the PGA algorithm.

4.3 Probabilistic model checking

The goal of probabilistic model checking is to ensure that the probabilistic
model meets the relevant qualitative and quantitative properties. It is to verify
whether certain property is satisfied qualitatively, and to verify the probability
that a certain property is satisfied quantitatively.

The probability symbolic model checker PRISM was created at the
University of Birmingham and improved at the University of Oxford [11].
It is a useful tool for formal modelling and study of systems that behave
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Algorithm 1 Policy Generation Algorithm (PGA)

REQUIRE A set of plans, including plan’s successes rate and costs.
ENSURE Expected cost value for each policy.

1 : List all possible plan execution sequences to get different execution
policies;

2 : Apply (3) to sum ECV for all policies;
3 : Sort all policies in ascending order based on the expected cost value of

each policy.
4 : Output the policy with the smallest ECV.

in a stochastic or probabilistic way. It has been used to examine systems
in a variety of application domains, including e-business [44], robot control
[45, 46], security protocol [47], etc [48]. The model in PRISM subsumes some
well-known temporal logics by including PCTL, Continuous Stochastic Logic
(CSL) [49], and Probabilistic Logic (PL) [50]. PCTL is a well-known temporal
logic for probabilistic verification of DTMC model.

As mentioned previously, the mobile agent control system in an uncertain
environment is designed with multiple alternative plans, and an appropriate
plan execution sequence is obtained through the PGA algorithm. Based on the
probabilistic model checking technology, we propose to build a DTMC formal
model that represents the states transitions of the control system with multiple
alternative plans. We list the properties to be verified and the corresponding
PCTL logic formulae for verification. The system’s reliability is assessed based
on the collected results.

4.4 Framework

In conclusion, this paper provides a methodological framework integrating
system model design and formal verification for mobile agent control systems
working in uncertain environments.

Main Plan 0 

Alternative plan 1

Alternative plan 2

Decision Tree

... ...

S0 S1

P1, ECV 
P2,ECV 

 
... ... 

 
Pn, ECV

output
output 

DTMC

Required properties

PCTL

PRISM Reliability analysis
output

Pi, min ECV

PGA

Fig. 3 The verification framework of the mobile agent control system with multiple
alternative plans.

The framework are depicted in the Fig. 3, which includes some steps. The
first is the plan evaluation. Through the first stage, the execution cost of the
proposed plan and the probability of successful completion of the task can be
obtained. These data are used as the output of the first stage and input to
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（House 1）

（House 2） （House 3）

（House 1）

（House 2） （House 3）

Fig. 4 Schematic diagram of robot (agent) movement in a smart hotel. The diagram
on the left represents the traditional planning model. The agent is in the initial position
(marked as state S0), starting from S0, the agent needs to pass through House 1 (marked as
S1), House 2 (marked as S2), and finally arrive at House 3 (marked as S3). Green Arrows
indicate realization paths (marked as specific plans). The diagram on the right adds a plan
to implement the state transition. Dotted arrows of different colors indicate different plans.

the next stage. The second stage is the generated policy based on the PGA
algorithm, that is, the analysis and comparison of the executable plans, and the
selection of an appropriate execution sequence as the input of the third stage.
The third stage is probabilistic model checking. The DTMC formal model is
developed in accordance with the optimal execution sequence, the required
properties formula are depicted by PCTL in accordance with the specification,
and the system model is verified by the probabilistic model checker PRISM.
Finally, the system’s reliability is assessed based on the verification results.

5 Case Study

To better demonstrate the effectiveness of the proposed method in this
paper, we use an example for further illustration. The rapid development
of artificial intelligence has brought great convenience to people’s daily life.
In contemporary society, automated robots have been introduced in many
fields to reduce manpower consumption and improve results. For instance,
manufacturing industry, smart home, intelligent hotels. In the midst of an
epidemic, the choice of robot waiters as a delivery tool for international hotels
is certainly a great one. But how to guarantee the reliability and cost saving of
the robot waiter (can be regard as an agent) movement is worthy of in-depth
study.

Fig. 5 shows a simplified scenario. In a smart hotel, there is a robot waiter
in charge of three houses with tasks including food delivery and item supply.
At the initial state, the robot is in the lobby, waiting to deliver items to each
room (the current state is labelled as S0). The sequence in which the robot
transports items each time is, first to House 1 (labelled as S1), then to House
2 (labelled as S2), and finally arrives House 3 (labelled as S3). Arrows between
states indicate plans to implement state transitions. A plan is a set of actions
that can be used to achieve the agent’s state transition. The image on the
left is a traditional system design. A green arrow between every two locations
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indicates a plan. For example, from the initial location to House 1, the agent
can reach S1 through the plan. We know that the environment is random, the
current plan may fail during the implementation process. At this time, if the
plan fails, the task fails, and the robot waiter is no longer able to migrate. The
figure on the right shows our proposed method. That is, adding alternative
plans to a plan pool. A plan may fail due to various factors such as hardware
failure, software weakness, and environmental changes, resulting in system
failure. As a result, more plans for state transitions can be considered while
creating a mobile agent control system. When a plan fails, an alternative plan
in the plan pool can be taken immediately to reduce the probability of task
failure. Dashed arrows of different colors indicate different plans. For example,
between House 1 and House 2 in addition to the green arrow, there is an orange
dashed arrow, indicating that there are two plans can be used to achieve the
robot waiter from House 1 to House 2.

In this scenario, the robot waiter is abstracted into an agent. In fact, the
movement of the agent can also be considered as state transfer. To ensure
that the agent may effectively transition from one state to another, it must
engage appropriate activities. We assume that the agent will move from state
S0 to the goal state S3. To begin with, it is obvious that the agent’s goal is
to reach state S3, and the designer has to provide a control system that will
allow the agent to achieve this goal safely and accurately. Designers should
strive to increase the control system’s reliability when working in an uncertain
environment. It is impossible to guarantee that a particular plan will be able
to finish the task while designing a system. As a result, the plans significantly
impact the system’s effective.

Once we have developed the plans, we need to confirm the probability of
success of each plan and the cost of implementation. The probability that the
plan will be implemented successfully is determined through statistical analysis
employing a significant amount of pertinent data. The cost of the plan needs to
be evaluated in terms of budget based on the equipment, energy consumption,
and time required for the plan implementation. These (probabilities and costs)
all require detailed evaluations of the specific plan, which are beyond the scope
of this paper. The case study is mainly used to demonstrate the effectiveness
of the proposed verification framework for a mobile agent control system with
multiple alternatives. Therefore, some hypothetical values are used in this case
study. As shown in Fig. 5. The circles represent the states, and the rectangles
are the executable plans. The plan labels, the success rate, and the cost of
adopting the plan are marked in rectangles. For example, three plans are
provided for S0 to S1. Plan 1 has a probability of success of 0.7 and a cost
of 7. Plan 2 has a probability of success of 0.8 and a cost of 12. Plan 3 has a
probability of success of 0.9 and a cost of 15.

There are different success rates and cost for different plans. The
probability of completing the state transition is increased when there are
multiple executable plans. However, the system can only execute one plan at a
time, and it only switches to another plan if the first one fails. The execution
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P:0.7，C: 7 

 
Plan 2 
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Fig. 5 A case of state transition of mobile agent control system.

sequence of the plans has different impact on the cost of the system. For
example, if Plan 1 is successful, the state transition only consumes 7 costs. If
Plan 1 fails and Plan 2 succeeds, the state transition cost needs 19. If Plan 1
and Plan 2 fail and Plan 3 is adopted, the consumption cost is 34. Assuming
Plan 3 is considered to be executed first, Plan 3 has a higher probability of
successfully completing the task. As a result, it is less likely that other plans
will need to be executed, and less likely that additional costs will be required.
It is important to decide on a proper sequence of plan execution for the cost
savings of mobile agent control in the long term.

5.1 Policy generation

The sequence in which plans are executed is referred to as a system policy. As
previously stated, the decision tree is used to analyse several different execution
sequences. In the mobile agent control system, the entire control process can
be separated into three phases in this example, with S0 to S1 being the first,
S1 to S2 being the second, and S2 to S3 being the third.

S0 to S1: There are three alternative plans for completing the states’
transition. The decision tree is depicted in Fig. 6. At state S0, there is a 0.7
probability of getting to state S1 if Plan 1 is used first. There is a 0.3 probability
that Plan 1 will fail, thus requiring activation of either Plan 2 or Plan 3.
Assuming that Plan 2 is selected as the second execution plan, the probability
of a successful transfer to state S1 is 0.8, and there is a 0.2 probability that
Plan 3 will be activated due to the failure of Plan 2. The probability that Plan
3 will complete the transfer is 0.9. If Plan 3 fails, then the system enters a
fault state.

The second policy is to adopt Plan 1 first in state S0. There is a 0.3
probability that Plan 1 will fail, thereby activating Plan 3, at which point the
probability of successfully transferring to state S1 is 0.9, and there is a 0.1
probability that Plan 2 will be activated due to the failure of Plan 3. The
probability that Plan 2 will successfully complete the transfer is 0.8. If Plan 2
also fails, then the system enters a fault state. The description is the same for
the other policies.

The PGA algorithm is used to calculate the ECV of the various sequence
combinations of the three plans, producing the results displayed in Tab. 1.
The results indicate that there are six policies in total, with the policy’s ECV
from Plan 1 to Plan 2 to Plan 3 being the lowest. As a result, adopt this policy.
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Fig. 6 The decision tree depicts the state transition from S0 to S1.

Table 1 Policy compare of the transition from S0 to S1

Policy ECV
Plan 1 → Plan 2 → Plan 3 11.50
Plan 1 → Plan 3 → Plan 2 11.86
Plan 2 → Plan 1 → Plan 3 14.30
Plan 2 → Plan 3 → Plan 1 15.14
Plan 3 → Plan 1 → Plan 2 16.06
Plan 3 → Plan 2 → Plan 1 16.34

S1

Plan 4
Probability:0.82，Cost: 21

Plan 5
Probability:0.93，Cost: 23

Plan 4+Plan 5
Probability:0.18*0.93，Cost: 440.18

Plan 5+Plan 4
Probability:0.07*0.82，Cost: 44

0.07

0.93

0.07

S2

F

0.82

S2

S20.93

0.18
F

S20.82

Fig. 7 The decision tree depicts the state transition from S1 to S2.

S1 to S2: There are two plans for completing the states’ transition. The
decision tree is shown in Fig. 7.
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In Tab. 2, the results of the policy generation are shown. The findings show
two policies, with the ECV of the policy from Plan 5 to Plan 4 being the
lowest. As a result, apply this policy from S1 to S2.

Table 2 Policy compare of the transition from S1 to S2

Policy ECV
Plan 5 → Plan 4 24.47
Plan 4 → Plan 5 25.14

S2 to S3: There are four plans for completing the states’ transition. Note
that the decision tree structure from state S2 to S3 is same as that of S0

to S1, except that there are 4 optional plans, and the constructed decision
tree is more complicated. We don’t provide a detailed decision tree due to
space limitation. According to the method PGA, 24 policies are obtained.
The top ten policies with the lowest ECV are listed in Tab. 3. The policy
Plan 6→ Plan 8→ Plan 7→ Plan 9 is chosen for modelling since it has the
lowest ECV.

Table 3 Policy compare of the transition from S2 to S3

Policy ECV
Plan 6 → Plan 8 → Plan 7 → Plan 9 41.62
Plan 8 → Plan 6 → Plan 7 → Plan 9 41.63
Plan 8 → Plan 7 → Plan 6 → Plan 9 41.69
Plan 6 → Plan 7 → Plan 8 → Plan 9 41.75
Plan 8 → Plan 7 → Plan 9 → Plan 6 41.82
Plan 6 → Plan 8 → Plan 9 → Plan 7 41.83
Plan 8 → Plan 6 → Plan 9 → Plan 7 41.84
Plan 6 → Plan 7 → Plan 9 → Plan 8 42.09
Plan 7 → Plan 6 → Plan 8 → Plan 9 42.27
Plan 7 → Plan 8 → Plan 6 → Plan 9 42.28

5.2 DTMC model

As stated previously, the plan execution sequence from state S0 to S1 is
Plan 1 → Plan 2 → Plan 3, from state S1 to S2 is Plan 5 → Plan 4, and
from state S2 to S3 is Plan 6→ Plan 8→ Plan 7→ Plan 9. According to the
obtained state and the sequence of plan execution, the corresponding DTMC
model can be developed. The DTMC model’s transition of states is depicted
in Fig. 8.

S0 is the initial state, while S1, S2, and S3 are the states that must be
accomplished in order. A status point marked with a T represents a planned
transition point. After a state fails, the next plan is adopted immediately. In
this system, there are 6 planned switching points, i.e., T1, T2, T3, T4, T5, and
T6. For example, T1 represents Plan 1 failed and Plan 2 is executed. F stands
for system failure. The system fails when all plans fail during a transition.

The detailed description for the Fig. 8 is,
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Fig. 8 A case of state transition of mobile agent control system.

• Starting with S0, Plan 1 is implemented first. Execution Plan 1 has a 0.7
probability of successfully transfer to state S1, and it has a 0.3 probability
of being pushed to execution Plan 2 if Plan 1 fails.

• When executing Plan 2, there is a possibility that 0.8 will transfer to state
S1, and 0.2 will fail, requiring Plan 3 to be executed.

• When running Plan 3, there’s a chance of 0.9 that the agent will transfer to
state S1, and 0.1 chance that the agent will fail. If Plan 3 fails, the system
becomes sluggish and shuts down.

• Plan 5 is implemented directly once the system enters state S1. Plan 5 has
been used to have a 0.93 possibility of successfully entering state S2, and a
0.07 chance of failure to execute Plan 4.

• When Plan 4 is executed, there is a 0.82 probability of entering state S2 and
a 0.18 probability of fails, resulting the system failure.

• After the system enters state S2, Plan 6 is first adopted. Plan 6 has been
used to have a 0.77 chance of successfully entering state S3, and a 0.23
chance of failure to execute Plan 8.

• When executing Plan 8, there is a possibility of 0.89 transition to state S3,
and 0.11 may fail, thus executing Plan 7.

• When executing Plan 7, there is a possibility of 0.85 transition to state S3,
and 0.15 may fail, thus executing Plan 9.

• When Plan 9 is executed, there is a 0.99 probability of entering state S3 and
a 0.01 probability of fails, resulting the whole system failure.

The PRISM code describing the DTMC model is as follows. The model has
an initial state 0 and 9 states, 1 and 2 for the states in the control system, i.e.,
S1 and S2, respectively. 3 is the target state which includes S3 state and fail.
4...9 represent planned transition states. d : [0..2] denotes the goal value is 0,
1, 2. 0 is the initial value, 1 represents the system fails, and 2 denotes arrive
the S3. There are 11 sentences here. The left side of the ”→” represents the
current state, and the right side represents the state and probability that may
be entered in the next step. For example, s = 0→ 0.7 : (s′ = 1)+0.3 : (s′ = 4)
means that the agent is now in state S0, the probability of entering S1 is 0.7,
and the probability of the current plan fails and adopting the next plan is 0.3.

dtmc
module agent movement
s : [0..9] init 0;
d : [0..2] init 0;
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[ ]s = 0→ 0.7 : (s′ = 1) + 0.3 : (s′ = 4);
[ ]s = 4→ 0.8 : (s′ = 1) + 0.2 : (s′ = 5);
[ ]s = 5→ 0.9 : (s′ = 1) + 0.1 : (s′ = 3) ∧ (d′ = 1);
[ ]s = 1→ 0.93 : (s′ = 2) + 0.07 : (s′ = 6);
[ ]s = 6→ 0.82 : (s′ = 2) + 0.18 : (s′ = 3) ∧ (d′ = 1);
[ ]s = 2→ 0.77 : (s′ = 3) ∧ (d′ = 2) + 0.23 : (s′ = 7);
[ ]s = 7→ 0.89 : (s′ = 3) ∧ (d′ = 2) + 0.11 : (s′ = 8);
[ ]s = 8→ 0.85 : (s′ = 3) ∧ (d′ = 2) + 0.15 : (s′ = 9);
[ ]s = 9→ 0.99 : (s′ = 3) ∧ (d′ = 2) + 0.01 : (s′ = 3) ∧ (d′ = 1);
[ ]s = 3→ (s′ = 3);
end module

5.3 Verification in PRISM

The experiments are performed on an Intel(R) Core(TM) i5-7200U CPU with
2.50GHz and 2.71 GHz. The PRISM we used for verification is PRISM 4.7
(GUI mode).

Our purpose is to enable mobile agent to complete state transfer with a high
probability in uncertain environments, thus improving system reliability. In
verification, the PCTL formula P =?[F (s = 3)∧(d = x)] is presented to specify
properties of the model. The formula means ”what is the probability, from the
InitState of the model, of terminal enter the target state and obtain a d value”.
For example, suppose x=1 is considered. The P =?[F (s = 3)∧ (d = 1)] means
”What is the probability that from the initial state to the system fails”. In
addition, we also listed other properties. As shown in the Tab. 4, No.2 indicates
that the probability of reaching state S3 from S0 is 0.98144. No.3 denotes the
probability of reaching state S1 from S0 is 0.98148. No.4 indicates the failure
probability of the transition from S1. No.5 indicates the accomplish probability
of the transition from S1 to S3. The probability of reaching state S2 from S1 is
depicted in No.6. No.7 indicates the failure probability of the transition from
S2. No.8 indicates the accomplish probability of the transition from S2 to S3.

Table 4 Verification results in the PRISM

No Init State Properties Results
1 S0 P =?[Fs = 3 ∧ d = 1] 0.01856
2 S0 P =?[Fs = 3 ∧ d = 2] 0.98144
3 S0 P =?[Fs = 1] 0.99400
4 S1 P =?[Fs = 3 ∧ d = 1] 0.01264
5 S1 P =?[Fs = 3 ∧ d = 2] 0.98736
6 S1 P =?[Fs = 2] 0.98740
7 S2 P =?[Fs = 3 ∧ d = 1] 3.795E-5
8 S2 P =?[Fs = 3 ∧ d = 2] 0.99996

Table. 5 shows the probabilities for different sample volume. The row 1
denotes the probability of the system fails, which contains the verification
results and simulation results under different samples. The simulation method
is adopted to explain that the verification result is consistent with real-life
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conditions. The simulated samples represent distinct states, and the flows of
several transitional paths represent the choices made by the agent. In this
experiment, the number of samples used in the simulation procedure ranged
from 500 to 10000. The findings show that as the number of simulation samples
grows, the experimental result approaches the verification result.

Table 5 Simulation results for the agent control system

Room
Number of Simulation Samples

Verify Prob
500 1000 3000 5000 10000

1 0.01400 0.01800 0.01767 0.01820 0.01860 0.01856
2 0.98600 0.98200 0.98233 0.98180 0.98140 0.98144

It is worth noting that if the probability and cost of a plan change, the final
results may alter. As discussed in this paper, the Policy Generation Algorithm
(PGA) determines the execution sequence of all alternative plans based on the
probabilities and costs of all alternative plans that achieve a transition between
two states. As a result, if the probability and cost of a plan change, the PGA
algorithm’s final execution sequence may change. Furthermore, a change in
probability can affect the reliability of the execution state transition.

5.4 Discussion

In the case, we demonstrate the higher reliability of control systems with
multiple executable plans using probabilistic model checking techniques. To
better illustrate, we compare it to a single-plan mobile agent control system.
Simplify the previous case of state transfer by selecting only the plan with
highest probability of success among the executable plan. As mentioned in Fig.
9, each state transfer has only one executable plan, and the probability of the
plan being successfully performed is the likelihood of the state completing the
transfer. The probability of effectively transferring state S0 to S1 is 0.9, 0.93 for
successfully transferring state S1 to S2, and 0.99 for successfully transferring
state S2 to S3.

S0
Plan 3 

P:0.9，C 15 S1 S2 S3
Plan 5 

P:0.93，C: 23 
Plan 9 

P:0.99，C: 52 

Fig. 9 A case of state transition of mobile agent control system with a single plan.

The DTMC model of the control system with a single plan is,
dtmc
module agent movement
s : [0..3] init 0;
d : [0..2] init 0;
[ ]s = 0→ 0.9 : (s′ = 1) + 0.1 : (s′ = 3) ∧ (d′ = 1);
[ ]s = 1→ 0.93 : (s′ = 2) + 0.07 : (s′ = 3) ∧ (d′ = 1);
[ ]s = 2→ 0.99 : (s′ = 3) ∧ (d′ = 2) + 0.01 : (s′ = 3) ∧ (d′ = 1);
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[ ]s = 3→ (s′ = 3);
end module
The DTMC model represents that the whole model has 4 states with two

target values. In the initial state, there is 0.9 possibility of entering state S1

and 0.1 possibility of system failure. When in state S1, there is 0.93 probability
of entering state S2 and 0.07 probability of system failure. When in state S2,
there is 0.99 possibility of reaching the target state S3 and a 0.01 possibility
of system failure. The required properties and verification results in PRISM
are shown in Tab. 6.

Table 6 Verification results in the PRISM

No Init State Properties Results
1 S0 P =?[Fs = 3 ∧ d = 1] 0.17137
2 S0 P =?[Fs = 3 ∧ d = 2] 0.82863
3 S0 P =?[Fs = 1] 0.90000
4 S1 P =?[Fs = 3 ∧ d = 1] 0.07930
5 S1 P =?[Fs = 3 ∧ d = 2] 0.92070
6 S1 P =?[Fs = 2] 0.93000
7 S2 P =?[Fs = 3 ∧ d = 1] 0.01000
8 S2 P =?[Fs = 3 ∧ d = 2] 0.99000

Figure. 10 shows the comparison of the results of the two control systems.
MP represents the result of the control system with multiple executable plans
and SP is the value of the control system with a single plan. Obviously, the
control system with multiple executable plans has a higher probability of
reaching the target state than a control system with a single plan and a lower
probability of failure than a control system with a single plan.

Fig. 10 Diagram of comparison results.

On the other hand, plans incur costs once they are implemented. Therefore
the expected cost value between states of a control system with a single plan
is the cost of executing the current plan. The ECV of the whole system
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is
∑

SP = ECVS0→S1
+ ECVS1→S2

+ ECVS2→S3
= 90. In the analysis of

the control system with multiple executable plans, the total ECV generated
by the policy chosen through the proposed PGA is

∑
MP = ECVS0→S1

+
ECVS1→S2

+ ECVS2→S3
= 77.59. It can be observed that the ECV of the

control system with multiple alternative plans is lower than that of the control
system with a single plan. Consequently, the scheme is more likely to be used
in the development of mobile agent.

It is worth noting that the complexity of the PGA algorithm depends on the
number of plans. First, a permutation is performed based on the input plans
and perms function (a permutation generating function in Matlab), listing all
possible plan execution sequences (i.e., policies). The number of statements
executing the permutations is n!. Next, the expected cost value of all possible
policies is calculated according to (3), and the number of statements executing
the calculation process is n!. Finally, the results of the policies are sorted in
ascending order according to the expected cost values based on the Quicksort
algorithm, and the number of statements executing the sorting process is
nlogn2 . Thus, the complexity of the PGA algorithm is O(n! + nlogn2 ).

6 Conclusion

One of the primary tasks of a mobile agent control system is to guarantee that
the agent can safely move from one state (or location) to another until a task is
completed. Moreover, each state transfer is achieved by a formulated behaviour
plan. However, in an uncertain environment, the plan may fail due to some
unexpected events. A control system with a single plan would immediately go
to a failure or downtime state. In this paper, we proposed to add alternative
plans to the design of mobile agent control systems to improve the reliability of
agent in uncertain environments. We first introduced the concept of the mobile
agent control system with multiple alternative plans, and defined two relevant
parameters, i.e., the success rate of the plan and the cost of execution. Then, we
proposed a PGA algorithm for selecting the most appropriate plan execution
sequence. In order to analyse the reliability of the mobile agent control system
with multiple alternatives, we also modelled the state transfer process into a
DTMC model. The specified properties were formalized as PCTL formulae.
Benefiting from the state-of-the-art probabilistic model checker PRISM, we
have verified the model. A case study was given to show the application of the
proposed methodological framework. Moreover, the control system equipped
with single plan was compared with the control system equipped with multiple
alternative plans. The results showed that the control system equipped with
multiple alternative plans are more reliable than those with a single plan and
have lower expected costs.

There are some aspects that can be explore further in the future. First,
in this paper, we analysed the work of a single agent control system in an
uncertain environment. In practice, a control system may need to control the
behaviour of multiple agents at the same time and the interaction between
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them also needs to be considered. Therefore, extending the proposed approach
for dealing with multiple mobile agent system could be part of our future
research. Second, this paper abstracted each implementation of the transfer
between two states into a behaviour plan and did not analyse the specific
plan contents. Each plan needs to be formulated for a specific case, and the
independence between plans has to be ensured. Consequently, case-specific
plan formulation also needs to be further explored.
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