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Matched-field based methods always involve the comparison of the output of a physical model and
the actual data. The method of comparison and the nature of the data varies according to the problem
at hand, but the result becomes always largely conditioned by the accurateness of the physical model
and the amount of data available. The usage of broadband methods has become a widely used
approach to increase the amount of data and to stabilize the estimation process. Due to the
difficulties to accurately predict the phase of the acoustic field the problem whether the information
should be coherently or incoherently combined across frequency has been an open debate in the last
years. This paper provides a data consistent model for the observed signal, formed by a deterministic
channel structure multiplied by a perturbation random factor plus noise. The cross-frequency
channel structure and the decorrelation of the perturbation random factor are shown to be the main
causes of processor performance degradation. Different Bartlett processors, such as the incoherent
processof Baggeroeret al,, J. Acoust. Soc. Am80, 571-587(1988], the coherent normalized
processofZ.-H. Michalopoulou, IEEE J. Ocean Engl, 384—392(1996] and the matched-phase
processofOrris et al, J. Acoust. Soc. Am107, 2563—23752000], are reviewed and compared to

the proposed cross-frequency incoherent processor. It is analytically shown that the proposed
processor has the same performance as the matched-phase processor at the maximum of the
ambiguity surface, without the need for estimating the phase terms and thus having an extremely
low computational cost. €2003 Acoustical Society of AmericdDOI: 10.1121/1.1564016

PACS numbers: 43.30.Wi, 43.30.Pc, 43.60[/0C4.B ]

I. INTRODUCTION levance to the success of MF based techniques: one is the
ability of a given MF processor to accurately pinpoint the
The introduction of physical models in underwater source location while rejecting sidelobes, and the other is the
acoustic signal processing has been one of the most signifimpact of erroneous or missing environmental information
cant advances ever in this field® Defining a physical model  (known as model mismatgtin the final parameter estimate.
for a given practical scenario allows for a consistent inclu-This study addresses the first aspect, regarding sidelobe re-
sion ofa priori information on the signal estimation proces- jection, while considering that the processor is working on a
sor. Thata priori information consists of the environmental mismatch free situation. In that case, the capacity of detect-
characteristics of the propagation scenario which, by meangg the correct acoustic field among very close similar can-
of the solution of the wave equation on that scenario, redidates(the so-called discriminatioriargely depends on the
stricts the received acoustic pressure to a well-defined clasgegree of complexity of the received acoustic pressure field.
of expected signals. It is that reduction of the class of exAs an example, a single tone will have two discriminating
pected signals that provides the highest performance gain iparameters: the amplitude and the phase. If a broadband sig-
terms of parameter estimation. nal is transmitted, there are as many amplitudes and phases
Since the definition of a physical model requires theas discrete frequencies, and the complexity of the received
knowledge(or the assumptiognof a number of environmen- signal is naturally increased leading to a higher MF discrimi-
tally measurable quantities, the performance of the processeation. This problem is similar—but not equal—to the detec-
becomes dependent on those quantities. Conversely, if theon problem encountered in classical spectrum estimation.
emitted and received signals are knog@n measurablethen There are a number of different ways to combine MF
it is, in principle, possible to estimate the environmentalinformation across frequency that can be classified in two
characteristics of the media of propagation—that is the basBroad groups: the conventional incoherent methods, that are
of the variousmatched-field(MF) based techniques being based on the direct averaging of the autofrequency inner
developed in the last two decades: Matched-field processingroducts(average of real numberand the, say, less conven-
(MFP) for source localization, matched-field tomography tional methods, that perform a weighted average of the cross-
(MFT) for ocean properties and matched-field inversionfrequency inner products where the weights are the fre-
(MFI) for geoacoustic parameter estimation. quency compensated phase shifts. The latter are generally
There are at least two aspects that emerge by their rezalled coherent broadband methods since they combine com-
plex inner products.
3Electronic mail: csoares@ualg.pt Incoherent MF methods were first proposed by Bagge-
DElectronic mail: sjesus@ualg.pt roer et al,* where geometric averaging was found to be ef-
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fective to reduce ambiguous Bartlett and minimum varianceion of frequency bands on the final match of the model to
(MV) MFP sidelobes in a shallow-water simulation study.the data.

The same principle was used in a countless number of stu-

dies since then. More recently, the frequency domain coher-

ent approach was first suggested by Tolétwchalopoulou_ Il. DATA MODEL

recognized that incoherent processors discarded useful infor-

mation contained in the off-diagonal terms of the cross-A- The physical data model

frequency data covariance matfixCoherent Bartlett and A widely used data model foM farfield point sources

MV processors based on the formulation of “supervectors”emjtting narrowband signals received in a L-sensor array is
containing field vectors of the frequencies to be processegjyen py

were proposed and successfully applied on tracking a sound
source in the Hudson Canyon data Sézenszak and Krolik y(t)=A(¢)s(t) +u(t), (6N

proposed a coherent minimum variance beamformer with ngne ey (t) is the L-sensor array received acoustic pressure,
vironmental perturbation constraifiglV—-EPC) designed for A() is the LXM steering matrix, which entries are the

a short vertical arra¥.Very recently Orriset al. proposed a appropriate delays for each array sensor and each souate
matched-phase coherent processor that accounts for the rel?éaringcp «t) is an M-dimensional vector with tha

. . . . m:»

tive phase relationships between frequentihose phases g ce inputs at timé and u(t) is the observation additive

are assumed to be unknown and are searched as free pargigise. A common assumption is to consider that the additive
eters. o _ _noise is white, Gaussian, zero-mean and uncorrelated with
In that classification, time domain methods play a differ-jhe signals(t), that themselves are zero-mean and uncorre-
ent role but can, to some extent, be included in the colhererpéted stochastic processes. This model is useful for describ-
class. Time domain methods were first suggested by &laying a field of dependent noise sources emitting through a
under the form of an optimum matched-filter for source I0-nondispersive unbounded media and received on a horizontal
calization. The same technique was used byeltgal. N array. When dealing with shallow water dispersive scenarios,
laboratory experimental data. Also Frazetal™ tested  geterministic sources and nonhorizontal arrays this model is
Clay's technique with simulated data and a single hydroynaple to account for the complexity of the received field as
phone. In 1992, Milleret al** showed, with computer simu- 5 mixture of correlatedpartially) deterministic signal reflec-
lations, that it is possible to localize short duration acoustiGjgons from sea bottom and sea surface.
signals in a range-dependent shallow water environment. The  anp alternative approach is to start from the wave equa-
same approach was followed by Knoblesal with bottom  ion and directly calculate its solution with appropriate
moored sensors using a broadband coherent matched-fieggl)undary conditions and environmental assumptitns.,
processor proposed by WestwoBdlime domain source l0-  azimuth and range independent isotropic media, spatial point
calization was actually achieved with real data by Brienzosoyrce, etg. In a cylindrical two-dimensional coordinate
et al*° using data received on a vertical array in a deep wategystem, the acoustic pressure measured at receiver depth

area on the Monterrey fan. The technique used was a congye to a point source at rangand depttz, can be writtefy’
bination of time domain filtering for each sendonatched-

filter) and then a space domain beamformer. _ i JEM WVi(z)W(zs)
Despite the considerable amount of work on broadband P(zi,tr,25) = o | & S(w) i
. . j=1 VIK;
methods there is a lack of understanding on why and when a ‘ .
coherent method provides a better detection or localization xe l(kr-m=rglet gg, 2
performance than an incoherent method. This is the main

. . .Wheres is the source spectrund¥(),j=1,... are
topic addressed in the present study, .that ;tarts by presentlravge wav(g;;)uil de mo deufunctigns ;Eﬁ d ajrfd) ?J,j are tﬁg}mo de
a phy§|cal-based linear data model W'th _:su|table random P€Korizontal wave numbers and mode attenuation coefficients,
turbation terms as opposed to the traditional fully stochasti

. o espectively;Jy, is the number of discrete modes supported
model. Under this model, it is shown that the advantage o b Yim PP

. . . " - “by the waveguide.
using the _cro_ss—fr_equency ter”_‘s resides in its at_)lht_y t_o reject Under the ray approximation the received acoustic pres-
noise, whllg its disadvantage is that the result is Ilmltgd bysure, using the same notation, can be written as
the correlation of the random phase terms together with the
deterministic correlation of the channel response across fre- 1 Jr ) )
quency. An efficient algorithm for combining cross- P(Z,tir,z9)=5— Zl ajs(w)e engletrIm2elgy, (3)
frequency information is derived that is shown to have an a
equivalent localization performance than that of thewhere the number of eigenrayg, the ray amplitudes; and
matched-phase coherent processor with a much lower conthe delaysr;, fully characterize the propagation channel for
putational burden. Then, the performance of the coherent aritie specific source and receiver locationszd0and (,z),
incoherent processors are compared for different number akspectively.
frequencies using simulated data. Real data analysis is pre- Assuming the propagation channel as a linear filter, al-
sented to support the physical-based model as well as fdows for writing the received signal as the frequency product
justifying the distributions of the random perturbation terms.between the source signa(w) and the channel transfer
Finally, a real data example shows the effect of a wise seledunction h(w), defined as the sum of modal terife ray9
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for a particular source—receiver location. Thus, a suitablao, first, assume that the signal-to-noise rd8iR) is suffi-
model for the array-received signal from an harmonic sourceiently high, to be able to neglect the influence of the noise
at frequencyw would be u, and second, assume that the deterministic part of the sig-
nal, i.e.,h(w, 6p)s(w) is time-stationary or slowly varying.
Under these two assumptions a possible estimétonf the
whereu(z, ,») is a zero-mean stochastic process represenfandom factora at frequencyw is
ing additive observation noise and whéréz, ,w;r,z;) can oy e
be easily deduced either frof@) or from (3) depending on =~ ol el(¢n~ o), (6)
which model—normal mode or ray model—is being used. It Yo l@o
is a common assumption to consider the observation noise wherey,, a,, and¢, are obtained for time snapshotand
be wide-sense time stationary. Taking into account the Foufor an arbitrary frequency and receiver. This would imply
rier transform properties for sufficiently long observation that the distribution of&| would be Rayleigh or Rice de-
times it can be considered that the frequency samplas of pending on whethew is zero-mean or not with, however, a
are asymptotically uncorrelated. change on the amplitude axis due to the normalization con-
If the source inpus(t) is deterministic, signal detection stant|a|. As an alternative and, if the stationarity assump-
using model(4) becomes a problem of detecting a determi-tion for h(w, 6y)s(w) is suspected not to hold, another esti-
nistic signal in white noise, which optimal solutions are well mator can be sought using a time sliding estimator as
known. y EX
In the past decade, with the development of methods for  &,=——~ ———el(¢n~¢n-1), (7)
acoustic inversion using deterministic signals, it has been Vo1 |an-il
observed that repeated emissions at very high SNR resulted this case the interpretation is a bit more elaborated since
in successive receptions suffering rapid changes in short timgie module ofe is the ratio of two Rayleighor Rice ran-
intervals possibly caused by small scale environmental perdom variables and the phase term is the difference between
turbations, source and/or receiver motion, and sea surfag@o uniform variables ife is zero mean. It is shown in Ap-
and bottom roughness, which, partially or all together, conpendix B that the ratio of two independent Rayleigh distri-
tribute to unmodeled fluctuations in the signal par(4t buted random variables gives a nearly Cauchy distributed
Since such changes cannot be attributed to the noise dwuandom variable and that the difference of two uniformly
to the high SNR, a complex random facter=|a|exp( ¢) distributed and independent random variables gives a prob-
can be included such that the data model is written as ability density function(pdf) for the resulting random vari-
able that is triangular if—2, 277]. Results obtained on real
data using estimator®) and(7) are shown in Sec. VI.

where a more compact notation has been adopted by intro-

ducing a vectorial notation for the L-sensor array yas

=[¥(21),¥(22),....y(z))]" and similar definitions foh and | SECOND ORDER STATISTICS AND BROADBAND
u, the channel transfer function and the additive observatiofpfopEL FORMULATION

noise, respectivelys(w) is the source spectrum at frequency

o and 6, is a vector with the relevant parameters under es-  The correlation matrix can be directly written fro¢s)
timation. The noise processis assumed to be uncorrelated as

¥(z,0;1,2)=h(z,0;r,29)s(0) +u(z, @), 4)

Y(@,00)=a(w)h(w,f)s(w)+u(w), ©)

from sensor to sensor and with random factorNote that H
C ,00)=E ,0 ,0
random factora is space invariant but is assumed to be fre- (@1 00) =ELY(@, 80)y" (@, 6o)]
quency dependent. For the design of optimal estimators it is =E[|a(w)|?]|s(w)|*h(w, 8p)h™(w, 6;)

useful to consider thatk is zero-mean and Gaussian distrib- 2

uted. Whether that assumption is verified in practice is the +oy(w)l, ®)

subject of the next section. where all terms have been previously defined and superscript

H denotes conjugate transpose. Equat®mgives the essen-

tial description of the received data model in the narrowband
This section deals with the distribution of the random case. When a time-limited Signémpmse is emitted by the

signal perturbation factas, introduced in the linear physical source, a significant band of frequencies of the acoustic

model (5). It is a common assumption to consider that ran-channel is excited giving rise to the need for a broadband

dom factor to be complex zero-mean Gaussian distribtited formulation. In order to introduce, as much as possible, a

which implies that the module aof follows a Rayleigh dis-  common frame for the narrowband and broadband cases, we

tribution and that its phase is uniformly distributed[in, define an extended vector as

1.2 In case that the real and/or imaginary parts of the - - T T

acoustic pressure are not zero mean then the envelope fol-  Y=LY (©1).y (@2),...y (0], ©)

lows a Rice distribution while the phase term does not apyhere superscripl denotes matrix transpose aidis the

pear to be uniform nor Gaussian distributesgte Appendix  qta| humber of discrete frequency bins. In that case, the

A). , . o , broadband model can be written as
In order to obtain an empirical distribution of the signal

random perturbation, only possible using real data, one has Y(6o) =H(6o)S+u, (10

B. Random signal perturbation factor
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wheres is aK-dimensional random vector which entries are h(6)
S(wy) a(w), i.e., the source spectrum multiplied by the ran- Wyg(0) = ————,
dom perturbation factor at each frequengye [ w;,wk]; the Vh(o)h(6)
matrix H( 6p) is

(15

where the denominator is a normalization scalar and the nu-

h(w, 6o) 0 0 merator contains the signal structure as “seen” at the receiv-
0 h(wy,00) - 0 ing array. This is simply thg classical' mgtched fi.Iter for the

H(6,) = . 2:70 . ] 1 p_artlcular parameter Iocatlon?_). Subsﬂtutm_g(lS) in (13
: : : : gives the well-known generalized conventional narrow band

0 0 - h(wg, ) beamformer for parametér If the search is made ovérand

11) the maximum is selected, then an optimum mean least-
squares estimaté, of 6, is obtained.

In the broadband case, the estimator of the replica vector
is given in terms of frequency extended vectors using model
(10), thus

where the noise extended vectotas an obvious notation
similar to (9). It is interesting to write the correlation matrix
for model(10), which cross-frequency block matrix is given
by

Cow;, @) Wep(0)=arg maxw"(6)H(6o) E[F"H"(6o)w(0)},
y\ @i @] v (16)

7 where the expectation of the signal maf' relates to the

=1, correlation of the perturbation factat across frequency,
S(w;)s* (w))h(o; ,90)hH(wj ,00)E[ (i) * ()], weighted by the source power cross spectsirfw;)s(w;).

%] No closed form forvgg(#) can be given in this case without

' explicit knowledge of that signal matrix. There are a number
(12)  of possible implementations that represent suboptimal ver-
where the ternE[ a(w;) a* (w;)] denotes the correlation of sions of(16) \{vith differen_t assump_tions for _the_structurg of
the perturbation factor across frequency. Note that unlike thé"€ Perturbation correlation and signal weighting matrix. A
autofrequency entriesi €j) the cross-frequency terms ( few cases are r_ewewed in _the next_se_ctlon anql a new com-
+]) are noise free. This is due to the well-known property ofPutational effective alternative to existing techniques is also
the Fourier transform for time-stationary processes that giveBroPosed.
uncorrelated cross-frequency bins which might be also usefud. Broadband incoherent processor
if spatially correlated noise is present. In practice, with finite Th led incoh broadband Bartl
observation time, that property is only asymptotically veri- € so-cafled Inco erent roadban artlett processor,
fied, which is often sufficient. In expressidf2), for i # j originally proposed in Ref. 4, implicitly agsumes that the
1 . ’ 1 . . * . .

there are three contributions: the source cross-spectrum terfgndom factor is simphE[ a(wi) @™ (wj) =0, , i.e., that
s(w;)s* (w;), the cross-frequency acoustic channel structurdNe random perturbations are qncorrelated across frequency
term h(w, 700)hH(w]_ ,6) and the perturbation factor corre- and have a gonstant power. psmg that expression of the cor-
lation E[ a(w;)a* (;)]. The first term is source dependent relation ofa in (12), plugged in(16) and solved fomw gives

and will not be of concern here. The second term is channel H(6)s

|s(w;)[2h(w; , Bo)N(w; , 80) E[ | (i) |?]+ of(w)l,

dependent and may significantly vary with environmental — Wi,(60)= m (17
conditions, source positiofrange and depjhand receiving =
array geometry. The third term on expressid®), for i  wheres is a K-dimensional vector which entries as€w,).
#], concerns the correlation of the perturbation factor and isThus, by replacement int@3), allows to obtain the proces-
impossible to obtain from simulations. sor expression
oZ2 i als()[PhM (@, 0)Cyy( @y 0wy, 0)

Pl 0 [F(osP

IV. BARTLETT MATCHED-FIELD PROCESSING =

(18

~The Bartlett processor is possibly the most widely usedypich is nothing more than a source power weighted sum of
et\snmanr.m '\_/”: parameter identification. The parameter €Sthe diagonal matched-filtered autofrequency block matrices
timate 6, is given as the argument of the maximum of the of the extended correlation mati&,, . Notice that ifo,, had

functional been assumed to be frequency dependent, a facitw,)
P(6)=E[W"(0)y(0,)y"(6.)W( )], 13 would appear as weighting the terms in the summation in
() =E[W(0)y(80)y"(80)W(6)] (13 (18). In the case of a flat source power spectrum, @)
where the replica vector estimator is determined as the vectoeduces to a simple summation of the quadratic terms across
w(6) that maximizes the mean quadratic power, the discrete band of frequencies. When the source power
W(6)=arg rUVa>E[wH(0)y( 0oy (o) W(6)], (14) spectrum is unknown but not flat, an unweighted incoherent

processor is generally used which leads to the suboptimal
subject tow"(#)w(#)=1. In the narrowband case, using incoherent broadband conventional estimator proposed in
model (5) in (14) gives the well-known nontrivial solution  Ref. 4.
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B. Broadband coherent processor white noise assumption, and has a correlation structure for

Although there is good evidence that for many of thei_a&j that is highly dependent on the cross-frequency correla-

real underwater propagation channels most of the energy flon of the perturbationy(«).

concentrated along the main diagonal of the cross-spectrum

correlation matrix(the autofrequency termd is also clear 2 Maiched-phase coherent processor

that the same autofrequency terms would carry the noise Another approximation to the broadband coherent pro-
power as it can be seen in expressi@f). One of the moti- cessor has been recently proposed by &misere the cor-
vations when performing coherent processing is to take adelation terms are explicitly included in the replica vector as
vantage of the noiseless cross-frequency ternf42f These unknowns and have therefore to be estimated. A new replica
cross-frequency terms have no noise but the signal informavrector is defined as

tion they contain may also be reduced, according to both the oot i (on) T ()T
channel cross-frequency structure and the cross—frequent‘,’-\}coh-mr( 0)=[h(w1,0)e!n V... h(wg,0)e K],
correlation of the random perturbation factor, as explained in (23

the preceding section. This explains why in most studieswhere the phase ternﬁéﬁh(wk);kzl,"_](] are the estimates
concerned with coherent processing, only the crossthat maximize the output power upon summation over sensor
frequency off-diagonal terms were used, excluding the diagand frequency. Taking into account that, when carrying out
onal autofrequency informatichThere are actually several that summation, each term has its complex conjugate, the
broadband coherent processors depending on the assumihergy contained in the imaginary part is lost. The unknown
tions made for approximating the cross-frequency perturbaphase termsp,, are estimated in such a way as to minimize
tion terms of the signal matrig["] of (16). that loss which, ideally, requires the unknown phase terms to
1. Coherent normalized processor be Symmetric to the phase of the Signal matrix term@.ﬂ).

If that is achieved all terms turn into real numbers and the
sum is carried out in phase. In that case, and for a flat spec-
trum source, this processor is optimum. Replad¢2®@) in the
Bartlett processor expression gives

K K
P cohmg 0):; gl hH(w;,0)Cyy(wi, @)

The coherent normalized process@@OH—-N) has been
proposed by Michalopouldt® and attempts to eliminate the
source spectrum—perturbation weighting across frequenc
At each frequency;, a normalized model vector is defined
as

X( (O 00)

X|(wj,0p)" (19

nx( Wi, 00) = A -
X h(w, ,8)e [¢n(@D = ¢n(wn] (24)
where X,(w;j,6p) is the signal received at sensar The . h bl iated to th hed-oh
choice ofl depends on the actual signal-to-noise ra8olR) In practice, the problem associated to the matched-phase pro-

at that particular sensor. In a high SNR situation, if the noisé©SSO"» according to Orrigs the computation load necessary
contribution at sensof is neglected, the normalized data t0 obtain the estimateg, of the phase shiftsp,, for an

model becomes exhaustive search over a realistic parameter space. That com-
putation load is of the order af=J*X M X N, wherel is the
Ny @; ., 0)~Nn(w;,00) + u(w;) (20) number of samples for the phase[h 27, K is the number
X I [l

hi(w;i, 00)s(w;) a(w;) of frequencies ant¥ X N is the @ parameter search grié.g.,

Matching this model with an extended normalized replicarange versus depthin practice, and as mentioned by Offis,

vector yields a perfect match for the signal and a stronghyf thle sourcilocatlon and relative pTaS{eS Iha\_/e tcr)] be exhaus-
correlated structure for the noise field due to the noise terniVely séarched, computation complexity limits the number

in (20). In that case theoherent-normalizeceplica vector is  ©f frequencies t& =3 while for a larger number of frequen-
cies efficient search algorithm®.g., simulated annealing

written as
were proposed.
cohn( @i, 0)= (@i ,6) h(w;,0)’ C. The cross-frequency incoherent processor
and using that expression in the Bartlett processor gives The cross-frequency incoherent processor is proposed in
P.n(6) this paper and represents an alternative to overcome the com-
coh-n putational burden of the matched-phase processor while
K K y " keeping the same performance. This processor stems from
:Zl Zl Ny (@i, 0)Ny( @i, o) N (@), o) Np(wj , 0) the simple idea that the phase corrections for the surface
e maximum @= 6,) are
(@i, 6)Cop (01,0 Mn(;,6), 22 gu(w)— dn(0) = £8(0)s* (w)E[a(w)a* (0))], (25
whereC, , (i, ;) is the cross-frequency correlation ma- for all i,j=1,...K which can be seen by direct inspection of

trix of the normalized additive noise vectoy; defined in the  (12) and wherez means “phase of.” When these corrections
second term of20). Expression(22) shows a perfectly co- are correctly set the value of the maximum is just the sum of
herent match for the signal model part whés 6,, and a  a series of real numbers, which are the modules of the qua-
noise term residual which is a constant whenj, due to the dratic terms across frequency, i.e.,
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FIG. 1. Ambiguity surfaces computed with synthetic data generated without perturbation factor for the ADVENT’'99 scenario at frequencies 3, 400, 5
and 600 Hz, at SNR —8 dB and for the following processor&) incoherent conventionalp) coherent normalizedc) matched-phase coherent, afutl
incoherent cross frequency.

where

K K
Pica )= 2, 2, n"(;,0)Cpy(wi.0ph(w;.0)l.  (26) ELlh(z, .12 S]]

L

oi(wy) = (28)
The value of the maximum of the ambiguity surface obtained

with (26) is exactly the same as that obtained wi4) with and
absolutely no phase parameter search. Therefore, the peak )
would have the same height and the same location, however o2(w)= E[[|u(e)]] _ (29)

the aspect of the resulting surface would be much different L
between the cross-frequency and the matched-phase proces- Figure 1 shows the range-depth ambiguity surfaces ob-

sors: the former would have a smooth appearance, much likgine for the above referred broadband Bartlett processors,
the incoherent processor, and the Iatterwould_ have extremellg,;inC (@, Poohar (1), Peghmp (©), aNdPincxs (d). In cases(b),
narrow peaks dlstnbut_ed along _thg surface with, however, aﬂ:)’ and (d) only the cross-frequency terms were used. As
overall en\_/elop that is very similar to that of_the Cross'expected, the incoherent process@sand (d), gave similar
frequency incoherent processor. Examples on simulated daign ot surfaces with a lower sidelobe structure for the cross-
are given in the next section. frequency processor. The coherent procesdprand(c) also
gave similar responses with a large number of very narrow
V. SIMULATION RESULTS peaks(up to only 1 m wide in rangethat are due to a perfect
alignment of the surfaces for all grid points. By formulating
This section shows a few simulated data examples of théhe matched-phase and the incoherent cross-frequency pro-
application of broadband MF processors to source localizacessors in terms of normal modes, it can be shown that the
tion. The data was simulated using the C-SNAP m@dala  corresponding ambiguity surfaces are oscillating functions of
80 m deep range-independent shallow water scenario similahe distance modulated by an amplitude factor that is the
to that of the ADVENT’99 experimerftt The acoustic source same in both processors. The peaky structure shown by the
is placed at 76 m depth and at 5 km range from a 32-sensoroherent processors results from a periodic phase alignment
vertical array. The source is emitting a series of multitonesf the correlation terms at each pair of frequencies. At low
between 300 and 600 Hz with 100 Hz increment. The signalSNR the coherent normalized procesgnr rapidly degrades
were generated in the frequency domain usidigwith an  due to the SNR limitation pointed out i20). As explained
SNR of —8 dB and the correlation matrix was estimatedabove the matched-phase and the cross-frequency incoherent
using 32 snapshots. The noise level was set accordingly torocessors have analytically the same source detection per-
the following SNR definition: formance with comparable peak-to-sidelobe ratios of 2.5 dB
and 2.0 dB, respectively. Note that for the coherent proces-
ki , (27 sors a subsampling of the ambiguity surface in range can
Zi-10y(wy) hide the sidelobe structure. The detection performance of the

SK_ 0wy
SNRyz=10log R
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FIG. 2. Probability of correct source localization obtained on ADVENT’99 conditions simulated data for the broadband incoherent pdastesband
broadband cross-frequency procesgmntinuous in the frequency banfb00, 600 Hz for the following number of frequencies(a}, 7(b), 16(c) and also 16
but in the band400, 70Q Hz.

cross-frequency incoherent processor is shown in Fig. 2 foof the perturbation factor across-frequency contributing to a
the model without perturbation. This performance was meanet decrease of performance when enlarging the bandwidth
sured in terms of probability of correct source localization byaround a given center frequency. That fact clearly favors the
determining how often the peak appeared at the correct losolution of using the proposed cross-frequency incoherent
cation in 50 realizations. The environment is always that ofoperating in closely spaced frequencies clustered at various
the ADVENT'99 experiment. The effect of increasing the frequencies in the useful band.
number of frequencies within a relatively small frequency
band of 100 Hz around 550 Hz is shown in pl¢sto (c) of
Fig. 2, where the number of frequencies is 4, 7, and 16}”' A REAL DATA EXAMPLE
respectively. It can be noticed that the performance of the The ADVENT’'99 data set was used as to provide a real
cross-frequency incoherent processor is always superior t@orld example for the assertions made in the preceding sec-
that of the conventionalautofrequencyincoherent proces- tions. The ADVENT’99 experiment took place during the
sor due to the higher number of frequencies involved and tgnonth of May of 1999, in a nearly range independent area on
the noise immunity, despite the inevitable decrease in charthe Strait of Sicily, Italy. The approximate depth of the area
nel structure power transmission at certain cross frequenciagas 80 m and the acoustic signals were transmitted from a
off the main diagonal. The number of ambiguity surfaceshottom mounted sound source and received on a 31-
increases a¥ for the incoherent processor and Ks<(K  hydrophone vertical array. Various signal sequences at differ-
—1)/2 for the cross-frequency incoherent processor. Thagnt frequencies and repetition rates were used. Also, the ver-
fact results in a steady increase of the difference in perfortical array was successively located at ranges of
mance with the number of discrete frequencies from 4 to ZApproximately 2, 5, and 10 km. A complete description of the
and then to 16. With 16 frequencies there is a gain in detecexperimental setup can be found in Sideraisal?
tion performance estimated to approximately 4 dB at usefu/la\ The perturbation factor
detection probabilities. The result shown in pl{di was ob- ' P
tained for a number of frequencies equal to[flée same as In order to justify the perturbation factor distribution, a
in plot (c)] but within a frequency band enlarged to 300 Hz, signal tone at 200 Hz was extracted from the time series
always centered at 550 Hz. The result is that there is a slightecorded during 18 hours on a mid-water-depth hydrophone
decrease of the performance of both processors, while that 10 km range from the signal source. The signal-to-noise
decrease is stronger for the incoherent cross frequency, thuatio is expected to be20 dB at that frequency, and the
there is a net loss of performance of the cross-frequencgdditive noise is assumed negligible compared to the signal
processor relative to the incoherent autofrequency processderm. Figure 3 shows the estimated pdf’s based on the histo-
Other tests performed for relatively small number of closelygrams obtained for the modulea and (c)—and for the
spaced discrete frequencies clustered around center frequgshase—b) and (d). In plots (a) and (b), module and phase
cies along the whole band gives better results than uniformlydf’s are estimated using the normalization propose(b)n
distributed frequencies in the same band. It can be seen that the module is approximately Rayleigh
In practice, with real data, these performance predictionslistributed, with parameter=1 due to the normalization by
obtained in simulation have to be balanced by the correlatioy,, while the phase is noncenter&lso due to the normal-
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FIG. 3. Estimated probability density functions of signal perturbation factor from the ADVENT’99 data set at 200 Hz: using first element nomfalizatio
the module(a) and phaséb); using a sliding window along time for modu(e) and phaséd).

ization), almost uniform in —r,7r] with an outstanding peak levels of energy in the diagonal at about 800 Hz, which is the
at = —0.5 rad of unknown nature. Instead, the sliding nor-overlap transit in frequency band.

malization of(7), applied in the same data set, provides the  In order to obtain a complete view of the received signal
results shown in plotéc) and (d) for the module and phase, correlation along frequency one has to add the deterministic
respectively. The module—pldt)—is in this case approxi- effect of the channel correlation. As an example, a scenario
mately distributed according to the approximate Cauchysimilar to that of the ADVENT'99 was simulated to compute
given by (B2), while that of the phase—pldtl)—does not the cross-array coherence of the acoustic channel across the
resembles to a triangular function as a result from the differfrequency band of interest. Figure 5 shows the result of the
ence of two uniformly distributed random variables. The dis-expression

tribution is approximately symmetric in-27r, 277], but has a _LH

much narrower peak than expected for a triangular shaped Cn(wi, o) =h"(w)h(w)), (30

pdf. Due to the complicated form of the expression of thefor w;,w;e[200,160Q Hz. It can be easily noticed from
phase pdf in the noncentered cfd@pendix A, Eq.(A14)], that figure that the energy is not concentrated on a single
it is difficult to theoretically predict what could be the ex- diagonal but on a band of frequencies around that diagonal.
pected pdf for the phase random variafle— ¢,_,. Some The bandwidth varies with frequency and with source—
numerical simulations using expressioh14) and realistic  receiver geometrynot shown, e.g., it tends to be larger at
values foro suggest that a bell-shaped centered pdf as that dbnger ranges due to stronger multipath. There is also a sig-
Fig. 3(d) can most likely be obtained fom,>0 and m,

~0. [Note that the empirical distribution of Fig(d® is, ac- 1600 —1
cording to the theory, the autocorrelation of two identical lo.o
pdf’s as that obtained i(A14)]. A similar behavior was veri- 1400

fied on the ADVENT’99 data set at various frequencies in 108
the interval [200,150Q Hz, with however, an increasing _ 1200 107
broadening of the peak of the phase pdf with frequency. Ai bic
broader pdf means a larger value forwhich is a well 51000 '
known effect leading to highly variable phase shifts at high §

frequency making it difficult to accurately predict. This dis- q?.)— 800
cussion brings a key question for broadband applicationst
that is to determine which is the degree of correlation of the
signal across frequency.

600

Using the same ADVENT’99 data set along a wide fre- 00 Jid
guency band200,160Q Hz, the correlation of the perturba- e
tion factor using the normalizatio6) was estimated. The 400 600 800 1000 1200 1400 1600
result is shown in Fig. 4 where a broad diagonal along the Frequency (Hz)

whole frequency band can be observed. Additional effects o; . . . . .

-1G. 4. Estimated correlation of normalized signal perturbation factor over
fr?quency bandpass O_f the two transducers used tO cover thi& band 200-1600 Hz using the LFM data of the ADVENT’99 experiment
wideband of frequencies can be seen on the artificially lowat 5 km source—receiver range.
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FIG. 5. Channel coherence of simulated acoustic field in the band 200—1600 o )
Hz in the ADVENT'99 conditions with a source—receiver range of 5 km. FIG. 7. Bartlett power for source localization using the cross-frequency
incoherent processor in the 5 km range ADVENT'99 data set: 200 Hz fre-

guency band clustered processing and 600 Hz wide band processifig.
nificant amount of energy well apart from the diagonal due to
mode interference. B. Broadband MFP
These two last Figs. 4 and 5 can be compared by means
of a third figure that is the frequency correlation matrix of
the signals received at 5 km range during the ADVENT’99
sea trial(Fig. 6). The first comment is that the resemblance
between this figure and that obtained with simulated data i

striking. It appears that the cross-frequency energy sprea ; | . f vertical b i t5 K
out of the diagonal is largely attenuated when compared wit ata example, a series of verlical array observations a m

the synthetic data example, that is particularly true in the low/2Ng€ and in the band 400-1000 Hz was drawn from the

frequency range but is also evident at high frequencies whel’%‘DVEI\IT’99 data_ set and processed with the proposed
the main diagonal lobe is narrower. An estimation of thecross-frequency incoherent Bartlett processor for range-

effective —3 dB bandwidth shows that at least 100 Hz aredeIOth source Iocalizatio_n pUrpose. Figure .7 shows_ the Bar-
available throughout the analyzed frequency range betweett'"nett power results obtained during ap_prommately f|ve con-
200 and 1600 Hz. Comparison of Figs. 5 and 6 should béecuuve hours of data for two processing schemes: the seven

done under the assumption that the latter contains informaones at leO Hz .SP?C'?Q betwee(;l t‘;']oo and 1t000 Hz were
tion on the source spectrum level that might alter the resyltPTOCESSET 1N a single rame) an € same lones were

i ; d in three groups of three frequencies ¢agh—
Note that the values plotted in the last three figures werd 0C€SS€
normalized, so there is no information on the relative leveldroUPS (400,500,608 (600,700,808 and (800,900,1000

of each term on the final observed signal. The number (_)f c_ross-frequency terms is 21_in the f@rst

scheme and nine in the second scheme. Despite that differ-
ence the Bartlett power, i.e., the value of the normalized peak
in the final ambiguity surface at the correct source location,
-0.9 is always higher for the processing in the clustered band than
in the wide band. The range-depth source localization perfor-
mance was the same for both processors. The grouping of
07 frequencies in a limited band acts as an automatic scheme to
-0.6 exclude the correlation terms that yield worst SNR at the
processor’s output caused by low cross correlation of the
signal components.

The results shown in the preceding section suggest that
due to the limited correlation of the perturbation factor,
cross-frequency broadband processors should preferably op-
rate on relative narrow bands of 100 or 200 Hz than on wide
gequency bands. In order to illustrate that point with a real

0.8

Frequency (Hz)

VIl. CONCLUSION

For many years, underwater acoustic signal processing
was devoted to the detection and/or localization of narrow-
U AT band or broadband random sources using a multisensor hori-
2090 400 600 800 1000 1200 1400 1600 zontal array. Localization here meant bearing estimation,

Frequency (Hz) which was the main scope of a wide, yet powerful, suite of

FIG. 6. Estimated correlation of received signal over the band 200-1600 HEeChmques' That situation has dramatlca”y Changed with the

using the LFM data of the ADVENT’99 experiment at 5 km source—receiverWide sprea_d of physical mOdeI_COdeS being.at_:)le to predict
range. the acoustic channel propagation characteristics at various
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ranges and depths and in different environmental conditionsias advantageous to chose clustered sets of closely spaced
with practical relevance. These are the generically calledliscrete frequencies instead of an equivalent number of uni-
matched-field(MF) techniques, that are used not only for formly distributed frequencies along the whole band.
detect!ng and localizing submerged targets but also, ang\CKNOWLEDGMENTS

more importantly, to probe the ocedocean tomography . .
and the seafloofgeoacoustic inversignFrom a purely sig- The authors would like to thank dgen Sellschopp, Mar-

nal processing point of view, the problem has lost most of itdin Siderius and Peter Nielsen responsible for the AD-

interest since the knowledge of an image of the receive(yENT99 expzriment design hand dataf coIIectli(;).n, ar?d dthe
signal limits the range ofoptimum methods to the well- SACLANT Undersea Research Center for providing the data

known matched filter. However, numerous tests with reaPf the ADVENT'99 experiment. This work was partially fi-

data have shown that physical models, at least in theip"’mtCed Iby andaé p?raf\ ISIBCIiT%I?AgT:’CSg?I?/ﬁP?II\ZAiE/
present form, can not account for acoustic channel fluctua: ortugal, under t.ontract INO. '

tions between the source and the recdsjer 15296/1999.
This paper approaches the problem of modeling the reAPPENDIX A: ENVELOPE AND PHASE

. (A2)

ceived signal as a mixture of a deterministic structure, thaDISTRIBUTIONS
can be predicted by a suitable acoustic model, and a random et a=a-+ jb be a random variable such that
perturbation factor that is supposed to be space invariant ] 9 ] 5
(within the physical sensor array limjtend time variant. a:N(0,0%)  and b:N(0.0%), (AD)
Estimation of that perturbation factor on the ADVENT'99 where a and b are uncorrelated, in which case it is well
data set has shown that its amplitude was approximatelknown that the polar notatioa=|«|exp(¢) implies that
Rayleigh distributed but its phase did not follow a uniform
distribution as it is assumed in many texts. Those distribu-  |4|:R U\/E,UZ(Z_ T
tions were apparently frequency invariant with, however, a 2 2
consistent variance increase for the random perturbation
phase term. It was also shown, based on the same real data ¢:y__ 0'1),
set, that a band of frequencies extending to 100 Hz can be ' V3
safely assumed to contain a significant channel and ra”dOWhere R and U designate Rayleigh and Uniform distribu-
perturbation cross-frequency signal correlation. tions, respectively. The question is to determine the distribu-

Making use of that data model allowed for derivations of of V=|a| and® whena andb are not zero mean. So, let
optimum broadband MF processors, according to the variouss assume that
assumptions on the signal and perturbation factor correlation
across frequency. The uncorrelated perturbation assumption &:N(mg,0?),  b:N(my,0?),
led to the well-known incoherent broadband processor. Th@ith joint probability density functior{pdf)
often used unweighted processor was shown to be optimum ) )
only on the flat source spectrum case. Other coherent broad- Pag(a,b)= 1 exr{ B (a—my)“+(b—my)
band processors proposed in the literature are shown to pro- AR 2ma? 207
vide either suboptimum performance in real noisy situations; is known that the square modulé=A2+B?2 follows a
or to have serious Iim_itations in terms of the nurr_1ber .of fre-noncentral chi-square distributiorf(s) with the noncentral-
guencies processed in a reasonable computation time. A;ﬂ, parameters2=m§+ mﬁ. The pdf ofY is given by
alternative incoherent algorithm is proposed that is shown to
have the same detection performance as the matched-phase 1 y+s? (\/_)—/;) y

0 y

=0 (A3)

coherent processor. That processor—the incoherent cross- Pv(y)= 202 &R~ 207 ! o

freque_ncy Processor—is able to process any _num_ber of frev_vherelo is the zeroth-order modified Bessel function of first
guencies with only a slightly larger computation time than

that of the incoherent processor with however, the advanta Ignd. Thus a simple change of variatfie= Y gives us the

. h ) df of R as
of using the asymptotically noise-free cross-frequency term
and without making any use of the source spectrum. In that pgr(r)= py(rd)d], (A4)

sense the proposed incoherent cross-frequency processor Gfiare j= 2r is the Jacobian of the transformation giving
be compared with that developed by Westwdddince nei-
rs
Io( ?

ther used the source spectrum knowledge with, however, one _ r+s?

main difference that is that the former uses cross-frequency PN ="28X0 ~ 52

terms while the latter only used autofrequencies. Finally, Qhich represents a Rice distribution with parames&r a2
simple simulated test on realistic conditions, illustrated the+ 2

detection performance of the proposed cross-frequency inco-

herent processor when compared with the autofrequency iq—h e
coherent processor for a well chosen frequency band relativ%r
to the band of coherence of the underwater channel. It was

concluded that the cross-frequency processor always outper- [ V2=A?+B? - A=V cos®,
formed the autofrequency processor clearly showing that it d=arctariB/A) " |B=Vsin®,

, =0, (A5)

For the phasep the calculation is more elaborated and
result is not easy to interpret. Let us first make the trans-
mation

(A6)
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with the Jacobian,J|=v, thus the joint pdf of the new vari- m2+m?
ables {,®) is - e R m, COS¢+ M, sin¢
0 (v ¢,) p<I>(¢)_ 271_0_2 2770_2
V,o\V,
—p (a b)|J| Xef(masimﬁfmb cos )220
— MAB\A
2 H 2 m, COS¢+my, sing
- v i exr{ 3 (v cos¢—ma)2+§v singg—my,) . Xf o220 45 (AL3)
TT o -
Now, a small change of variable=z/o allows to view this
(A7)
last integral as the distribution function of a standard nor-
The marginal distribution can be obtained as mally distributed random variable as
m2+m
w exp ———— .
ol @)= | uatv. o). (A8) b )= 2o Me 005+ MMy $IN
0 @ 2w’ 270
_ ind— 2/5,2

The first step to solve the integral obtained by repla¢iig) X g~ (Ma siné=my, cosg)*/2o
in (A8) is to develop the sum of squares in the exponent to (my cosp+mysing)lo
get (only for the exponent xf e M2d\. (A14)

It is not possible to continue any further knowing the diffi-
culties to calculate the integral in the second term. Available
approximate expressions exist for largen, cos¢
which can be made a square of the sum, by subtracting and My sin /o but that assumption does not makes much sense
adding the term i, sin —m, cos¢)? which gives for the for the problem at hand.

1
—F[vz—2v(macos¢+mbsin¢)+m§+m§], (A9)

pdf,
APPENDIX B: ESTIMATING THE RANDOM
()= o (g S g, c056)2/202 PERTURBATION FACTOR DISTRIBUTION
Po 2mo? Let a, and a,,_ 4 be two independent Rayleigh distrib-
- [v— (M, cos¢+m, sin¢)]2 uted random variables with pdf’s,
Xfovexp{— 592 do. @ s
P=ye 2 a=0. (B1)
(A10)

The random variableZ defined asZ=«, /@, 1 can be
Performing a change of variablez=v—(m,cos¢  shown to follow a pdf as
+m, sin ¢) reduces to

2)\2 z
Pz(2)= N, (2T N2 )2 z=0. (B2
p (¢): . ef(masindrmb cos )220 n—l' Mot . .
@ 2m0? Separately, ifd,, and ®,_; are two independent Uni-
formly distributed random variables [r-, 7], then it can
% fw ze‘ZZ/ZUZ dz+--- be easily demonstrated that the pdf of the random variable
— (M, CoS+my, sin ) AD=d,—d,_, is given by the correlation between the
. pdf's of the two random variable®, and®, 4, i.e.,
M, COS¢h+ Tb sing o (M sin ¢~ m, cos) /207 )
270 pas8)= | po 8oty (Mdr (B9
* 2952
Xf (. cosh 4 my sin (/))e #120" dz. (A1l)  which, can be easily evaluated for Uniform distributions as
—a b
1
_ s—27—Ad), —2m<Ap=<2m,
The first integral equates to Pro(Ap)=4 87 (B4)

0, otherwise.

552 (A12)

% (M, cos¢—+my sin ¢)T
exg — ,
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