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#### Abstract

Face-to-face communications between humans involve emotions, which often are unconsciously conveyed by facial expressions and body gestures. Intelligent human-machine interfaces, for example in cognitive robotics, need to recognize emotions. This paper addresses facial expressions and their neural correlates on the basis of a model of the visual cortex: the multi-scale line and edge coding. The recognition model links the cortical representation with Paul Ekman's Action Units which are related to the different facial muscles. The model applies a top-down categorization with trends and magnitudes of displacements of the mouth and eyebrows based on expected displacements relative to a neutral expression. The happy vs. not-happy categorization yielded a correct recognition rate of $91 \%$, whereas final recognition of the six expressions happy, anger, disgust, fear, sadness and surprise resulted in a rate of $78 \%$.


## 1 Introduction

Currently, one of the most investigated topics of image analysis is face detection and recognition $[23,11]$. There are several reasons for this trend, such as the wide range of commercial vigilance and law-enforcement applications. Although state-of-the-art recognition systems have reached a certain level of maturity, their accuracy is still limited when imposed conditions are not perfect: all possible combinations of illumination changes, pose, beards, different facial expressions, etc. Solving the problem of facial expression recognition by using the same approach as used for face recognition [18] will solve part of the problem: the detected expression can be morphed to a neutral one for more robust face recognition

Furthermore, intelligent interaction between humans and computers is an emerging research area related to interfaces and robots. Since face-to-face communications between humans involve emotions and what they convey [15], facial expressions are also important in advanced human-machine interfaces. The Facial Action Coding System or FACS [4] is probably the most well-known study about the coding of facial actions. FACS measures the behavior of the facial activity, and facial expressions are described by 44 Action Units (AUs), of which 30 are related to the contraction of muscles, 12 in the upper part of the face and 18 in the lower part.

Pantic and Rothkrantz [16] used color images with frontal as well as profile views of faces. By detecting 10 positions of the profile views and 19 of the frontal views, describing 32 AUs , they obtained a correct recognition rate of emotions of $86 \%$. Barlett et al. [14] created a system which detects 20 AUs in frontal views of persons in realtime video sequences. Each frame was decomposed using Gabor filters, an AdaBoost classifier was used to extract relevant AUs, and a SVM classifier yielded a recognition rate of $93 \%$. Feitosa et al. [21] used the same database that we will use in this paper, i.e., well-framed images in order to simplify face detection. They extracted emotion features using PCA and with neural networks they achieved a recognition rate of almost $72 \%$. Gama [7] applied the Haar transform in a cascaded classifier to segregate facial images. Using Bayesian classifiers, she achieved a recognition rate of $80 \%$ in the case of happy vs. not happy, and $55 \%$ in the case of five different expressions: anger, happy, neutral, sadness and surprise. Kumano et al. [22] proposed a method for poseinvariant expression recognition in video sequences. By using a variable-intensity template for describing different expressions, they achieved a rate of over $90 \%$ for vertical faces with a rotation range of $\pm 40$ degrees from the frontal view.

In this paper we present an approach which, like the one of Barlett et al. [14], employs Gabor filters. However, our goal is to develop more advanced models of the visual cortex. In cortical area V1 there are simple and complex cells, which are tuned to different spatial frequencies (scales) and orientations, but also disparity (depth) because of the neighboring left-right hypercolumns [9]. These cells provide input for grouping cells which code line and edge information and which probably attribute depth information to these. In V1 there also are endstopped cells which, with complex inhibition processes, allow to extract keypoints (singularities, vertices and points of high curvature). Recently, models of simple, complex and end-stopped cells have been developed, e.g. [5], providing input for keypoint detection $[5,19]$ and line/edge detection [8, 20], including disparity extraction $[6,17]$. On the basis of these models and neural processing schemes, it is now possible to create a cortical architecture for figure-ground segregation, Focus-of-Attention, including object and face categorization and recognition [20].

In this paper we focus on a cortical model for the recognition of facial expressions. This model only employs the multi-scale line/edge representation based on simple and complex cells. The line and edge coding is explained in Section 2. Section 3 deals with the model devoted to facial expressions, i.e., the extraction of cortical AUs, expression classification and the cortical architecture. In Section 4 experimental results are presented and we conclude with a discussion in Section 5.

## 2 Multi-scale line and edge coding

In order to explain the model for facial expressions in relation to the model for face recognition [18], it is necessary to explain briefly how our visual system can reconstruct, more or less, the input image. Image reconstruction can be based on one lowpass filter plus a complete set of bandpass filters, such that the
frequency domain is evenly covered. This concept is the basis of many image coding schemes; it could also be used in the visual cortex because simple cells in V1 are often modeled by complex Gabor wavelets. These are bandpass filters [5], and lowpass information is available through special retinal ganglion cells with photoreceptive dendrites [2]. Activities of all cells could be combined by summing these in one cell layer that would provide a reconstruction or brightness map. But then there is a problem: it is necessary to create yet another observer of this map in our brain.

The solution is simple: instead of summing all cell activities, we can assume that the visual system extracts lines and edges from simple- and complex-cell responses, which is necessary for object recognition, and that responding "line cells" and "edge cells" are interpreted symbolically. For example, responding line cells along a bar signal that there is a line with a certain position, orientation, amplitude and scale, the latter being interpreted by a Gaussian cross-profile which is coupled to the scale of the underlying simple and complex cells. The same way a responding edge cell is interpreted, but with a bipolar, Gaussiantruncated, error-function profile; for more details and illustrations see [18, 20].

Responses of even and odd simple cells, corresponding to the real and imaginary parts of a Gabor filter, are denoted by $R_{s, i}^{E}(x, y)$ and $R_{s, i}^{O}(x, y), i$ being the orientation (we use 8 orientations). The scale $s$ is given by $\lambda$, the wavelength of the Gabor filters, in pixels. We use $10 \leq \lambda \leq 27$ with $\Delta \lambda=1$. Responses of complex cells are modeled by the modulus $C_{s, i}(x, y)=\left[\left\{R_{s, i}^{E}(x, y)\right\}^{2}+\right.$ $\left.\left\{R_{s, i}^{O}(x, y)\right\}^{2}\right]^{1 / 2}$.

The basic scheme for line and edge detection is based on responses of simple cells: a positive (negative) line is detected where $R^{E}$ shows a local maximum (minimum) and $R^{O}$ shows a zero crossing. In the case of edges the even and odd responses are swapped. This gives four possibilities for positive and negative events. An improved scheme [20] consists of combining responses of simple and complex cells, i.e., simple cells serve to detect positions and event types, whereas complex cells are used to increase the confidence. Lateral and cross-orientation inhibition are used to suppress spurious cell responses beyond line and edge terminations, and assemblies of grouping cells serve to improve event continuity in the case of curved events.

Figure 1 (top row) shows one person of the JAFFE database [10] that we used in our experiments with, from left to right, anger, disgust, fear, happy, sadness and surprise. The middle row shows the neutral expression and its line and edge coding at five scales: $\lambda=\{10,14,18,23,26\}$. Different levels of grey, from white to black, show detected events: positive/negative lines and positive/negative edges, respectively. As can be seen, at fine scales many small events have been detected, whereas at coarser scales more global structures remain that convey a "sketchy" impression. The bottom row in Fig. 1 shows detected events of the non-neutral expressions (top row) at $\lambda=16$ after applying a multi-scale stability criterion; see [20] for details. Stabilization leads to the elimination of events which are not stable over neighboring scales, and therefore to less but more reliable events.


Fig. 1. Top (left to right): anger, disgust, fear, happy, sadness and surprise. Middle: neutral expression with its line/edge coding at fine (left) to coarse (right) scales; $\lambda=$ $\{10,14,18,23,26\}$. Bottom: results at scale $\lambda=16$, after multi-scale stabilization, for each expression on the top row.

## 3 Cortical facial expression classification model

Because of the multi-scale line/edge representation with deformations at coarse scales (Fig. 1) it is necessary to introduce new AUs to classify each facial expression. Therefore, three regions of interest (ROI) are defined, two covering the eyebrows and one covering the mouth. These ROIs actually correspond to the Focus-of-Attention regions as used in face recognition [18], but here we use rectangular ROIs to simplify the analysis.

Knowing the AUs involved in the different expressions [24], it is possible to estimate the positions of the line/edge events in each ROI relative to those of the neutral expression. Figure 2 (top) shows the expected movements, where + and - represent inclinations and 0 is the same as the neutral expression. The square indicates an open mouth and the arrows global trends of the events. In the bottom part of Fig. 2, the open/solid dots represent up/down trends and the number of dots the magnitudes.

### 3.1 Extraction of cortical AUs

All face images in the JAFFE database are already normalized. For dealing with unnormalized face images, a cortical normalization scheme based on keypoints (end-stopped cells) can be applied [3]. The three ROIs are defined using the line/edge maps of the neutral faces. In the analysis of facial expressions, the same processing is applied as in the human visual system [13]: information at coarse scales is used for a first estimation of the expression, after which information at increasingly finer scales is added to confirm or correct the result. The basic approach is illustrated in Fig. 3: keypoints (yellow) detected at the corners of


Fig. 2. Top: movements of line/edge events relative to those of a neutral expression; left to right: anger, disgust, fear, happy, sadness and surprise. Bottom: table of movements and their magnitudes in the ROIs.


Fig. 3. Left: expressions neutral and surprise. Third image: keypoints (yellow crosses) at corners of mouth and eyebrows in the neutral face activate clusters of grouping cells (in red) which detect line or edge events in the non-neutral face (right image).
the mouth and eyebrows in the neutral face (third image) activate clusters of grouping cells (red) which combine line or edge events in the non-neutral face (at right).

Positive and negative line events at any scale consist of excitated $L^{+}$and $L^{-}$ cells at positions ( $x, y$ ) with output one (cell is active) or zero (cell is not active). Likewise, outputs of edge cells $E^{+}$and $E^{-}$are also binary. Outputs of clusters of such cells are combined (summed) by grouping cells with specific dendritic fields, the outputs of which therefore correspond to the number of active cells in their fields. In the ROI of the mouth, coarse scales are screened for a negative line matching a closed mouth and for a positive line matching an open mouth; see the left two columns of Fig. 4. This is achieved by defining grouping cells $S^{+}$and $S^{-}$with horizontal and very elongated (linear, elliptical) fields at neighboring vertical ( $y_{i}$ ) positions. The two cells $S^{+}\left(y_{1}\right)$ and $S^{-}\left(y_{2}\right)$ with maximum output are selected using non-maximum suppression, and of these two the one with the largest response yields the state of the mouth: open $\left(S^{+}\right)$or closed $\left(S^{-}\right)$. This processing is applied at six coarse scales and at least four scales must yield the


Fig. 4. First two columns: coarse scale $\lambda=23$ (top) and fine scale $\lambda=10$ (bottom) of a person with closed and open mouth. Third an fourth column: the ROI of the mouth with all events at scale $\lambda=12$ (top) and only edges (bottom). Fifth column: the same as the previous two columns, but the ROI of an eyebrow and only negative lines at the bottom.
same result for defining the state of the mouth. If the result is not convincing, medium and fine scales are added.

At medium and fine scales, see Fig. 4 (bottom, first two columns) the edges of the lips, i.e., the transitions between lips and skin, are relevant. The figure shows in detail (3rd and 4th column) an open and a closed mouth at scale $\lambda=10$. The analysis as described above is applied using only edge cells $E^{+}$and $E^{-}$, and grouping cells $S^{ \pm}$at $y_{i}$, with horizontal elliptical dendritic fields, which combine both edge polarities. The outputs of the cells $S^{ \pm}$are thresholded and the two cells at the lowest and highest position $y$ in the mouth's ROI yield the size of the mouth (magnitude of opening) as well as the vertical position of the mouth.

In each of both ROIs of the eyebrows, the processing is similar to the one for detecting the size of the mouth, but there are in each ROI two clusters of grouping cells in order to determine the inclination angle: one vertical cluster at the left and another vertical cluster at the right of the ROI. Figure 4 (last column) shows a detail image. Here we need to analyse a finer scale $(\lambda=10)$ because of the relatively thin eyebrows and only responses of $L^{-}$cells are summed. In each cluster of grouping cells the cell with maximum response is selected by non-maximum suppression, and the two selected cells on both sides of the ROI code the inclination angle as well as the eyebrow's vertical position.

In summary, the ROI of the mouth produces the state of the mouth, open or closed, and the vertical position on the mouth. The ROI of each eyebrow yields the inclination angle plus the vertical position.

### 3.2 Classification schemes

Two classification schemes were tested: (1) a direct classification of the six groups anger, disgust, fear, happy, sadness and surprise [24], plus two group combinations; and (2) a classification with pre-categorization levels as previously applied


Fig. 5. Examples of images from the JAFFE [10] database.
to other, non-face objects $[1,20]$. The pre-categorizations consisted of the following levels. The first level discriminates happy and not-happy. At the second level, the not-happy group is further divided into anger, sadness and fear, whereas the happy group is split into happy and surprise. At the last classification level, the fear group is split into fear and surprise, and the anger group into anger and disgust. Please note that surprise is classified twice, in opposite groups, because this expression can have two contexts. The above group divisions are based on previous work by other authors. Gama [7] proposed a separation of expressions into two groups, happy and not-happy. Kumano et al. [22] proposed four groups: anger, sadness, surprise and happy. Our own scheme is slightly different because we also added the group fear which the other authors, apart from Zhang [24], left out.

## 4 Experimental results

As mentioned above we used the JAFFE database [10] and selected seven expressions (neutral plus anger, disgust, fear, happy, sadness and surprise) of 10 women; see Fig. 5. The extracted facial features were processed using a Bayes minimum-distance classifier, i.e., without more advanced statistical methods like PCA, because this is a first test of the developed multi-scale method. Apart from the schemes described in the previous sub-section, we tested three feature combinations (C1-C3), taking into account that all features are relative to the features of the same woman with a neutral expression: (C1) the agreement of the trends of the features when compared to Fig. 2 (bottom); (C2) comparing only the magnitudes of the trends; and (C3) the combination of both.

Table 1 presents the results of our experiments, without pre-categorizations, i.e., direct classification of the groups of expressions, and with the three categorization levels, all with feature combinations $\mathrm{C} 1, \mathrm{C} 2$ and C 3 .

Results without and with pre-categorization into happy and not-happy are obviously equal and quite good: $91 \%$ using C1 (only trends), $84 \%$ using C2 (only magnitudes), and $89 \%$ using C3 (both). This means that one can and should

| recognition rates (\%) |  |  |  |  |  |  |  |
| :---: | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  |  | without <br> categorizations |  |  | categorizations |  |  |
| groups | images | C1 | C2 | C3 | C1 | C2 | C3 |
| happy | 20 a | 80 | 60 | 60 | 80 | 60 | 60 |
| not happy | 50 | 96 | 94 | 100 | 96 | 94 | 100 |
| total | 70 | 91 | 84 | 89 | 91 | 84 | 89 |
| happy | 20 a | 80 | 60 | 60 | 95 | 95 | 100 |
| anger | 20 b | 86 | 55 | 80 | 85 | 55 | 80 |
| sadness | 10 | 60 | 70 | 50 | 60 | 70 | 50 |
| fear | 20 c | 65 | 80 | 80 | 75 | 85 | 80 |
| total | 70 | 74 | 66 | 70 | 81 | 77 | 81 |
| happy | 10 | 80 | 40 | 60 | 80 | 80 | 70 |
| surprise | 10 | 50 | 30 | 40 | 90 | 60 | 70 |
| anger | 10 | 20 | 60 | 50 | 60 | 70 | 80 |
| disgust | 10 | 70 | 10 | 30 | 100 | 20 | 50 |
| sadness | 10 | 60 | 70 | 50 | 60 | 70 | 50 |
| fear | 10 | 80 | 30 | 60 | 80 | 40 | 70 |
| total | 60 | 60 | 40 | 48 | 78 | 57 | 65 |

Table 1. Overview of all results. Notes: a - happy also includes surprise; b-anger also includes disgust; c - fear also includes surprise.
use generic information at coarse scales [13]. In the categorization happy-anger-sadness-fear the results are similar, which indicates that we need more detailed information at finer scales, but the use of the first pre-categorization level (happy vs. not-happy) leads to better results if compared to direct classification: 74, 66 and $70 \%$ against 81,77 and $81 \%$. The same trend can be seen after final recognition of all six expressions anger, disgust, fear, happy, sadness and surprise: 60,40 and $48 \%$ against 78,57 and $65 \%$. Remarkable is the fact that in almost all cases the use of only binary trends (C1) yields better results than using only magnitudes (C2) and even the combination of both (C3), which requires further analysis in order to optimize the results, i.e., the relative weighting of binary and non-binary features. Comparing our first results with those of other groups who used the JAFFE database, Feitosa et al. [21] achieved a best rate of $73 \%$ for the same six facial expressions, where our method achieved $78 \%$. Zhang and Ji [24], who used another database with the same six expressions, achieved only $72 \%$ (see Introduction). Clearly, results can and must be improved by finetuning the algorithms.

## 5 Discussion

The scheme for expression recognition will be part of an integrated architecture for object and face recognition with two data streams, one devoted to general objects which can be arbitrarily rotated in 3D, and the other devoted to faces which are normally seen upright and with near frontal view. In case of general ob-
jects, the multi-scale line/edge and keypoint representations of canonical views are stored as templates in memory, keypoints are used to route dynamically keypoints of an input object to a template in memory, and the same routing is applied to lines and edges for object recognition. Dynamic routing is necessary for position, size and rotation invariance, and coarse-to-fine-scale processing is applied for successive (pre-) categorizations until final recognition; see [20]. In case of faces, the same processing is applied for face detection and normalization using keypoints [3], after which faces can be recognized together with their expression using the line/edge codes. It is likely that expression is extracted before recognition, i.e., if face normalization using keypoints at eyes, nose and mouth also normalizes the expression to neutral. This is subject of ongoing research.

The framework for expressions presented in this paper is based on their neural correlates relative to the line/edge coding of neutral faces. To this purpose new AUs were defined because of the multi-scale representation with coarse-to-finescale processing, which allows us to apply a few categorization levels for refining the analysis. Multi-scale stabilization of the line and edge features proved to be important, because the most reliable features are used whereas other ones caused by minor variations are discarded. As expected, the positions and polarities of the lines and edges in the ROIs, combined with the AUs as proposed by Matsumoto and Ekman [12] (Fig. 2), yielded encouraging results. The use of mainly coarse-scale information in the first two-group categorization, which is very stable by definition, yielded a recognition rate of $91 \%$. Using additional information in the subsequent four-group categorization yielded $81 \%$, and final six-group recognition still $78 \%$. Ongoing research addresses a detailed analysis of the data and refinement of the method, i.e., a systematic use of scales by starting with coarse scales only and then adding successively finer scales [1, 20]. In addition, tests with a database of Caucasian faces are conducted, with the possibility of creating generic templates with a neutral expression, both Japanese and Caucasian.
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