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Construction of a prognostic model of lung 
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Abstract. In order to more accurately predict the prognosis and survival of 
lung adenocarcinoma patients, this paper used the gene expression and 
clinical information data of lung adenocarcinoma patients in the open 
database of TCGA to jointly construct a prognosis model of lung 
adenocarcinoma. Three difference analysis methods and univariate cox 
regression analysis were used as the preliminary screening method. By 
comparing the variable selection ability of lasso regression and random 
survival forest, comparing the performance of cox proportional risk 
regression model and random survival forest model, and integrating clinical 
data, a model that can more accurately predict the prognosis of lung 
adenocarcinoma patients was constructed. After comparison and selection, 
lasso regression was used to select variables and cox proportional risk model 
was used as the prediction model. The consistency index of the model 
reached 0.712. The AUC for 1-year, 3-year and 5-year survival of lung 
adenocarcinoma patients in the validation set were 0.808, 0.816 and 0.754, 
respectively. After the fusion of clinical data, the 1-year, 3-year and 5-year 
survival prediction AUC in the validation set were 0.840, 0.836 and 0.865, 
respectively, indicating that the model had good predictive performance.
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1 Introduction
Lung cancer is a malignant tumor with the highest morbidity and mortality in the world, 

and the incidence of lung cancer in China is significantly higher than the world average level, 
while lung adenocarcinoma is a subtype of non-small cell carcinoma of lung cancer, 
accounting for 40% of primary lung tumors [1-2]. With the development of medical big data, 
it has become possible to conduct comprehensive and accurate analysis of tumors from the 
genetic level [3-6].

In this study, a prognostic model of lung adenocarcinoma was constructed based on 
machine learning method and combined with patient gene expression and clinical 
information to evaluate the survival status of lung adenocarcinoma patients, so as to facilitate 
clinicians to conveniently diagnose lung adenocarcinoma patients.
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2 Data processing
The data in this study came from the Cancer and Tumor Gene Atlas Project, the obtained data 
included 600 samples, each with 60,600 gene expression information, which were combined 
to convert patient ids into TCGA-named ids, which was conducive to distinguishing whether 
the samples had cancer or not. These data were cleaned and sorted out: First, the expression 
values of repetitive gene names were averaged, and 59,427 genes remained; Then, low-
expression genes were removed, meaning that the average expression of genes in all samples 
was less than 1, leaving 34,819 genes. In the end, duplicate samples and formalin-soaked 
samples were removed, and 582 samples were retained, including 58 normal samples and 
524 cancer samples.

The retained samples and genetic information were analyzed for genetic differences. 
DESeq2, edgeR and limma were respectively used for difference analysis. The screening 
criteria for differential gene selection from the three analyses is that the absolute value of 
logFC is less than 1 and the corrected P-value is less than 0.01, and 11226, 9653 and 7406 
differential genes are obtained respectively. The intersection of these differential genes was 
used to obtain 6074 genes. The subsequent treatment process should be combined with the
survival state and survival time of the patient. For the survival sample, the survival time is 
the last follow-up time, and for the dead sample, the survival time is the time from birth to 
death. After integrating the survival information of the samples, the remaining 469 samples 
were divided into the training set and the test set according to 7:3, and the number of alive 
and dead samples was also divided according to the proportion. In the training set, 328 
samples were included, 208 of which were alive and 120 of which were dead. The training 
set consisted of 141 samples, of which 89 were alive and 52 were dead.

3 Feature selection

3.1. Univariate cox regression analysis

Single-factor cox regression analysis is a survival analysis method used to evaluate the 
impact of a single factor on survival time or survival probability. This method is often used 
in research to explore the relationship between a single variable and survival time, without 
considering other factors. Univariate cox regression analysis was performed on the data 
obtained from the difference analysis, and the risk ratio, 95% confidence interval and P-value 
of each gene could be obtained. According to the P-value of the results was less than 0.05, 
that is, there was statistical significance as a screening condition, 1308 significant genes were 
obtained.

3.2. Lasso-cox multivariate regression analysis

Univariate cox regression analysis screened 1308 significant genes, and lasso regression was 
used for further dimension reduction. Lasso regression uses the R package glmnet, set the 
parameter alpha to 1. The lasso regression model was cross-verified by 10 folds, and the 
results were visualized to obtain the deviation change of the regression model with the change 
of λ, as shown in figure 1:
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Fig. 1. Lasso regression coefficient selection.

In the figure, the dashed line on the left is lambda.min, and the dashed line on the right is 
lambda.1se. Here, the corresponding gene variables under the lambda.min parameter are 
taken, and 73 gene variables are obtained.

After lasso regression and random survival forest selection variables, the number of gene 
variables was still large. Here, multi-factor cox regression was selected for further reduction 
and screening. The difference between multi-factor cox regression analysis and single-factor 
cox regression analysis is that the influence of multiple covariables on survival time is 
considered. In this way, the gene variables that play a role together are screened out, which 
makes the model constructed by the final feature subset more simplified.

Multivariate cox regression analysis was performed on the expression data of 73 gene 
variables obtained by lasso regression screening. The standard was set as P value less than 
0.05, and 12 gene variables were obtained after screening.

3.3. Random survival forest - multivariate cox regression analysis

The data obtained from single-factor cox regression analysis was used to construct a random 
survival forest model, and the relationship between the number of trees and the error rate was 
observed, the error rate reaches the lowest point when the number of trees is less than 100. 
Therefore, the number of trees is set to 100, the model is reconstructed, and the importance 
ranking of variables is obtained.The top 73 gene variables in the importance ranking are 
selected, which is consistent with the number of variables screened by lasso regression.

Multivariate cox regression analysis was performed on the expression data of 73 gene 
variables obtained from random survival forest screening. The setting standard was P value 
less than 0.05, and 12 gene variables were obtained after screening.

4 Model construction
In this section, the performance of the constructed model will be compared. The Index used 
is Concordance Index (C-index). Concordance index is an index used to evaluate the 
performance of the survival analysis model, which measures the accuracy of the model's 
ranking of the sample's survival time, and is especially suitable for evaluating the quality of 
the survival time prediction model.

After the model parameters are adjusted to the optimum,the consistency index obtained 
by the four models was compared, and the lasso-cox model was 0.712, the rsf-cox model was 
0.702, the lasso-rsf model was 0.666, and the rsf-rsf model was 0.706, among which the 
lasso-cox model had the highest consistency index.
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After model comparison, the cox proportional risk regression model was constructed and
the effect of the model was verified by validation set. After the model was constructed, the 
survival functions of one year, three years and five years were set and the time-dependent 
ROC curve was obtained by validation set, as shown in figure 2:

 
Fig. 2. Cox proportional risk model validation set timeROC curve.

As can be seen from the figure, the forecast AUC of the model for 1 year, 3 years and 5 
years is 0.808, 0.816 and 0.754 respectively, achieving a good result.

5 Analyze clinical data
Clinical data were obtained from the TCGA database, including gender, race, age, cancer 
stage, smoking status, etc. The data of age, gender, cancer stage and annual smoking number 
of patients were extracted from the data, integrated with the survival status and time of 
patients, and univariate cox regression analysis was performed to obtain the results as shown 
in table 1:

Table 1. Results of univariate cox regression analysis of clinical data of lung adenocarcinoma.

Gene Hazard.Ratio X95.CI P.value
age 1.01 0.99-1.03 0.373

gender 1.5 1.03-2.18 0.034
stage 1.47 1.23-1.76 0

pack_smoked_year 1 1-1.01 0.243

It can be seen from the table that gender and cancer stage have a significant impact on the 
survival of patients with lung adenocarcinoma in clinical data.

Gender and cancer stage data were included in the cox proportional risk regression model, 
samples with missing data were removed, and the data set was still divided into the training 
set and validation set according to the ratio of 7:3. The model was constructed using the 
training set, and the consistency index of the model was 0.740, which was significantly 
improved. The ROC curve obtained by using the validation set was shown in figure 3:
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Fig. 3. The set timeROC curve was verified by cox proportional risk model combined with clinical 
data.

As can be seen from the figure, the forecast AUC of the model for 1 year, 3 years and 5 
years is 0.802, 0.828 and 0.789 respectively, which also has a partial improvement compared 
with before.

The column diagram of the model after adding clinical data is shown in figure 4:

 
Fig. 4. Combined with clinical data cox proportional risk model diagram.

The chart shows the scores of each variable, with ADAM32 and LINC01524 performing 
well. Combining scores for all variables can predict a patient's probability of survival.

6 Conclusion
As a major subtype of lung cancer, lung adenocarcinoma poses a great threat to human life 
and health. Even after surgical treatment, about 30% of patients are at risk of recurrence[7-9].
After cleaning and sorting out the public data obtained from the TCGA database, differential 
genes were obtained by differential analysis. Gene difference analysis and univariate cox 
regression analysis were used as the initial screening conditions, and variables were screened 
by lasso regression for dimension reduction. The lasso model can be used to select variables 
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by controlling λ parameter, which is widely used in the medical field[9-11]. Finally, 
multivariate cox regression analysis reduces variables and builds cox proportional risk model, 
which can achieve better prediction effect. The prediction of patient survival based on gene 
expression alone can achieve a better prediction effect, but the model with the integration of 
clinical data will be more accurate. This study shows that gender and cancer stage have a 
greater impact on patient survival, which is similar to the results of previous studies[12-13].

The process of this method is closely related, and compared with the prediction model 
constructed by solely using gene expression data or clinical data, the effect is better. However, 
the clinical information in the acquired data is not comprehensive, and better results will be 
obtained if the data such as CT images of lung cancer, serum markers and sufficient clinical 
data can be combined[14-16]. The data used in this study is from a public database, which has 
a long time, and there are many clinical data missing. To obtain more satisfactory results, 
recent clinical data can be used to expand the sample size and increase clinical data.

In summary, this method selects 12 key gene variables and 2 clinical data variables 
according to the lung adenocarcinoma sample data in the TCGA database to jointly construct 
a prediction model. The model has good prediction accuracy and provides certain help for 
the follow-up treatment of lung adenocarcinoma patients.
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